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Abstract 
 

 Our visual system integrates continuous signals to construct visual representation. This 

integration process involves combining visual inputs across both space and time. This 

spatiotemporal integration is inherently linked to motion. The movements of our eyes play a 

fundamental role in shaping our visual perception by spatially shifting the images projected on 

our retinas. The significance of considering the effects of eye movements on visual perception, 

resulting from these spatial modulations, has been consistently emphasized. 

 In the first part of the study, we focused on examining the influence of eye movements 

on the temporal sensitivity of the human visual system. Specifically, we assessed participants' 

ability to detect the flickering visual stimuli with and without the inclusion of eye movements. 

The findings revealed that the effects of eye movements varied depending on the spatial 

features of the stimuli. When eye movements were incorporated, participants were able to 

perceive flickering edges beyond their temporal limit, surpassing the critical fusion frequency 

(CFF). Furthermore, a significant positive correlation was observed between temporal 

sensitivity and the extent of eye movements executed during stimulus presentation. 

 To further elucidate the alterations in visual perception caused by the spatial 

characteristics of visual stimuli and the shifted retinal image resulting from eye movements, 

we developed a spatiotemporal integration model. This model aimed to emulate the 

spatiotemporal integration process occurring in our early visual system and was employed to 

encompass the observations made in this study.  

 In the second part of the study, we investigated the phenomena of visual persistence 

and the sense of reality associated with moving objects that move at a speed comparable to our 

eye movements (approximately 100 degrees per second). Introducing a Speedline, which 

connected two consecutively presented objects spatially, mitigated the smear effect on moving 

objects in terms of the range of visual persistence and perceived length. Additionally, the 

presence of the Speedline enhanced the resemblance between the moving objects in the display 

and the motion of objects in the real world, thereby amplifying the sense of reality in the object 

motion.  

 Overall, this study offers valuable insights into how eye movements impact visual 

perception, considering the spatial features of objects. The predictions made by the developed 

model suggest that the observed behavioral patterns, such as elevated temporal sensitivity to 

stimuli containing spatial edges, are outcomes of the spatiotemporal integration process 
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occurring in our early visual system. By investigating the intricate relationship between eye 

movements, object motion, spatial characteristics of visual stimuli, and visual perception, we 

deepen our understanding of how visual system processes and integrates visual information.  
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1. General Introduction. 

1.1 . Effects of eye movements on the visual perception 
 Our eyes are never steady, even when we try to maintain fixation. The primary function of eye 

movements is to position the region of interest in our visual field onto the retina, which is the area with 

the highest visual acuity. Extensive research has consistently demonstrated that eye movements have a 

significant impact on our visual perception (Keesey, 1971; Li et al., 2016; Schütz et al., 2009; West, 

1968; Zhao et al., 2020). Eye movements can be categorized into different types based on their 

characteristics, including velocity, amplitude, dispersion, and duration. 

 Saccades are rapid, ballistic eye movements that redirect the gaze to a new target. They are 

characterized by short durations (20-200 ms) and high peak velocities (up to 1000 deg/s). Saccades play 

a crucial role in shifting attention and exploring the visual scene. Fixational eye movements encompass 

ocular drift and microsaccades. Ocular drift refers to slow, involuntary movements that occur when 

fixating on a stationary object. Microsaccades, on the other hand, are relatively fast, involuntary 

movements that occur within a very short time period. These small eye movements contribute to gaze 

stabilization and the maintenance of visual acuity. Smooth pursuit eye movements are voluntary 

tracking movements used to smoothly follow a moving target. They enable us to track and maintain 

fixation on a moving object. 

 The effects of eye movements on visual perception are observed in both the spatial and 

temporal domains. In the spatial domain, fixational eye movements, despite their inherent instability, 

actually enhance fine visual acuity (Clark et al., 2022; Intoy & Rucci, 2020). The small involuntary 

movements, such as ocular drift and microsaccades, help equalize the spectral power and reduce the 

power of low spatial frequency areas (Kuang et al., 2012; Zhao et al., 2020), resulting in clearer 

perception (Poletti et al., 2010). In fact, complete stabilization of the eyes leads to a significant decrease 

in visual acuity compared to normal vision conditions. However, there are instances such as saccadic 

suppression, where rapid eye movements degrade the detectability of visual stimuli and reduce the 

ability to discriminate the saccadic landing position (Henning et al., 2002; Krekelberg, 2010; Matin, 

1974). 

 In terms of temporal sensitivity, different types of eye movements also play a crucial role. 

Saccades have been found to extend the range of temporal sensitivity (Burr & Morrone, 1996; Roberts 

& Wilkins, 2013; Zimmermannet al., 2014) by enhancing the critical fusion frequency (CFF), the 

frequency above which the flickering images appear continuous. Smooth pursuit eye movements 

increase the CFF compared to fixation conditions, indicating an enhancement in temporal sensitivity 

(Terao et al., 2010; Tong et al., 2009). Individuals with nystagmus, characterized by involuntary eye 

movements, exhibit an accelerated temporal impulse response function (TIRF) compared to those with 
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normal vision (Bedell et al., 2008; Waugh & Bedell, 1992), suggesting altered temporal sensitivity due 

to specific eye movement patterns.  

 The various types of eye movements, including saccades, fixational eye movements, and 

smooth pursuit eye movements, have notable effects on both spatial and temporal sensitivity. 

Understanding the relationship between these eye movements and visual perception provides valuable 

insights into how our visual system processes and integrates visual information over time. 

 

1.2 . Spatiotemporal integration model of the visual receptive field 
 Eye movements shift retinal images and subsequently alter visual perception. Moreover, it is 

important to consider not only the shifted retinal images due to eye movements but also the process by 

which our visual perception of the external world is constructed. Evidence suggests that our visual 

system integrates continuous signals to construct visual perception. The construction of visual 

perception takes time, and the resulting perceptual representation remains active for a certain duration. 

This can be observed in the dynamics of visual perception (Burr, 1980; Ikeda, 1986; Rashbass, 1970) 

and neural activity (Cai et al., 1997; Linsenmeier et al., 1982). Particularly when it comes to the effects 

of eye movements on shifted retinal images, we employed a spatiotemporal integration model to capture 

this integration process both over time and space,  

 In this study, the spatiotemporal integration model refers to a computational framework 

designed to simulate the processes involved in integrating spatial and temporal information in the early 

stages of visual processing (DeAngelis et al., 1993; Wimbauer et al., 1997). The goal of the model is to 

replicate how the visual system combines and analyzes visual inputs across space and time, with a focus 

on fine detail and extremely short timescales. Motion is inherently involved in the dynamics of visual 

stimuli over both space and time, originating from two main sources: our own eye movements, which 

shift the retinal images in the opposite direction of the eye movements, and the motion of objects in the 

external world. The first part of our study focuses on the effects of eye movements whereas the second 

part focuses on the effect of object motion as fast as our eyes are moving. 

 In the context of eye movements and visual perception, the spatiotemporal integration model 

helps elucidate how the shifted retinal image resulting from eye movements is processed and integrated 

with the spatial characteristics of visual stimuli. It takes into account factors such as the receptive fields 

of retinal cells, the temporal dynamics of neural responses, and the linear and nonlinear processes that 

follow. By incorporating this model into our study, we were able to make predictions about how the 

visual system responds to stimuli with different spatial characteristics and how the perception of motion 

and spatial features is influenced by eye movements. The model provides a computational framework 

that enhances our understanding and interpretation of the observed behavioral patterns and phenomena 
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related to visual perception in the context of eye movements and object motion. It allows us to better 

understand the intricate interactions between eye movements, spatial information, and temporal 

dynamics, offering valuable insights into the mechanisms underlying visual perception. 

1.2.1 Spatiotemporal receptive field (STRF) model 
 The Spatiotemporal receptive field (STRF) model is valuable tools in understanding visual 

processing in the retina and the lateral geniculate nucleus (LGN), a relay station for visual information 

coming from the retina to the visual cortex. 

 The STRF characterizes the receptive fields of neurons in the lateral geniculate nucleus (LGN) 

and retina, incorporating both spatial and temporal properties. It describes how neurons integrate and 

process temporal information from visual stimuli and their sensitivity to different spatial locations and 

orientations. These receptive fields can be characterized in terms of their spatial and temporal properties. 

 The temporal receptive field refers to the neuron's sensitivity to changes in visual stimuli over 

time, commonly represented as temporal impulse response function (TIRF). It characterizes the 

temporal properties of the neuron's response, such as its preferred temporal frequency, phase, and 

duration. The temporal component of the STRF captures how the neuron integrates and processes 

temporal information from visual stimuli. The spatial receptive field refers to the region in the visual 

field that, when stimulated, leads to a response in the neuron. It is typically described as a two-

dimensional area and represents the receptive field's sensitivity to different locations in the visual space. 

The spatial component of the STRF describes the receptive field's spatial properties, such as its size, 

center-surround organization, and preferred orientation. 

1.2.2 Linear-Nonlinear (LN) model 
 The Linear-Nonlinear (LN) model simplifies the complex computations in retinal neurons by 

separating them into linear and nonlinear stages (Geisler & Albrecht, 1995; Kuo et al., 2016; Tolhurst 

et al., 1980). The linear stage involves the spatial and temporal filtering of visual inputs using linear 

filters, basically the convolution of the spatiotemporal receptive fields and 2-dimensional visual inputs 

over time and space. This captures the neuron's sensitivity to different spatial and temporal features. In 

constructing a retinal response model, the inclusion of nonlinear processes is necessary to accurately 

represent the behavior of the retinal cells and their responses to visual stimuli. The retinal cells, such as 

photoreceptors and ganglion cells, exhibit nonlinear characteristics in their response to light and visual 

stimuli. The nonlinear stage accounts for thresholding, saturation effects, and other nonlinear properties 

of retinal neurons. It introduces a nonlinear activation function that reproduces observed behaviors like 

contrast adaptation and response saturation. 
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1.3 . Visual phenomena beyond the Critical Fusion Frequency (CFF) 
 Our visual system is highly sensitive both in terms of the spatial domain (Patel, 1966; 

Westheimer, 1975; Westheimer, 1981) and temporal domain (Sweet, 1953; Tadin et al., 2010; 

Westheimer & McKee, 1977; Zanker & Harris, 2002). In the one hand, there has been extensive study 

regarding the spatial resolution of the human visual system. For instance, in hyperacuity task 

(Westheimer, 1975), when two vertical lines are misaligned, we can detect this misalignment with a 

precision up to 10 times better than visual acuity. On the other hand, investigating the temporal limits 

of the human visual system has long been a central topic in visual research. The common method used 

to measure our temporal resolution is the temporal order judgment task, where participants were 

presented with two brief flashes and then asked to discriminate which flash occur earlier. Participants 

were able to discriminate 15 ms difference (Exner, 1895). Especially when two flashes are spatially 

separated, discrimination thresholds in time reduce to 5 ms (Sweet,1953; Westheimer & McKee, 1977). 

 One of the properties characterizing the temporal sensitivity is the critical fusion frequency 

(CFF), which refers to the frequency above which a flickering stimulus appears continuous. If the 

stimulus flickers above the CFF, the observers no longer perceive the flickering stimulus, but instead 

perceives a continuous image. For instance, our smartphone is never continuous but appears so. CFF is 

known to vary depending on various factors such as stimulus brightness, stimulus size, and distance 

from the center of the field of view. Nevertheless, there has been a consensus that CFFs are generally 

reported to be in the range of 50-90 Hz (De Lange, 1952; De Lange, 1958; Eisen-Enosh et al., 2017; 

Hecht & Smith, 1936; Kelly, 1961, Kelly, 1971; Mankowska et al., 2021). 

 In our study, we aim to investigate the influence of spatial features on the visual perception of 

moving objects beyond our temporal limits, specifically the critical fusion frequency. In Chapter 2, we 

will focus on the ability of humans to perceive flickering stimuli that include high spatial frequency 

edges. We will examine how eye movements and the spatial characteristics of the stimuli interact to 

influence temporal sensitivity. In Chapter 3, we will examine the phenomena of visual persistence and 

the perceived sense of reality for fast-moving objects. We will investigate how the spatial features, the 

Speedline, influence the range of visual persistence and enhance the perceived sense of reality in object 

motion. 
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2. Chapter 2. The effect of spatial modulations caused by eye movements on 

the temporal sensitivity of the human visual system. 
In the first part of this study, we explored the effects of spatial properties and eye movements, and 

their interaction on the temporal sensitivity of the human visual system by measuring participants’ 

ability to discriminate the flickering stimulus from the continuously presented visual stimuli with and 

without eye movements. We expected the different effect of eye movements depending on the spatial 

properties of the visual stimuli since the eye movements would modulate the retinal image and the 

ability to detect the flicker accordingly. Furthermore, to explain the observed effects of spatial features 

and eye movements, we constructed the spatiotemporal integration model simulating the responses of 

our visual system at the level of our retina or LGN, which is placed in the relatively early level in a 

series of information processing procedure. 

 

2.1.  Introduction 
 The human visual system is highly sensitive to temporal changes in visual inputs (Sweet, 1953; 

Tadin et al., 2010; Westheimer & McKee, 1977; Zanker & Harris, 2002). The critical fusion frequency 

(CFF) threshold is one measurement used to quantify the temporal limits of the visual system, which 

represents the lowest frequency above which a flickering light stimulus can be perceived as continuous. 

CFFs have been measured in conditions where spatially uniform black and white blobs flickered (Kelly, 

1971; Swanson et al., 1987) or in conditions where two counter-phasic Gabor patches flickered (Kelly, 

1971; Watson & Nachmias, 1977). Extensive literature reveals that CFFs vary depending on various 

factors, such as stimulus contrast (Stromeyer & Martini, 2003; Watson, 2013), size (Rovamo & Raninen, 

1988), distance from the center of the field of view (Emoto & Sugawara, 2012), and past visual 

experience (Seitz et al., 2005). Nevertheless, CFFs have consistently been reported to range from 50 to 

90 Hz (De Lange, 1952; De Lange, 1958; Eisen-Enosh et al., 2017; Hecht & Smith, 1936; Kelly, 1961, 

Kelly, 1971; Mankowska et al., 2021). 

 However, recent research (Davis et al., 2015) has suggested that our visual system may have 

a higher temporal limit than previously believed, specifically in response to flickering edge stimuli. 

They presented two abutted black and white rectangles patches, which alternated their polarity at a 

given refresh rate. In the first frame, the left side is white and the right side is black whereas, in the 

second frame, the left side is black and the right side is white and so on (Figure 1). When abutted black 

and white patches are flickered, people can detect the edge in the middle of the stimulus at rates above 

500 Hz.  
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 This finding is surprising, as a sharp boundary enclosing the visual stimuli has previously been 

shown to enhance the CFF (Kelly, 1959; Keesey, 1972) but approximately up to 60 Hz. The authors of 

the study suggested that the enhancement of CFFs may be attributable to saccadic eye movements. 

However, the role of eye movements in modulating CFF in response to FCE stimuli remains unexplored 

as they did not record participants’ eye movements and employed the method of limits where 

participants matched the luminance level of the visual stimuli such that flickers were no longer visible 

without time limit. 

 Many studies have reported that eye movements can influence the temporal limits of the visual 

system (Keesey, 1971; Li et al., 2016; West, 1968). Infantile nystagmus increases sensitivity to the low 

temporal frequency stimulus by accelerating temporal impulse response function to visual stimulation 

(Waugh & Bedell, 1992; Bedell et al., 2008). Smooth pursuit and saccades also increase the speed of 

the impulse response function (Burr et al., 1994; Burr & Morrone, 1996; Tong et al., 2009). Smooth 

pursuit increases CFFs for color stimuli (Terao et al., 2010). Therefore, this study aimed to investigate 

whether eye movements executed during stimulus presentation can increase the CFFs for FCE stimuli 

beyond the commonly reported range. We tested whether CFFs for FCE stimuli scale positively with 

the extent of eye movements. To explain how eye movements increase CFFs for FCE stimuli, we built 

a filtering model that mimics the spatiotemporal integration process occurring in the low-level visual 

system (Cai et al., 1997; DeAngelis et al., 1993; Rust et al., 2005; Wimbauer et al., 1997). 

 The results of our experiments showed that, when participants executed saccade, CFF for the 

FCE stimuli significantly increased while those for the uniform stimuli did not. Furthermore, CFFs for 

the FCE stimuli systematically increased as the stimulus duration increased or the extent of fixational 

eye movements increased, supporting that eye movements can indeed increase CFFs for the FCE stimuli. 

The spatiotemporal integration model predicted the detection of flickering edge stimuli and captured 

the effects of eye movements on CFFs for FCE stimuli. The additional experiment replicated models’ 

prediction by showing the opposite eccentricity effect on CFFs for uniform and FCE stimuli, providing 

an additional support for the model. 
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2.2.  Experiment 1: Effects of spatial edges and its orientation on CFFs 

during fixation 

 Our initial objective was to replicate previous findings regarding the increase in critical flicker 

fusion thresholds (CFFs) with the presence of spatial edges. We conducted a study in which CFFs were 

measured for spatially uniform and flicker containing edge (FCE) stimuli while participants fixated 

their eyes at the center of the visual stimuli. To measure CFFs, we employed a 2-interval forced choice 

task in which participants were presented with two intervals of stimuli and had to indicate which interval 

contained the target stimulus. 

 We noted that the FCE stimuli used in previous literature, particularly those with a vertical 

edge, presented different images to the left and right hemispheres in each frame. This raised the 

possibility of hemispheric asymmetry affecting the results. Hemispheric differences in information 

processing have been widely reported in the perception of various visual stimuli, including temporal 

frequencies (Rebai et al., 1986), spatial frequencies (Christman et al., 1991; Peyrin et al., 2006), faces 

(Schonen et al., 1986), emotional contents (Atchley et al., 2003; Holtgraves & Felton, 2011), and speech 

and auditory stimuli (Gazzaniga, 1985; Hellige & Wong, 1983). In order to examine the potential effect 

of hemispheric asymmetry, we introduced a different type of stimulus, horizontal edge stimuli, as shown 

in Figure 1. 

 

2.2.1. Participants 

 Nineteen individuals without any history of eye-related diseases within the past six months 

were recruited to participate in this study (21.44 ± 1.95 years; 9 men; 9 women). All participants 

reported having normal or corrected-to-normal visual acuity and provided informed consent prior to the 

start of the experiments. They were blinded to the study’s objectives. The same group of participants 

participated in Experiments 1-3. All experimental protocols were approved by the UNIST Institutional 

Review Board. Although we did not conduct a power test, we observed a consistent pattern of CFFs for 

uniform and FCE stimuli across successive experiments with different groups of participants. Also, the 

sample size was comparable to that of the existing CFF studies (12 participants for Balestra et al., 2018; 

10 participants for Eisen-Enosh et al., 2017; 13 participants for Seitz et al., 2005). 

2.2.2. Apparatus 

 Visual stimuli were generated using MATLAB and the Psychophysics Toolbox (Brainard 1997, 

Pelli 1997), and displayed using a DLP projector (PROPixx; 1920 × 1080; 120 Hz, linear gamma). The 

project can achieve a high refresh rate up to 1440 Hz by breaking up a single 120 Hz RGB signal into 
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12 multiple gray frames displayed in sequence. The details of the projector and its operation is described 

in Appendix (Figure S1). To ensure consistent viewing conditions, participants’ head movements were 

restrained by a chin rest, and the viewing distance was fixed at 1.5 meters. Participants were asked to 

maintain fixation within a 2° fixation window located at the center of the fixation point, which was 

monitored by an infrared eye tracker (Eyelink 1000 Plus). Trials in which participants’ gaze moved 

outside the fixation window were aborted and repeated at the end of the block.  

2.2.3. Stimuli 

 A fixation dot with a diameter of 0.15˚ and a rectangular target stimulus (4˚x4˚) was presented 

on a uniform gray background (11.84 𝑐𝑑/𝑚!). There were three types of target stimuli: a uniform 

target stimulus composed of a black (0.16 𝑐𝑑/𝑚! ) and white (195.37 𝑐𝑑/𝑚!)  patch with the 

maximum contrast (1 Michelson contrast), and vertical and horizontal edge stimuli consisting of two 

abutted black and white patches (2˚x4˚ each and 4˚x2˚, respectively) with the maximum contrast. In the 

absence of target stimuli, a steady gray patch (97.59 𝑐𝑑/𝑚!) with the same luminance as the mean 

luminance of the black and white patches was displayed. The refresh rate of the two intervals was 

randomly chosen from 48, 60, 96, 120, 144, 180, 240, 360, 480, 720, and 1440 Hz.  

 

Figure 1. The three stimuli used in Experiment 1. The uniform (left), vertical FCE (middle), 

and horizontal FCE (right) stimuli. The uniform stimuli alternate between spatially uniform 

white and black square patches (4˚x4˚). The vertical and horizontal FCE stimuli consist of the 

abutted white and black rectangular patches (2˚x4˚ each and 4˚x2˚, respectively). Given the 

refresh rate, a pair of stimuli was alternatively presented to participants. 
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2.2.4. Procedure 

 Throughout the experiment, participants were asked to maintain fixation on the center of the 

screen. Each trial commenced with a 1-second presentation of a fixation dot at the center, followed by 

a 1-second blank screen. Two temporal intervals were then sequentially presented, with a 1-second 

interval featuring central fixation between them. The target stimulus was randomly presented at the 

center of either the first or second interval. Participants were required to indicate which interval 

contained the flickering stimulus by pressing the left arrow key for the first interval and the right arrow 

key for the second interval. Auditory feedback was provided to indicate the correctness of the 

participants' responses. After a 1-second blank screen, the next trial commenced. To test the three types 

of target stimuli (uniform, vertical edge, and horizontal edge), we employed a Latin-square design to 

assign the sequence of experimental conditions. We utilized the method of constant stimuli, which has 

been demonstrated to provide more reliable measurements of critical flicker fusion thresholds (Eisen-

Enosh et al., 2017). Each experimental condition consisted of four consecutive blocks, with each block 

comprising 60 trials (~5 minutes) conducted on the same day. Additionally, each refresh rate was tested 

20 times. Monocular eye movements of the participants were recorded throughout the 2IFC task. If their 

gaze deviated beyond the fixational window (radius: 1°), the respective trial was excluded, and an 

additional trial was repeated at the end of the session. 

 

Figure 2. A schematic illustration of the 2IFC task. The target stimulus was randomly 

presented in the first or the second interval. After two stimulus intervals were presented, 

participants were asked to report the target interval. If the first interval included the target, they 

pressed the left arrow key and vice versa. The auditory feedback was given after the response. 
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2.2.5. Data Analysis 

 We analyzed the data by fitting a cumulative normal function to participants’ 2IFC responses 

and identifying the refresh rate at which participants achieved a 75% correct answer rate as their CFFs 

(Figure 3). One participant’s data was excluded because his or her estimated CFFs were 2.5 standard 

deviations away from the group mean. We used MATLAB (MathWorks, Inc.) to estimate the parameters 

that maximized the likelihood of models over psychophysically measured responses. We hierarchically 

fitted the cumulative normal function for each stimulus condition across participants to estimate reliable 

parameters, mean and standard deviation, at the group level. We then submitted the estimated thresholds 

obtained from each participant to ANOVA, with the type of stimulus as a fixed factor and participants 

as a random factor. Post-hoc analysis was conducted if statistical significance was observed. 

Significance tests were performed using RStudio (Version 1.1). 

 

Figure 3. Estimation of the critical fusion frequency in different stimulus conditions. The 

x-axis represents the refresh rate, while the y-axis represents the proportion of correct responses. 

As the refresh rate increases, it becomes more challenging to differentiate between a flickering 

stimulus and a uniform gray stimulus, resulting in a decrease in the proportion of correct 

responses. Consistent patterns were observed across all three types of stimuli. The plotted 

results represent data collected from a single participant. 

 

2.2.6. The spatial edge increases CFFs regardless of the edge orientation. 

 Figure 3 shows the mean of estimated CFFs of the three stimuli across all participants. The 

red, blue, and green bars represent the uniform, vertical FCE, and horizontal FCE stimuli, respectively. 

The results of the analysis of variance (ANOVA) indicated a significant effect of stimulus type (F!,#$ =

	23.93, 𝑝 = 3.26𝑒%&, η'! = .585). Specifically, the CFFs for stimuli with spatial edges (vertical FCE: 
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93Hz; horizontal FCE: 95 Hz) were significantly higher than those for uniform stimuli (58 Hz, vs 

Vertical FCE: 𝑝 = 4.27𝑒%& ; vs Horizontal FCE: 𝑝 = 1.65𝑒%( ), consistent with the previous 

observation. Importantly, there was no significant difference between the CFFs for the vertical and 

horizontal FCE stimuli (𝑝 = 0.945), suggesting that increased sensitivity to FCE stimuli was not due 

to hemispheric asymmetry in visual information processing (Sperry, 1968; Hellige, 1996; Mutha et al., 

2011; Peterzell et al., 1989). 

 Although we replicated the key observation that the presence of the spatial edge significantly 

increased CFFs, it must be noted that the observed CFFs for FCE stimuli were remarkably lower than 

those reported in Davis et al.’s study (93 Hz vs. 500 Hz). Our conjecture is that the difference between 

CFFs arose due to the control over participants’ eye movements. Davis et al.’s study did not control 

participants’ eye movements and the stimulus duration until participants responded, leaving much room 

for eye movements to increase CFFs of FCE stimuli. In contrast, we excluded the trials in which 

participants’ eye deviated out from the fixation window. 

 

Figure 4. Mean estimated CFF for the three types of stimuli (N = 18).  CFFs for the three 

stimuli were estimated while participants fixated their eyes at the center of the stimuli. In all 

figures, error bars represent the mean value of measurements with their standard error of the 

means. The gray shaded area indicates the commonly reported range of CFFs. Red, blue, and 

yellow indicate the uniform, vertical FCE, and horizontal FCE stimuli. The uniform stimuli 

produced significantly smaller CFF compared to the vertical and horizontal FCE stimuli. An 

asterisk indicates the statistical significance (*: p < .05; ***: p<<0.001).  
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2.3.  Experiment 2: Effects of spatial edges and its orientation on CFFs 

during saccade 

 To investigate the impact of participants' eye movements on the elevated CFFs observed for 

FCE stimuli in Davis et al.'s study, we conducted a new experiment where participants move their eyes. 

In this experiment, we ensured that the fixation point remained visible during the presentation of the 

stimulus, and we presented it alternately on either the left or right side of the stimulus. 

 

2.3.1. Participants, Apparatus, and Stimuli 

 Participants, apparatus, and stimuli were identical to those of Experiment 1. 

2.3.2. Procedure 

 To test the effect of eye movement, we manipulated the presentation of the fixation point. The 

fixation appeared on the left side of the center of the screen (6˚) and shifted horizontally from left to 

right (6˚) and then right to left every 0.5 seconds during the stimulus presentation (1.5 second). 

Participants were asked to follow the fixation point with their eyes and conduct a 2IFC task.  

2.3.3. Data Analysis  

 The analyses and criteria for data exclusion were the same as those in Experiment 1. We 

aggregated the results of Experiment 1 and 2 to compare the effect of eye movements on CFFs. We 

conducted a paired t-test to compare the CFFs measured with and without eye movements for each type 

of stimuli. We also conducted an ANOVA, considering the type of stimuli and presence or absence of 

eye movements as fixed factors and participants as a random factor. 

2.3.4. Saccadic eye movements selectively increased CFFs for FCE stimuli. 

 Participants were asked to move their eyes following the jumping fixation point while 

conducting 2IFC task. We measured CFFs for the three types of stimuli: uniform, vertical FCE, and 

horizontal FCE stimuli. The results of this eye movement condition are presented in Figure 5. A two-

way ANOVA was conducted to examine the effect of stimulus type on CFFs. The analysis revealed a 

significant main effect of the stimuli type (F!,)& = 	87.12, 𝑝 = 4.16𝑒%)$, η'! = .860). Post-hoc test 

showed a significant difference between the uniform and the vertical FCE stimuli (61 Hz vs 351 Hz, 

𝑝 ≪ .001) and the vertical FCE and horizontal FCE stimuli (351 Hz vs 112 Hz, 𝑝 ≪ .001) while there 

was no significant difference in CFFs between the uniform stimuli and horizontal FCE stimuli (61 Hz 

vs 112 Hz, 𝑝 = 0.096). 
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 In the right panel of Figure 5, we combined the data collected when participants fixated their 

eyes (fixation condition) and moved their eyes horizontally (saccade condition) during the stimulus 

presentation. Compared to CFFs measured with the stationary eye, only the vertical FCE stimuli showed 

significantly increased CFFs when participants made eye movements (93 Hz vs 351 Hz, 𝑡)& =

	9.2871, 𝑝 = 4.526𝑒%*) while the uniform and horizontal FCE stimuli did not (uniform: 58 Hz vs 61 

Hz, 𝑡)& = 	2.0899, 𝑝 = .05197 ; horizontal FCE: 95 Hz vs 112 Hz, 𝑡)& = 	1.6637, 𝑝 = .1145 ). 

Notably, some participants showed that their CFFs for the vertical FCE stimuli were even higher than 

500 Hz. A repeated measures ANOVA shows that there was a significant main effect of the stimuli type 

(F!,#$ = 	89.55, 𝑝 = 2.81𝑒%)$, η'! = .840 ) and the eye movements condition (F),#$ = 	77.75, 𝑝 =

9.47𝑒%+*, η'! = .736). There was a significant interaction effect between the type of the stimuli and the 

presence of eye movements (F!,#$ = 	76, 𝑝 = 2.84𝑒%)#, η'! = .817), implying that the effect of eye 

movements differed depending on the type of the stimuli. The association between the direction of the 

eye movements and the orientation of FCE stimuli suggests that the spatiotemporal integration 

processing of the visual stimulation plays a key role in modulating the observed effects, which will be 

discussed in later sections.  

 

Figure 5. The effect of saccadic eye movements on CFFs for three types of stimuli: 

uniform, vertical FCE, and horizontal FCE stimuli. (Left) The mean CFFs of three stimuli 

when participants performed saccadic eye movements. Note that the scale of the y-axis is 

different from the previous figure. (Right) Aggregated CFFs in the fixation condition 

(Experiment 1) and in the saccadic eye movements condition (Experiment 2). 
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2.4. Experiment 3: Effects of the stimulus duration on CFFs for uniform and 

FCE stimuli 

 If inducing eye movements increases the CFF for FCE stimuli, it is reasonable to expect that 

suppressing eye movements would have the opposite effect, leading to a decrease in CFF thresholds. 

One effective method for reducing the impact of eye movements on perception is to shorten the stimulus 

duration (Mayfrank et al., 1987; Hoffman & Subramaniam, 1995; Deubel & Schneider, 1996). Based 

on this understanding, we hypothesized that as the stimulus duration decreases, the CFF thresholds for 

FCE stimuli would also decrease. 

 

2.4.1. Participants, Apparatus, and Stimuli 

 Participants, apparatus, and stimuli of Experiment 3 were identical to those of Experiment 1 

except that we presented only two types of the stimuli, the uniform stimuli and the vertical FCE stimuli. 

2.4.2. Procedure 

 We adjusted the stimulus duration from 100, 316, 600, and 1000 ms and conducted the 

identical 2IFC task in Experiment 1. Participants were asked to fixate their eyes at the center of the 

stimuli during the stimulus duration. If their eyes moved out the fixation window (radius: 1 ˚), we 

excluded such trials and repeated those trials at the end of the session. 

2.4.3. Data Analysis 

 The analyses and the criteria for data exclusion were the same as those in Experiment 1. We 

conducted a repeated measures ANOVA to test the effect of the stimulus type and the stimulus duration. 

2.4.4. The longer stimulus duration increases CFFs for FCE stimuli while CFFs for uniform 

stimuli remain same. 

 We presented the uniform and vertical FCE stimuli in fovea for varied durations while 

participants fixated their eyes at the center of the stimuli. We measured CFFs for the uniform and 

vertical FCE stimuli in each stimulus duration (Figure 6). ANOVA shows significant effects of the 

stimulus type (F),)+ = 11.22, 𝑝 = 7.38𝑒%+#, η'! = .529) and stimulus duration (F#,#+ = 	7.59, 𝑝 =

6.40𝑒%+$	, η'! = .432). There is also a significant interaction effect between the stimulus type and 

stimulus duration (F#,#+ = 	6.00, 𝑝 = 0.0025, η'! = .375). The effect of the stimulus duration was 

marginally significant in that CFFs for the vertical edge stimuli significantly increased as the stimulus 

duration increased (p = 0.003) while CFFs for the uniform stimuli remained same (𝑝 = 0.148). CFFs 
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for vertical FCE stimuli gradually decrease as the stimulus duration decrease. Intriguingly, when the 

stimulus duration is 100 ms, CFFs for the FCE stimuli did not show a significant difference compared 

to those for uniform stimuli (𝑝 = 0.580) otherwise the two stimuli show significant differences in their 

estimated CFFs. A short stimulus duration can effectively restrict the effect of eye movements and 

selectively decreased CFFs of vertical FCE stimuli. 

 

 

Figure 6. The effect of the stimulus duration on CFFs for the uniform (red) and FCE 

stimuli (blue). The x-axis and y-axis indicate the stimulus duration and estimated CFFs for the 

two stimuli. CFFs for the FCE stimuli significantly increased as the stimulus duration increased 

while CFFs for the uniform stimuli remained constant across the stimulus duration. 
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2.5. Experiment 4: The relationship between the extent of fixational eye 

movements and the CFF elevation. 

 The results of this study consistently demonstrate that the presence of eye movements 

significantly influenced the elevated CFFs for FCE stimuli, while it did not have a significant effect on 

the CFFs for uniform stimuli. However, a question may arise regarding why the CFFs for FCE stimuli 

still increased in Experiment 1, even when participants were asked to maintain fixation at the center of 

the stimuli. One possible explanation is the presence of fixational eye movements, which are continuous 

and involuntary eye movements that occur even when individuals attempt to fixate their gaze on a 

specific point. It is known that fixational eye movements, such as microsaccades and drifts, can affect 

visual perception (Clark et al., 2022; Intoy & Rucci, 2020). Therefore, based on this hypothesis, we 

aimed to investigate whether there is a systematic relationship between the extent of fixational eye 

movements and the CFFs of FCE stimuli.  

 To explore this relationship, we conducted a follow-up experiment using the same procedure 

as in Experiment 1, but with an additional focus on recording participants' eye movements. By 

collecting a large number of trials and analyzing the data on fixational eye movements, we examined 

whether there is a consistent pattern between the extent of these eye movements and the observed CFFs 

for both uniform and FCE stimuli. 

 

2.5.1. Participants 

 Four individuals without any history of eye-related diseases within the past six months were 

recruited to participate in this study (27.25 ± 1.71 years; 3 men; 1 woman). 

2.5.2. Apparatus and Stimuli 

 Experimental apparatus and stimuli of Experiment 4 were identical to those of Experiment 1 

except that we presented only two types of the stimuli, the uniform stimuli and the vertical FCE stimuli. 

We recorded participants’ eye movements while they were conducting the 2IFC task. 

2.5.3. Procedure 

 Participants completed the identical 2IFC task as in Experiment 1. Each block consisted of 110 

trials (~8 min). On a single day, participants completed 5 blocks with an interim break (at least ~ 2 min). 

The FCE stimulus condition and uniform stimulus condition took 9 days and 2 days to finish 4950 trials 

and 990 trials, respectively. 
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2.5.4. Data Analysis 

 The analyses and the criteria for data exclusion were the same as those in Experiment 1. We 

recorded and used participants’ eye movements to quantify the extent of fixational eye movements 

executed during the stimulus presentation. We employed specific criteria to identify and analyze 

fixational eye movements, particularly microsaccades and drifts, during the presentation of stimuli. For 

microsaccades, we defined them as fast eye movements with a velocity exceeding 10 degrees per second, 

a variance of velocity greater than 5 ˚/s, and a minimum duration of 6 milliseconds. We then calculated 

several measures related to microsaccades, including the number of occurrences, peak velocity, 

amplitude, and duration observed during the stimulus presentation. In addition to microsaccades, we 

also computed measures related to drift, which is a slow and continuous eye movement. For drift, we 

calculated peak velocity, amplitude, and duration. These measures provide insights into the 

characteristics of drift eye movements during the stimulus presentation. Furthermore, we quantified the 

overall extent of eye movements by computing the total traveled distance of the eyes. This measure 

captures the cumulative distance covered by the eyes throughout the stimulus presentation and provides 

an indication of the overall eye movement activity. To assess the dispersion and stability of gaze, we 

employed the Bivariate Contour Ellipse Area (BCEA) metric. BCEA calculates a confidence ellipse 

that encompasses the distribution of recorded eye positions in two-dimensional space. A larger BCEA 

indicates a more dispersed gaze pattern, while a smaller BCEA suggests a more stable gaze. By 

employing these measures, we aimed to quantitatively estimate the extent and characteristics of 

fixational eye movements during the stimulus presentation. 

2.5.5. CFFs for FCE stimuli increase as the extents of fixational eye movements increase. 

 Using the recorded eye movements, we quantified the extent of eye movements during the 

stimulus duration such as the mean velocity of eye movements, dispersion of eye movements, the 

number of microsaccade, and so on (see Methods). As eye movement features are highly correlated, we 

only considered the number of microsaccades and the bivariate contour ellipse area (BCEA), which 

quantified the spatial dispersion of fixations. We then subdivided the trials into 4 groups depending on 

the extent of each measurement and estimated CFFs separately. CFFs for the two stimuli show a 

consistent pattern that FCE edge stimuli had significantly higher CFFs compared to uniform stimuli 

( 𝑡# = 	4.3256, 𝑝 = .0228 ). CFFs for FCE stimuli significantly increased as the number of 

microsaccade (Figure 7, left panel) and the BCEA (Figure 7, right panel) increased (F#,, = 5.62, 𝑝 =

0.0189, η'! = .652;	F#,, = 4.06, 𝑝 = 0.0443, η'! = .575) while CFFs for uniform stimuli did not (𝑝 =

0.939; 	𝑝 = 0.485). A systematic increment in CFFs for FCE stimuli implied that CFFs differs not only 

depending on the voluntary and explorative saccade but also incessant and involuntary fixational eye 

movements.  
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Figure 7. The effect of the eye movements extents on CFFs for the uniform (red) and FCE 

stimuli (blue). The x-axis represents the extent of fixational eye movements in ascending order, 

while the y-axis indicates CFFs. The left panel displays estimated CFFs for the uniform and 

FCE stimuli when we divided collected trials depending on the number of microsaccade 

occurring during the stimulus presentation. The right panel shows estimated CFFs for the two 

stimuli when we divided collected trials depending on the bivariate contour ellipse area 

(BCEA). The small boxes below the x-axis represent the x-y coordinates of fixation points 

during the stimulus presentation. The smaller bin represents stable fixation, while the larger 

bin represents dispersed fixation, respectively. 

2.6. A spatiotemporal integration model of retinal receptive fields 

 To encompass the observations, we established the filtering model which integrates dynamic 

visual stimulations using the spatiotemporal response profile, followed by a nonlinear process and 

decision stage. The temporal response profile is the difference of two gamma functions, whose peaks 

correspond to the peak and undershoot, and thus biphasic (Figure 8, left).  

𝑃𝑟𝑜𝑓𝑖𝑙𝑒-./0 = 𝛼 ∙ 𝑒𝑥𝑝%1- ∙
(𝛼𝑡)2 5!⁄
(𝛼𝑡)& 7!⁄  

 

 The parameter 𝛼  determines the latency width of temporal response profile. The spatial 

response profile is the difference of two gaussian function, whose Mexican hat structure indicates the 

center-surround antagonism of retinal receptive fields.  
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 Two gaussian distributions have the zero mean, and 𝜎506-07 and 𝜎3:77;:6< correspond to 

the standard deviation of each gaussian distribution (Figure 8, middle). Note that 𝜎3:77;:6<  was 

always larger than 𝜎506-07  to mimic the center-surround antagonism. We assumed time-space 

separability such that spatiotemporal filter is represented by the product of linear spatial and temporal 

response functions (Figure 8, right). We set this assumption to estimate parameters for individuals’ 

spatial and temporal filters but see Wandell’s study for the time-space inseparability (Wandell, 1995). 

 

Figure 8. The spatiotemporal integration profile used in our model. The spatiotemporal 

integration filter is constructed by multiplying a bi-phasic temporal filter (left, cyan) and a 

Mexican hat spatial filter (middle, magenta) based on the time-space separability assumption. 

 

 In order to predict the perception of FCE stimuli in the presence of eye movements, we utilized 

a spatiotemporal integration model to simulate the retinal responses. This involved simulating the 

images of the FCE stimuli as they would be projected onto the retina. For simplicity, we focused on 

FCE stimuli with a vertically oriented edge and a horizontal shift in the edge's position. Figure 9 

illustrates the retinal image of the FCE stimuli, with the x-axis representing spatial positions and the y-

axis representing time. The polarity of the visual inputs is indicated by white and black regions. The 

spatial distinction along the x-axis represents the edge position, while the swapping of polarity along 

the y-axis reflects the alternating nature of the FCE stimuli with the given refresh rate. In this case, 

Figure 9 is generated for FCE stimuli with a refresh rate of 120 Hz, meaning that the polarity of the left 

and right sides alternates approximately every 8.33 ms. To account for eye movements and their 

influences on retinal images, we incorporated recorded eye movement data to shift the spatial location 

of the high frequency edge accordingly. If the eye moved from left to right, the spatial location of the 

FCE stimuli was shifted from left to right to align with the eye movement. The upper row of Figure 9 

represents the retinal responses of the FCE stimuli with saccadic eye movements, while the bottom row 

represents the responses with fixational eye movements.  
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 To estimate the retinal responses to the visual inputs at specific locations and times, we 

convolved the 2-dimensional retinal image with a spatiotemporal response profile. This process mimics 

the integration of spatial and temporal information in retinal processing. The resulting retinal responses 

were then logarithmically transformed to enhance sensitivity to low-intensity stimuli and introduce 

saturation at high-intensity stimuli. Furthermore, rectification was applied to convert negative values in 

the retinal responses to positive values. Additionally, responses above a certain threshold were retained, 

while those below the threshold were set to zero. By eliminating negative responses and rectifying them, 

the model emphasized information related to increments in stimulus intensity and enhanced the 

efficiency of encoding visual information. By implementing these steps, we aimed to simulate the 

retinal responses to FCE stimuli, accounting for the effects of eye movements and the subsequent 

changes in retinal images.  

𝑙(𝑥, 𝑡) = J KJ 𝑠(𝑥, 𝑡) ∙ 𝑃𝑟𝑜𝑓𝑖𝑙𝑒-./0(𝑡 − 𝜏)
-./0

N ∙ 𝑃𝑟𝑜𝑓𝑖𝑙𝑒3'450(𝑥 − 𝜉)
3'450

 

𝑟(𝑥, 𝑡) = 	log	(𝑚 ∗ |𝑙(𝑥, 𝑡)|) 

𝑟′(𝑥, 𝑡) = V
𝑟(𝑥, 𝑡),																			𝑖𝑓	𝑟(𝑥, 𝑡) ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,												𝑖𝑓	𝑟(𝑥, 𝑡) < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

 We used simulated responses to the retinal images of the FCE stimuli and uniform stimuli to 

predict participants’ detectability of the target interval. We assumed that the target interval which 

included the flickering stimuli have the maximum response across space and time, 	
𝑅 = max	(𝑟=(𝑥, 𝑡)) 

 whereas the reference interval which included the gray patch without luminance change have 

no response. We additionally assumed retinal responses are noise-contaminated such that 𝑅-47>0- =

𝑅 +𝒩(0, 𝜎!)  and 𝑅70?070650 = 𝒩(0, 𝜎!) , and the noise for the two intervals had the identical 

variance, 𝜎7. If the difference between two retinal responses were larger than 0, the model predicts that 

participants correctly reported the target interval. As the standard deviation of the difference between 

the two retinal responses is √2𝜎, the likelihood can be calculated using percent correct value assuming 

the Gaussian distribution whose mean and standard deviation is 0 and √2𝜎 , respectively. Percent 

correct values can be calculated according to the maximum values of retinal responses of 𝑖th trial. 	

𝑝(𝑅. , √2𝜎) = 	
1

2𝜎√𝜋
a exp d−

𝑟!

4𝜎!
e𝑑𝑟

@+

%A
 

 𝑝 is the probability of a correct response, which is an integration of normal distribution across 

response domain. 𝑅. indicates the maximum response of 𝑖th trial. Then the likelihood function over 

N trials is proportional to  
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𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 = 	g[𝑝i𝑅. , √2𝜎j]7+ ∗ [1 − 𝑝i𝑅. , √2𝜎j])%7+
B

.C)

 

 where 𝑟.=1 when model predicts that a participant makes a correct response in	 𝑖th trial, and 

𝑟. = 0  when model predicts that the participant makes an incorrect response. We then took the 

logarithm of the equation above and compute the log likelihood.	

𝑙𝑜𝑔	𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 = 	J𝑟. ∗ log	(𝑝i𝑅. , √2𝜎j) + (1 − 𝑟.) ∗ log	(1 − 𝑝i𝑅. , √2𝜎j)
B

.C)

 

 The simulation results depicted in the rightmost column of Figure 9 indicate that eye 

movements had an influence on the perception of FCE stimuli, resulting in increased retinal responses 

in the vicinity of the FCE. The extent of this increment depended on the properties of the eye movements. 

The model's behavior exhibited locally enhanced retinal responses, particularly when the participants' 

eyes moved rapidly over a large amplitude. It is worth noting that the modulation of retinal responses 

varied depending on the spatial characteristics of the visual stimuli. For FCE stimuli, the receptors 

experienced changes in their input signals due to the spatial variations, whereas for uniform stimuli that 

did not vary in space, the receptors experienced no such changes. 

 According to the model's predictions, if participants observed FCE stimuli while making 

saccadic eye movements, they would perceive a set of blurred and wider edges around the center of the 

stimuli, rather than perceiving a single sharp edge in the middle. The width and number of concurrently 

perceived FCE varied based on the refresh rates and velocity of eye movements (as shown in Figure 

S2 and Figure S3). Consistent with the model's prediction, participants reported perceiving several 

lines resembling Gabor blobs, although the study did not include experimental measurements of their 

subjective percepts. 
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Figure 9. Model prediction of the retinal responses to FCE stimuli presented at 120 Hz. 

The x-axis represents the retinal position, while the y-axis represents time. The upper row 

corresponds to saccadic eye movements, while the bottom row corresponds to fixational eye 

movements. On the left side, retinal images of FCE stimuli are shown, indicating the refresh 

rates and the horizontal position of the eye. The polarity of the stimuli alternates based on the 

given refresh rate, and the location of the FCE shifts according to the recorded eye movements. 

In the middle, the retinal images of FCE stimuli are convolved with the spatiotemporal 

integration filter. On the right side, the retinal responses of the FCE stimuli are shown after the 

application of logarithmic transformation and rectification. 
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Figure 10. Model prediction on the correction rate as a function of refresh rates. The left 

column and right column represent the model predictions based on the number of 

microsaccades and BCEA (bivariate contour ellipse area), respectively. Each row corresponds 

to a different participant. The color intensity in the figure indicates the extent of fixational eye 

movements, where brighter colors represent smaller extents of fixational eye movements and 

darker colors represent larger extents. The dashed line represents the observed correction rate, 

while the solid line represents the model's predictions. 
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 Since the spatiotemporal integration model enabled us to construct the retinal responses of a 

single trial with FCE stimuli and predict the detectability of the flickering target using the maximum 

retinal responses, we could compute the percentage of correct responses for the FCE condition using 

recorded eye movements and the given refresh rate. We used the 2IFC responses and recorded fixational 

eye movements in Experiment 4. The trials were divided into four groups based on the number of 

microsaccades and BCEA percentile.  

 Figure 10 presents the correction rates for each refresh rate in the FCE condition for each 

participant. Each row represents the results for an individual participant. The left column displays the 

correction rates estimated for different trial sets divided based on the number of microsaccades, while 

the right column shows the correction rates for different trial sets divided based on BCEA. The dashed 

line represents the observed correction rate, while the solid line represents the predicted correction rate. 

Psychometric functions were fitted to the data to estimate CFFs. 

 Figure 11 displays the estimated CFFs for FCE stimuli (shaded error bars) in relation to the 

extent of fixational eye movements, along with the observed CFFs (error bars). Notably, the model 

predicts a systematic pattern where CFFs for FCE stimuli increase proportionally with the extent of 

fixational eye movements. There is a significant increase in CFFs as the number of microsaccades 

( F#,, = 5.15, 𝑝 = 0.0241, η'! = .632 ) or BCEA ( F#,, = 4.50, 𝑝 = 0.0344, η'! = .600 ) increases. 

These findings indicate that there is a clear relationship between the extent of fixational eye movements 

and the perceived CFFs for FCE stimuli. The model's predictions align well with the observed data, 

further supporting the influence of eye movements on the perception of FCE stimuli and their effect on 

temporal frequency processing. 
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Figure 11. CFFs for FCE stimuli predicted by the spatiotemporal integration model. 

Consistent with the previous data analysis, the trials were divided into subgroups depending 

on the number of microsaccade (left) or BCEA (right). The error bars represent the observed 

CFF values, while the shaded error bars indicate the model’s predictions. 
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2.7. Experiment 5: The eccentricity effect on the CFFs for uniform and FCE 

stimuli predicted by the spatiotemporal integration model 

 The spatiotemporal integration model successfully captures the behavioral pattern that CFFs 

for FCE stimuli systematically increases as the extent of fixational eye movements increase, suggesting 

that the elevated CFFs for FCE stimuli may be a byproduct of the spatiotemporal integration procedure 

that occurs in our early visual system. According to this model, the spatiotemporal integration profile 

modulates the retinal responses and detectability, which derived a novel prediction on the eccentricity 

effect on CFFs for uniform and FCE stimuli. The temporal and spatial characteristics of the visual 

system differ between the fovea and the periphery. The periphery is known to have a faster temporal 

filter (Carrasco et al., 2003; Hartmann et al., 1979; Tyler, 1987) and wider spatial filter (McKee & 

Nakayama 1984; Rentschler & Treutwein, 1985), compared to the fovea, leading to differences in CFFs 

between the fovea and periphery for both types of stimuli (see the Model prediction below). To further 

test the predictive ability of the spatiotemporal integration model on the eccentricity effect, we 

conducted an additional experiment where participants observed the flickering stimulus in their 

periphery while conducting the 2IFC task and compared the CFFs for the two stimuli. 

2.7.1. Methods and Procedure 

 Participants, apparatus, and stimuli used in Experiment 5 were identical to those used in 

Experiment 4. We measured CFFs for uniform and FCE stimuli using 2IFC task. Compared to the 

experimental procedure of Experiment 1, the only thing manipulated is the location of the fixation 

(Figure 12). We placed the fixation to the right (12˚) of the target stimulus and measured the critical 

flicker fusion threshold using a 2IFC task. 

 

Figure 12. A schematic illustration of the experimental set-up. Participants were asked to 

fixate their gaze at the fixation point, which is located 12 ˚ away from the center of the target. 
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2.7.2. Data Analysis 

 The analyses and the criteria for data exclusion were the same as those in Experiment 1. To 

test the effect of the eccentricity, we used paired t-test. We aggregated the results of Experiment 1 and 

Experiment 5 and submitted them to ANOVA, considering the type of stimuli and eccentricity as fixed 

and participants as a random factor. 

2.7.3. Model prediction 

 In the model simulation for Experiment 5, the retinal responses and predicted correctness in 

response to the given stimulus conditions (stimulus type, eccentricity, refresh rate, and eye movements) 

were generated. The left panels of Figure 13 depict the temporal and spatial filters used in the simulation. 

The upper panel represents the temporal filter, while the bottom panel represents the spatial filter. The 

filters are differentiated for the fovea (yellow) and periphery (purple). For the fovea condition, the 

recorded fixation eye movements and their estimated spatiotemporal integration filters from Experiment 

4 were employed. For the periphery condition, the same fixational eye movements were used, but with 

different spatiotemporal integration filters. The filters for the periphery have a relatively faster temporal 

response and a wider spatial response compared to those of the fovea. These parameters were set based 

on the findings of the previous study (Bonin et al., 2005) about the spatial filters in the LGN (lateral 

geniculate nucleus) at the periphery.  

 According to this model, the spatiotemporal integration profile modulates the increment of 

retinal responses. The narrower and faster filter results in a more accentuated response, whereas the 

wider and slower filter results in a less accentuated response. The spatial filter has a more dominant 

influence on the retinal responses compared to the temporal filter. It is because the high spatial 

frequency edge plays a critical role in accentuating the local retinal responses. For uniform stimuli, the 

retinal responses are not influenced by the shape of the spatial filter since there are no spatial features 

in these stimuli. Therefore, only the faster temporal filter in the periphery condition will enhance the 

response and increase the CFFs for uniform stimuli. However, for FCE stimuli, the wider spatial filter 

becomes more influential and cancels out the effect of the faster temporal filter. As a result, the CFFs 

for FCE stimuli decrease due to the wider spatial filter's dampening effect on the response. 

 

2.7.4. Increasing eccentricity increases CFFs for uniform stimuli but decreases CFFs for FCE 

stimuli despite the enhanced temporal sensitivity.  

 Our model predicted that in the periphery, where the temporal filter is accelerated and the 

spatial filter is flattened, CFFs for uniform and FCE stimuli would change differently. The accelerated 

temporal filter will increase the responses and CFFs for uniform stimuli, which are not affected by eye 
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movements and, consequently, the shape of the spatial filter. However, for FCE stimuli, the flattened 

spatial filter will decrease the increment in retinal responses (Baylor et al., 1971b; Enroth-Cugell et al., 

1983; Mastronarde, 1987b; Ruksenas et al.,2000), canceling out the effect of the accelerated temporal 

filter, resulting in a decrease in CFFs.  

   

 

 

Figure 13. The effect of eccentricity on the estimated CFF for the uniform (red) and FCE 

stimuli (blue). The upper left and bottom panels depict the temporal and spatial filters used in 

the model simulation. The yellow and purple colors represent the fovea and periphery 

conditions, respectively. In the right panel, the solid line represents the model prediction for 

the two stimuli across different eccentricities (fovea and periphery). The error bar indicates the 

mean observed CFFs for the two stimuli with the standard error of the means. The effect of 

eccentricity on the CFFs was found to be significant for both stimuli, which is consistent with 

the model prediction. As eccentricity increases, the uniform stimuli exhibit increasing CFFs, 

while the vertical edge stimuli show decreasing CFFs. An asterisk denotes statistical 

significance (p < .05). 
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 In Experiment 5, where participants fixated their eyes at a point 12 degrees away from the 

center of the flickering stimuli, the CFFs for both uniform and FCE stimuli were measured and analyzed. 

The aggregated data from Experiment 1 and 5 were used for analysis. Figure 13 depicts CFFs for both 

uniform and FCE stimuli. We aggregated and analyzed the CFF data of Experiment 1 and Experiment 

5 together. CFFs for FCE stimuli were significantly higher than CFFs for uniform stimuli at fovea (58 

Hz vs 93 Hz, 𝑡)& = 	6.3428, 𝑝 = 	5.6284𝑒%+$) and periphery (64 Hz vs 71 Hz, 𝑡)& = 	2.4862, 𝑝 =

	.02361). Importantly, the observed eccentricity effect on CFFs aligns with the model's predictions. 

There was a significant interaction between stimulus type and eccentricity (F),)& = 	17.89, η'! =

.513, 𝑝 = .000565), indicating opposite patterns of CFFs for the two stimuli. Additionally, there were 

significant main effects of the type of stimuli ( F),)& = 	80.99, 𝑝 = 7.09𝑒%*, η'! = .729 )  and 

eccentricity (F),)& = 	11.24, 𝑝 = .00377, η'! = .303) individually.  

 Specifically, the uniform stimuli showed significantly higher CFFs in the periphery than in the 

fovea (53 Hz vs 64 Hz, 𝑡)& = 	2.4426, 𝑝 = 	 .0258), while the FCE stimuli showed significantly lower 

CFFs in the periphery (93 Hz vs 71 Hz, 𝑡)& = 	4.0599, 𝑝 = 	 .0008144). The fact that the model can 

account for the opposite patterns of CFFs for the two stimuli provides strong evidence for the 

spatiotemporal integration framework proposed in the study. 
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2.8. Discussion 

 The aim of this study was to explore the relationship between temporal sensitivity of the human 

visual system and eye movements by examining critical fusion frequencies (CFF). Our finding revealed 

that saccadic eye movements had a significant impact on elevating CFFs for flicker containing edge 

(FCE) stimuli, while no such effect was observed for uniform stimuli. Moreover, the extent of eye 

movements positively correlated with CFFs for FCE stimuli, and CFFs decreased as the stimulus 

duration decreased. These observations align with the predictions of the spatiotemporal integration 

model, which posits that eye movements enhance CFFs by accentuating the local retinal responses of 

high-frequency edges during early visual processing. The contrasting effects of eccentricity on CFFs 

for FCE stimuli provide further support for the model’s predictive capability. 

 An alternative account for observed elevation of CFFs for FCE stimuli involves the perception 

of a smeared spatial pattern, known as a phantom array, during eye movements (Figure 14, Hershberger 

& Jordan, 1996; Hershberger & Jordan, 1998). Other relevant studies also conjectured that this 

phenomenon enables individuals to discriminate the flickering target stimulus from a continuous gray 

target (Davis et al., 2015; Roberts & Wilkins, 2013; Wang et al., 2017). The appearance of the phantom 

array may partially account for this finding, as the spatiotemporal representations take time to build up, 

and the spatial distribution of visual stimuli can be altered by eye movements during this period. 

Experiment 2 provided support for this possibility by demonstrating that horizontal saccades selectively 

increased CFFs for vertical FCE stimuli. Furthermore, participants described perceiving a set of Gabor 

blobs instead of a single sharp spatial edge if FCE stimuli were presented. However, it is important to 

note that the model’s success in predicting the detectability of flicker is based on the locally accentuated 

retinal responses resulting from transient eye movements, rather than solely relying on the appearance 

of the pattern. 

 

Figure 14. Illustration of the phantom array. As the eyes execute a saccade from left to right, 

a flashing light at the center of the screen creates the perception of a horizontal array of lights 

in sequence. Within the sequence, each individual light appears to move to the left, known as 

phi motion. Simultaneously, the entire sequence of flashing lights appears to move to the right, 

in the direction of the attended saccade. This phenomenon highlights the interaction between 

saccadic eye movements and the perception of motion. 
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 Our findings advanced our understanding of the role of fixational eye movements in enhancing 

visual sensitivity of the human visual system. We demonstrated that fixational eye movements can 

increase CFFs for FCE stimuli in a manner similar to saccadic eye movements (Roberts & Wilkins, 

2013). Fixational eye movements occur naturally even when we have no intention to move our eyes, 

but rather to maintain gaze. Intuitively, one might assume that these movements would degrade the 

sensitivity of our visual system due to smeared percepts. However, recent studies have reported that 

humans tune their fixational eye movements to perceive the fine details of high-frequency stimuli. It 

has been shown that perfect stabilization of the image, compensating for fixational eye movements and 

retinal images shifts, cannot achieve normal visual acuity (Clark et al., 2022; Intoy & Rucci, 2020). 

Interestingly, our study also showed counterintuitive effects of fixational eye movements’ instability. 

We found that CFFs for FCE stimuli increased significantly as fixation stability decreased or the number 

of microsaccades increased. This indicate that the role of fixational eye movements extends beyond 

simply relocating visual stimuli to fovea, where visual acuity is highest (Steinman & Levinson, 1990), 

highlighting their role in modulating the retinal inputs and enhancing visual sensitivity. 

 The current model in our study simulated retinal responses to visual stimuli based on their 

retinal position and applied the spatiotemporal integration process. However, to gain a better 

understanding of how the flickering stimuli are represented in our visual system, further exploration is 

needed. One important consideration is how to realign the retinal image to its physical position. This 

poses a challenge as it is difficult to compute how the brain encodes the perceived spatial location of 

visual objects during eye movements. It may not be sufficient to shift retinal images in the opposite 

direction of recorded eye movements with the same amplitude, known as forward remapping (Duhamel 

et al., 1992; Marino & Mazer, 2016). Moreover, to accurately reflect the effects of eye movements on 

the visual representation, we need to consider shifts of attention and other dynamic cognitive process 

which may affect the encoding process, as highlighted by previous studies (Golomb, 2019; Golomb & 

Mazer, 2021). Nevertheless, we want to emphasize that our model successfully captures the changes in 

CFFs for FCE stimuli depending on the recorded eye movements. The subsequent process involving 

the later spatial alignment may not alter the prediction power of our model because it relies on maximum 

response across retinal images, which is not affected by realignment in our visual representation. 

 The spatiotemporal integration model employed in our study uses recorded eye movements to 

predict correctness of participants’ responses in reporting the target interval containing the flickering 

stimuli, based on the maximum value of retinal responses. We used the model's predictions to calculate 

the percentage of correct responses and applied a psychometric function to estimate CFFs (Figure 10). 

The estimated CFFs from the model show a strong agreement with the CFFs obtained from the observed 

behavioral data. However, a noticeable discrepancy in the percentage of correct responses between the 

observed data and the model's predictions emerges for refresh rates ranging from 90 to 360 Hz. The 
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modulation induced by eye movements exerts the most significant influence on the detectability of 

flickering stimuli within this range although the CFFs did not change as they were estimated based on 

a 75 % correction rate. Further refinement and elaboration of our model are necessary to effectively 

capture the changes in retinal responses influenced by these executed eye movements. 

 Despite the overall agreement between the model predictions and observed CFFs, it remains 

unclear why there is no significant difference between CFFs for uniform and FCE stimuli with a 

duration of 100 ms. To address this, we conducted an additional experiment to validate our findings and 

confirmed that the statistically significant difference between CFFs for uniform and FCE stimuli did 

not occur at this particular stimulus duration (see Appendix for a detailed explanation). Figure S4 

represents the estimated CFFs for both types of stimuli obtained through maximum likelihood 

estimation of model parameters. While the model seems to capture the general pattern, a closer analysis 

of the filter parameters raises concerns. Specifically, the widths of estimated spatial filters in Figure S4 

are too wide compared to the reported size of retinal receptive fields in previous literature (Freeman & 

Simoncelli, 2011; Winawer & Horiguchi, 2015). This discrepancy suggests the need for further 

elaboration of the spatiotemporal integration model to explain the observed changes in CFFs for FCE 

stimuli as a function of stimulus duration. We conjecture that our visual systems may operate differently 

for short durations, employing a faster temporal filter and wider spatial filter that gradually stabilize 

into a fixed form. When the stimulus duration exceeds a critical value, post-processing mechanisms 

may come into play, leading to the establishment of fixed filter shapes. However, the question of how 

and why this transition occurs still remains open for further investigation. 

 Further studies can investigate the following questions to gain a deeper understanding of the 

spatiotemporal integration of dynamic visual signals in our visual system. Firstly, how does modulating 

the sharpness of the flicker containing edge affect CFFs for FCE stimuli? As the interaction between 

the high frequency edge and the spatial filter played a key role in elevating the retinal responses to the 

flickering stimulus and increased CFFs, we expect that reducing the sharpness of the edge would result 

in the less dramatic decreases in CFFs for FCE stimuli. Secondly, what would be the effect of spatially 

enveloping FCE stimuli to exclude interruptions of surrounding edges lying between the stimuli and 

the background? Although we assumed that the effect of these low-contrast edges was minimal, varying 

the spatial properties of these edges would allow us to eliminate any potential interruption and solely 

focus on the effect of FCE in the middle. Thirdly, how CFFs differ when we could create FCE stimuli 

using the equiluminant red and green patches instead of white and black abutted patches. We can 

entirely prevent the motion system from involving because motion system is known to be color blind. 

Lastly, how does presenting stabilized images help disentangle the effect of eye movements and shifts 

in retinal images on elevated CFFs? A recent study (Li et al., 2016) reported that motion signals 

preparing for saccadic eye movements directly mediated the representation of visual features. It would 
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be worthwhile to test whether the increase in CFFs originated from the activated motion signals that 

govern eye movements or changes in retinal images induced by eye movements. 

 

2.9. Conclusion 

 Our study reveals that eye movements play a crucial role in elevating critical fusion 

frequencies (CFFs) for flicker containing edge (FCE) stimuli. This finding strongly supports the 

spatiotemporal integration model, which elucidates how eye movements enhance local retinal responses 

and improve temporal sensitivity in the visual system. Additionally, we challenge the traditional view 

that fixational eye movements degrade visual sensitivity, as our results demonstrate that they can 

actually enhance CFFs for flickering stimuli. Our study highlights the importance of considering eye 

movements in understanding visual perception, and future research delve deeper into the relationship 

between eye movements and visual processing to expand our knowledge of human vision. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



45 

 

3. Chapter 2. Effects of Speedline on visual persistence and perceived 

quality of motion 

 In the second part of this study, we aimed to investigate the influence of fast object motions, 

comparable to eye movements (~200 degrees per second), on the perception of moving objects. We 

examined two aspects of perceived motion quality through different measurements. The first 

measurement focused on visual persistence, which refers to the ability to detect the presence of a moving 

object even after its visual stimulus has disappeared. Due to the rapid motion of the objects, they 

transitioned to the next location before their visual representation in the previous location disappeared. 

The second measurement assessed the perceived sense of reality of the moving objects in the display 

compared to that of real physical objects in the external world. 

 Specifically, we focused on manipulating a spatial feature known as the Speedline, which 

connects two spatially separate objects. The Speedline has been extensively utilized in the video game 

industry and animated films (Lake et al., 2000; Lasseter, 1987; Masuch, 1999) to enhance the perceived 

quality of object motion in displays. While a previous psychophysical study reported that increasing the 

width of a moving bar reduced observers' sensitivity to discriminate stroboscopic motion from 

continuous motion (Mackin et al., 2017), there has been limited quantification of the tangible effects of 

Speedline on our perception of object motion, and the underlying mechanisms remain unclear. 

 

 

3.1. Introduction 

 When objects are presented through a digital display, their motion is perceived as a series of 

spatially and temporally separated still images, resulting in stroboscopic motion. The fast-moving 

objects used in this experiment aimed to evoke a subjective impression of motion. Visual persistence is 

a prominent phenomenon observed in stroboscopic representations. Briefly presented objects can persist 

in visual perception, even after they have disappeared, and may overlap with the appearance of 

subsequent objects, leading to the perception of multiple objects instead of a single object (Burr, 1980; 

Coltheart, 1980; Sperling, 1976). This persistence of visual perception can have implications for motion 

perception, resulting in smeared and unclear motion. The duration of visual persistence is influenced 

by various factors, including size, luminance, and spatial frequency (Bowling et al., 1979; Di Lollo & 

Woods, 1981; Francis & Grossberg, 1996; Francis, 1999; Kim & Francis, 1998). Importantly, the 

estimated durations of visible persistence increase as the distance between successive stimuli becomes 

larger (Castet et al., 1993; Di Lollo & Hogben, 1985; Farrell, 1984; Ferrell et al., 1990;).  



46 

 

 One possible explanation for this observation is that when the distance between successive 

stimuli is small, the visual system prioritizes temporal fidelity over stimulus sensitivity. This 

prioritization allows for the preservation of temporal stimulus information and helps reduce the blur 

that may be caused by moving objects. However, when the distance between successive stimuli is large, 

the visual system prioritizes stimulus sensitivity over temporal fidelity, similar to the case of briefly 

presented stationary objects. This allows more time for extracting the necessary spatial information for 

object identification (Bowling et al., 1979; Castet, 1994). 

 Another possible explanation is an inhibition-based account. According to this account, when 

two brief stimuli are successively presented in adjacent locations, the activity elicited by the second 

stimulus inhibits the persisting activity elicited by the first stimulus. To explain the suppression of visual 

persistence with adjacent stimuli, this model posits the existence of two channels: the transient channel 

and the sustained channel. The transient channel exhibits a short latency and brief activation, while the 

sustained channel has a longer latency and longer activation. The sustained channel's activation, which 

lasts longer, contributes to visual persistence. In the case of objects in stroboscopic motion, the transient 

activity induced by the adjacent trailing stimulus overlaps and inhibits the sustained activity of the 

leading stimulus. The extent of suppression depends on the spatiotemporal integration profile of the two 

channels. This is plausible because the efficiency of persistence suppression varies based on two known 

principles governing the strength of inhibition: the development of inhibitory interactions takes some 

time, and inhibitory strength increases with proximity. Building upon previous research, we 

hypothesized that the addition of Speedline would further suppress the perception of visual persistence 

in the successive presentation of moving objects.  

 Regarding the sense of reality for moving objects in display environments, previous research 

has demonstrated that the perceived quality of the display increases with higher refresh rates (Burt & 

Sperling, 1981; Kuroki et al., 2007; Sperling, 1976; Wilcox et al., 2015) or decreased duty frame (Denes 

et al., 2020; Hoffman et al., 2011; Hoffman et al., 2014), which refers to the proportion of time a 

stimulus is presented within a single frame. While most studies have focused on the temporal properties 

of the screen and their impact on the perceived quality of motion, there has been limited investigation 

into how the spatial features of moving objects influence the perceived quality of motion. Furthermore, 

many studies have relied heavily on subjective ratings, which are susceptible to biases such as 

experimenter expectations, contextual cues, and individual predispositions to rate certain conditions 

more favorably. In order to address these issues, we conducted experiments to examine the effect of 

Speedline on the perceived quality of moving objects, while also psychophysically estimating the 

objective quantity of perceived motion quality. 

 In our study, we designed a series of experiments to measure the visual persistence of dot 

stimuli that moved rapidly along a horizontal axis, both with and without Speedline. The Speedline was 
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created by connecting the spatial separation between two consecutive frames, resembling a comet tail. 

We hypothesized that the Speedline would decrease visual persistence since there is no spatial 

separation between the two stimuli. Our results revealed that the presence of the Speedline decreased 

the range of concurrently perceived persisting images. Importantly, this reduction in persistence was 

not attributable to the size or light intensity of the Speedline, but rather to the absence of spatial 

separation between the two stimuli. Control experiments further confirmed the crucial role of 

connectivity in maintaining persistence. Additionally, we manipulated the number of moving objects 

and measured their perceived length, finding that the Speedline decreased the perceived length of 

moving objects. Finally, through our perceptual quality assessment, we demonstrated that object motion 

accompanied by the Speedline evoked a stronger sense of reality compared to object motion without 

the Speedline, likely due to the shortened persistence of moving objects. 
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3.2. Experiment 1: Effect of Speedline on the range of persisting images 

 We aimed to test the effect of Speedline on the visual perception of the fast-moving stimulus 

which moves as fast as our eyes. We used a line stimulus created by connecting two consecutively 

displayed dots. Psychophysical measurements were conducted to assess and compare the range of visual 

persistence between a single dot and a line stimulus. These stimuli were presented at refresh rates. 

3.2.1. Participants 

 Nine individuals without any history of eye-related diseases within the past six months were 

recruited to participate in this study (26.4 ± 2.7 years; 7 men; 2 women). All participants reported having 

normal or corrected-to-normal visual acuity and provided informed consent prior to the start of the 

experiments. They were blinded to the study’s objectives. No participant was excluded. The study was 

approved by the Ulsan National Institute of Science and Technology Institutional Review Board. All 

participants signed a written consent form before the experiment. 

3.2.2. Apparatus 

 All visual stimuli used in this study were created in MATLAB and the Psychophysics Toolbox 

(Brainard, 1997; Pelli, 1997), and were presented by a digital light processing projector (PROPixx; 

1920 × 1080; 1440 Hz, linear gamma) against a black background (0.16 cd/m2). Trackpad was used to 

collect participants’ responses to visual stimuli. In all experiments, participants sat in a comfortable 

position in a dark room, with their chin on a chin rest, looking at the screen with binocular vision. The 

viewing distance was 150 cm.  

3.2.3. Stimuli 

 Two types of visual stimuli were used in Experiment 1, as shown in Figure 15. The first type 

consisted of dots without Speedline, with a radius of 0.1° and luminance of 189.59cd/m2. The second 

type consisted of lines with Speedline, with a width of 0.2° and varying length ranging from 0.2° to 4°, 

and same luminance as the dots. These stimuli moved horizontally at constant speeds of 60, 90, and 

120°/s, covering a visual angle of 40 degrees. The line stimulus was designed to mimic a camera analogy, 

where the motion is recorded at a specific refresh rate by connecting the preceding and subsequent dots 

from consecutive frames. The motion pathway was positioned at an orthogonal distance of 8° from the 

fixation point, considering the longer duration of the visual persistence in the periphery than the fovea 

(Di Lollo & Hogben, 1985). The stimuli were presented at varied refresh rate, including 24, 48, 60, 90, 

120, 240, 360, and 1440 Hz. The length of line stimuli was determined by connecting the positions of 

two consecutively presented dots. At a refresh rate of 1440 Hz, the length of the line stimulus was 

matched to the diameter of the dot stimulus. 
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Figure 15. Illustration of the two stimuli used in Experiment 1 in the time (x-axis) and 

space (y-axis) domains. On the left side, there is a dot stimulus, while on the right side, there 

is a line stimulus. Both stimuli exhibit rightward translation along the horizontal pathways at 

the same speed. The line stimulus is constructed by filling the spatial separation between the 

positions of the two consecutively presented dot stimuli. This illustration highlights the 

difference between the dot and line stimuli and their temporal and spatial characteristics. 

 

3.2.4. Procedure 

 Throughout the experiments, participants were asked to maintain their fixations on a white 

fixation cross (width: 0.1 °, length: 0.25 °, luminance: 189.59 cd/m2) positioned 4 degrees below the 

center of the screen. A trial began contingent on 1 s of participants’ fixation (Figure 16). The stimulus, 

either a dot or line stimulus, was presented and moved horizontally, extending 8 degrees beyond the 

center of the screen. The duration of the stimulus varied depending on the speed, with durations of 0.4, 

0.5, or 0.67 seconds. This fast-moving stimulus resulted in a stroboscopic representation. Immediately 

after the stimulus ended, two white bars appeared at the location of the fixation cross. Participants were 

asked to adjust the spatial interval between the bars to match the perceived range of persisting images 

using a trackpad and then press a button. Each trial was followed by a 1-second intertrial interval. 

Participants completed three blocks, with each block consisting of 160 trials (2 stimulus types x 8 

refresh rates x 10 repetitions) in randomized order, and the blocks were designed to have different 

speeds. The order of the blocks was counterbalanced among participants. The entire experimental 

session lasted a maximum of 50 minutes. 
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Figure 16. A schematic illustration of the experimental task in Experiment 1. Initially, a 

fixation cross is displayed for 500 ms and then disappears. Following this, a dot stimulus (upper) 

or a line stimulus (bottom) horizontally moves across a 40° visual angle. Immediately after the 

stimulus offset, the fixation cross transforms into a pair of bars. Participants are asked to adjust 

the spatial interval between the bars and report the range of concurrently persisting images they 

perceive.  

 

3.2.5. Data Analysis 

 A repeated-measures ANOVA was performed on the participants’ responses with participants 

as a random factor. As we intentionally set the size of dot and line stimuli as the same at 1440 Hz to test 

the reliability of participants’ responses, data collected at 1440 Hz were excluded after we examined 

that there is no significant difference between the two stimulus types at 1440 Hz (𝐹),* = 0.83, 𝑝 =

0.389, 𝜂'! = 0.010). The means of persistence range were calculated separately for each participant, 

stimulus type, and speed and submitted to repeated measures ANOVA. Fixed factors were a stimulus 

type (dot and line), speed (60, 80, and 100 °/s), and refresh rate (24, 48, 60, 90, 120, 240, 360, and 1440 

Hz). 

3.2.6. Speedline reduces the range of concurrently perceived persisting images. 

 Participants were asked to report the range of persisting images after being exposed to 

stroboscopic representations of moving objects with and without Speedline (line and dot stimuli). 

Consistent with previous research (reference), our analysis revealed that the range of persisting images 

increases with higher refresh rates (𝐹(,$* = 20.26, 𝑝 = 1.21𝑒%)), 𝜂'! = 0.810) or faster speeds (𝐹!,)( =

16.11, 𝑝 = 1.47𝑒%$, 𝜂'! = 0.799). Notably, the persistence range of the line stimuli was found to be 

shorter compared to that of the dot stimuli (Fig 17, Green: dot stimulus; Red: line stimulus; 𝐹),* =

20.80, 𝑝 = 0.00185, 𝜂'! = 0.763). The shaded gray area represents the refresh rate at which the two 
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stimuli exhibited a significantly different persistence range. Particularly, for the highest speed and 

lowest refresh rate condition, a significant difference was observed, with the persisting dot stimuli 

having approximately twice the range compared to the persisting line stimuli (120 °/s, 24 Hz, mean 

response: 13.9 vs. 7.4 °). The difference in the persistence range of the two stimuli increases as refresh 

rate decreases or speed increases, evidenced by a significant interaction of the stimulus type with refresh 

rate (𝐹(,$* = 11.30, 𝑝 = 7.8𝑒%*, 𝜂'! = 0.579) and speed (𝐹!,)( = 9.568, 𝑝 = 0.00185, 𝜂'! = 0.524). 

In summary, our findings indicate that the addition of Speedline parallel to the axis of motion resulted 

in a perceptual reduction in the range of persisting images. 

 

 

Figure 17. The range of concurrently perceived persisting images for a moving dot (green) 

and line (red). Each panel corresponds to different speed conditions. The dashed lines indicate 

the actual length of the two stimuli, while the error bars represent the average value of the 

persistence range along with the standard error of the means. The gray shaded area indicates 

conditions where there was a significant difference between line and dot stimuli (p < 0.05).  

 

 

 

 

 

 



52 

 

3.3. Experiment 2: Testing effects of the stimulus size on the range of visual 

persistence 

 Results of Experiment 1 showed that Speedline added behind a moving dot significantly 

reduced the range of the visual persistence compared to dot stimuli. As the previous study reported 

(Francis & Grossberg, 1996; Francis, 1999; Kim & Francis, 1998), one may concern that the difference 

in the persistence range of the two stimuli may be attributable to the different size of the two stimuli. In 

order to address concerns about the size difference between the dot and line stimuli, we conducted an 

additional experiment. We included a vertical line stimulus that was the same length as the horizontal 

line stimulus but oriented orthogonally. This allowed us to examine whether the reduction in persistence 

range observed with Speedline was specific to the parallel orientation of the line. The experimental 

procedure was similar to Experiment 1, and we measured and compared the persistence ranges of all 

three stimuli (dot, horizontal line, vertical line) under various conditions. 

3.3.1. Participants 

 Twelve individuals without any history of eye-related diseases within the past six months were 

recruited to participate in this study (26.5 ± 2.6 years; 10 men; 2 women). 

3.3.2. Stimuli 

 On top of the two stimuli used in Experiment 1, we added vertical line stimuli which are 

equivalently long as the horizontal line stimulus (0.2 ° to 4 °). Stimuli were presented at six refresh rates 

(24, 48, 60, 90, 120, 1440 Hz). We set the speed of visual stimuli as 120 ° because the difference between 

the horizontal line stimuli and dot stimuli was most prominent in the condition with the fasted speed. 

3.3.3. Procedure 

 The experimental procedure was identical to that of Experiment 1. Participants completed one 

block (180 trials, 3 stimulus types x 6 refresh rate x 10 repetitions), which lasted at most 15 min. 

3.3.4. Data Analysis 

 Data collected at 1440 Hz were excluded after we examined that there is no significant 

difference between the three stimulus types at 1440 Hz (𝐹!,!! = 0.70, 𝜂'! = 0.006, 𝑝 = 0.509). The 

means of persistence range were calculated separately for each participant, stimulus type, and speed 

and submitted to repeated measures ANOVA. A stimulus type (dot, horizontal line, and vertical line) 

and refresh rate (24, 48, 60, 90, 120, 240, 360, and 1440 Hz) were treated as a fixed factors whereas 

participant was treated as a random factor. If factors including more than three levels showed a 

significant main effect, we run Tukey’s HSD to figure out which specific groups’ means are different. 
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3.3.5. The persistence range is modulated by Speedline, not the stimulus size. 

 The results of the additional experiment provide evidence that the reduction in persistence 

range observed with Speedline is not solely due to the size difference between the stimuli. The 

persistence ranges of the vertical and horizontal line stimuli were expected to be the same, based on the 

properties of visual persistence depending on the stimulus size. A repeated-measures ANOVA shows 

that there is a significant effect of the three types of stimuli (𝐹!,!! = 9.51, 𝑝 = 0.00106, 𝜂'! = 0.46). 

As depicted in Figure 18, we replicated the observation of Experiment 1 in that the horizontal line 

stimuli had a significantly shorter persistence range than the dot stimuli (Tukey’s test: 𝑝 = 0.001). 

However, the vertical line stimuli did not differ significantly from the dot stimuli in terms of persistence 

range (𝑝 = 0.545), but they did differ significantly from the horizontal line stimuli (𝑝 = 0.010). These 

findings suggest that the presence of Speedline modulates the persistence range independently of the 

stimulus size. We also found a significant main effect of refresh rate ( 𝐹(,(( = 4.653, 𝑝 =

0.000531, 𝜂'! = 0.30 ) such that the persistence range decreases as refresh rate increases, and a 

significant interaction effect between the stimulus type and refresh rate ( 𝐹)!,)#! = 2.28, 𝑝 =

0.0117, 𝜂'! = 0.17). The result of this experiment suggests that the size of the visual stimuli did not 

mediate the visual persistence. 

 

Figure 18. The range of concurrently perceived persisting images for different stimulus 

types. Three different stimulus types are represented by different colors: navy for vertical line, 

red for horizontal line, and green for dot. The x-axis corresponds to the refresh rate, while the 

y-axis represents the persistence range. Error bars are included to indicate the standard error of 

the means. 
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3.4. Experiment 3: Manipulating connectivity of line stimuli 

 Through the two previous experiments, we showed that the line stimuli with Speedline have a 

shorter persistence range and ruled out the possible effect of the stimulus size. We now consider the 

potential influence of the connectivity between the two stimuli on the persistence range. To investigate 

the role of connectivity between stimuli on persistence range, we conducted Experiment 3. We focused 

on line stimuli with Speedline and varied the length of the line segment. The stimulus speed was fixed 

at 120 °/s to maximize the impact of Speedline. We hypothesized that the extent of connectivity between 

the line segments would influence the persistence range. 

 

3.4.1. Participants 

Ten individuals without any history of eye-related diseases within the past six months were recruited to 

participate in this study (27.2 ± 2.8 years; 6 men; 4 women). 

3.4.2. Stimuli 

 The white lines (luminance: 189.59 cd/m2) moved horizontally at a constant speed of 120 °/s 

and were presented at refresh rates of 60 Hz and 240 Hz. The line stimuli were created by connecting 

two consecutively presented dots, and the length of the line segment was manipulated in 8 steps relative 

to the distance between the dots (length ratios: 0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4). The shortest condition 

(zero-ratio) had a line length equal to the dot diameter, while the ratio of one corresponded to the line 

length being equal to the dot distance. Ratios greater than one indicated that the line length exceeded 

the dot distance, resulting in partial overlap between consecutive lines. The length of the line stimulus 

varied depending on the refresh rates (60 Hz: 0.2 ° to 2.8 °, 240 Hz: 0.2 ° to 0.7 °). Additionally, we 

included a control condition where line stimuli were presented at 1440 Hz and varied in length as follow: 

0.1 ° (dot diameter) ,0.4 ° (minimum length at 60 Hz), 2.8 ° (maximum length at 60 Hz), 0.2 ° (minimum 

length at 240 Hz), and 0.7 ° (maximum length at 240 Hz). 

3.4.3. Procedure 

 The experimental procedure is as same as that of Experiment 1. We measured the persistence 

range separately for each stimulus type by employing a randomized block design. Within a day, 

participants completed three blocks of which each lasted at most 15 min (See Figure S9 in Appendix 

for results when all trials were intermixed). 

3.4.4. Data Analysis 

 The means of persistence range were calculated separately for each participant, stimulus type, 
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and speed and submitted to repeated measures ANOVA. The length ratio of the line stimulus (0, 0.2, 

0.4, 0.6, 0.8, 1.0, 1.2, and 1.4) and refresh rate (60 and 240 Hz) were treated as a fixed factor, while 

participant was treated as a random factor. If factors including more than three levels, in this case the 

length ratio of the line stimulus, showed a significant main effect, we run Tukey’s HSD to figure out 

which specific groups’ means are different. For responses to 1440 Hz condition, we applied ANOVA 

considering the length ratio as a fixed factor and participant as a random factor. 

 

3.4.5. The connectivity between stimulus locations suppresses visual persistence 

 We examined how the range of persisting images varied with the length of the line segment at 

60 Hz and 240 Hz (Figure 19, left). A repeated-measures ANOVA on the combined data revealed a 

significant main effect of line length (𝐹&,*$ = 17.04, 𝑝 = 7.99𝑒%)$, 𝜂'! = 0.591 ) and refresh rate 

(𝐹),)! = 5.831, 𝑝 = 0.0326, 𝜂'! = 0.330 ). Furthermore, there was a significant interaction effect 

between the line length and refresh rate (𝐹&,*$ = 2.999, 𝑝 = 0.00735, 𝜂'! = 0.200). Post-hoc analysis 

demonstrated a gradual decline in the persistence range as the line length increased (Table S18, Table 

S19). The decline reached an asymptote for longer line lengths. Importantly, the zero-ratio stimuli, 

which matched the dot stimuli from Experiment 1, showed similar persistence ranges (60 Hz: 11.1° vs 

13.2°, 𝑡!+ = 0.604, 𝑝 = 0.552, 𝑐𝑜ℎ𝑒𝑛=𝑑 = 0.262 ; 240 Hz: 7.4° vs 8.7°, 𝑡!+ = 0.551, 𝑝 =

0.588, 𝑐𝑜ℎ𝑒𝑛=𝑑 = 0.239 ). Similarly, the ratio-one stimuli, which matched the line stimuli from 

Experiment 1, displayed comparable responses (60 Hz: 5.9° vs 7.2°, 𝑡!+ = 0.632, 𝑝 =

0.535, 𝑐𝑜ℎ𝑒𝑛=𝑑 = 0.274 ; 240 Hz: 5.7° vs 6.6°, 𝑡!+ = 0.447, 𝑝 = 0.659, 𝑐𝑜ℎ𝑒𝑛=𝑑 = 0.194 ). 

Additionally, in a control condition with line stimuli presented at 1440 Hz, where the line length was 

always same as or exceeded the spatial separation between stimuli, there was no significant effect of 

line length on persistence range (Figure 19, Table S20; 𝐹$,!+ = 0.17, 𝑝 = 0.951, 𝜂'! = 0.03). This 

suggests that elongation beyond the spatial separation does not impact the range of visual persistence. 
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Figure 19. The range of concurrently perceived persisting images for the different length 

of line. The length ratio indicates the length of the line stimuli relative to the distance between 

two consecutively presented dots in two refresh rate conditions. X-axis indicates the length 

ratio, while y-axis represent the persistence range. Dashed lines are included to indicate the 

physical lengths of the moving lines. The fixed speed of the stimuli causes the actual length of 

the line stimuli to differ based on the refresh rate (refer to the Methods section for details). A 

ratio of zero corresponds to the dot diameter, while ratios greater than one indicate that the 

preceding and subsequent lines are connected. The observations at 60 Hz and 240 Hz are 

displayed on the left panel, and those at 1440 Hz are displayed on the right.  
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3.5. Experiment 4: Effects of Speedline on the perceived length of moving 

stimuli 

 In the previous three experiments, we asked participants to report the range of the concurrently 

perceived images, which is vulnerable to individual’s bias. For instance, some participants may have 

always reported the longer range for line stimuli over dot stimuli. In Experiment 4, we aimed to directly 

measure the perceived length of moving stimuli by manipulating the actual number of elements 

comprising dot and line stimuli. We varied the number of elements from 1 to 4 for both dot and line 

stimuli. Importantly, when the number of elements was equal for both stimuli, the overall length from 

the start point to the end point of the stimulus remained constant. By assessing the perceived length of 

the stimuli, we aimed to minimize individual biases that may have influenced the range reports in the 

previous experiments. 

  

3.5.1. Participants 

 Six individuals without any history of eye-related diseases within the past six months were 

recruited to participate in this study (23.7 ± 2.7 years; 5 men; 1 woman). 

3.5.2. Stimuli 

 The two types of visual stimuli, dots (without the artificial streak, radius: 0.1 °, luminance: 

189.59 cd/m2) and lines (with the artificial streak, width: 0.2 °, luminance: 189.59 cd/m2), rotated along 

a circular trajectory (radius: 4 °). We adjusted the number of elements constituting the to-be-presented 

visual stimulus from one to four (Figure 20). When the number of elements was one, the line stimulus 

was identical to the dot stimulus. We increased the number of elements by adding a dot separated by 

14.4 ° or extending the arc along the circular pathway by 14.4 °. Since we fixed the angular difference 

between two adjacent elements as 14.4°, four different refresh rates (72, 80, 120, 160 Hz) have the 

corresponding four tangential speeds (18, 20, 30, 40 °/s, respectively). The stimulus duration was 1 

second across all conditions. 
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Figure 20. The dot (upper row) and line (bottom row) stimulus with varied number of 

elements. Each element was displaced by 14.4° from each other. A dashed line represents an 

invisible circular trajectory with a radius of 4 °, along which the entire set of the visual stimuli 

rotates together.  

3.5.3. Procedure 

 Throughout the experiments, participants were asked to fixate their eyes on a white fixation 

cross (width: 0.1 °, length: 0.25 °, luminance: 189.59 cd/m2) located at the center of the screen. Instead 

of using horizontal motion as in previous experiments, we employed rotating motion to eliminate the 

potential influence of eccentricity. Eye movements were not recorded during the experiment. Each trial 

began with a 1-second fixation period, followed by the appearance of the stimulus (either a set of dot 

or line stimuli) rotating for 1 second. The fixation point and visual stimuli disappeared simultaneously. 

A white marker was then presented at a random position along the circular trajectory. Participants were 

asked to use the trackpad to draw an arc starting from the white marker and continue until they believed 

the arc length matched the perceived length of the previously presented stimuli. They clicked a button 

to indicate their response.  

 Participants completed four blocks of trials in a single day, with each block consisting of 100 

trials. The trials included different combinations of stimulus types (dot or line), number of elements 

(ranging from 1 to 4), and repetitions (10 repetitions per condition). Additionally, 20 catch trials were 

included where both dot and line stimuli were presented at a slow speed of 3°/s and 12 Hz. The purpose 

of the catch trials was to ensure participants set consistent criteria for the perceived length of stimuli 

across different speed conditions. The order of blocks was counterbalanced across participants. The 

entire experimental session lasted a maximum of 45 minutes. 
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3.5.4. Data Analysis 

 Because the two stimuli were identical when the number of moving stimuli was 1, we found 

no main effect of the stimulus type in this condition (𝐹),2 = 0.065, 𝑝 = .809, 	𝜂'! = .006) and excluded 

corresponding data in the following analysis. The means of perceived length in arc were calculated 

separately for each participant, stimulus type, and speed and submitted to repeated measures ANOVA 

(fixed factor: stimulus type (dot, line), the number of elements (1, 2, 3, 4), refresh rate (72, 80, 120, 160 

Hz); random factor: participant). If factors including more than three levels showed a significant main 

effect, we run Tukey’s HSD to figure out which specific groups’ means are different. 

3.5.5. Speedline reduces the perceived length of moving stimuli. 

 Participants were aware that the number of elements varied and asked to report the perceived 

length by answering the angle subtended by an arc of moving stimuli. The results of Experiment 4 in 

Figure 21 demonstrate that the perceived length of moving lines is significantly shorter than that of 

moving dots. A repeated measures ANOVA showed a significant main effect of stimulus type (𝐹),2 =

7.676, 𝑝 = .0393, 	𝜂'! = .734), indicating that the perceived length of lines is consistently shorter than 

dots. Additionally, there was a significant interaction effect between the number of elements and 

stimulus type (𝐹!,)+ = 4.345, 𝑝 = .0438, 	𝜂'! = .734 ), suggesting that the difference in perceived 

length between lines and dots increases as the number of elements increases. The gray shaded area in 

Figure 21 indicates the conditions where the perceived lengths of the two stimuli are significantly 

different. It is no surprise that there is a significant effect of the number of elements (𝐹!,)+ = 77.32, 𝑝 =

8.27𝑒%+&, 	𝜂'! = .954). This finding is consistent with the results obtained when participants were asked 

to report the number of elements instead of the perceived length of moving stimuli (Fig S8, 𝐹),2 =

6.811, 𝑝 = .0477, 	𝜂'! = .412 ). In summary, the presence of Speedline significantly reduces the 

perceived length of moving stimuli, and this effect is influenced by both the stimulus type (line vs. dot) 

and the number of elements. 
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Figure 21. The perceived length of moving dot stimuli in green and line stimuli in red as 

a function of the number of elements. Each panel corresponds to different refresh rate 

conditions. The grey unity line indicates the actual length of the stimuli. It is worth noting that 

the physical length of line stimuli and dot stimuli with the same number of elements was set to 

be identical. The shaded area in gray represents the refresh rate condition where the perceived 

length of line stimuli was shorter than that of dot stimuli. 
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3.6. Experiment 5: A sense of reality with the presence or absence of Speedline 

 Our results encompassed within an argument that Speedline reduced suppressed the visual 

persistence in a way that both the range of perceived concurrently persisting images and the perceived 

length of moving objects decreases. In Experiment 5, the focus shifted to the perceived quality of motion 

and specifically the similarity with real motion in the world. To assess this, we employed a Thurstonian 

modeling approach, which involves pairwise comparison responses to assign numeric values to the 

perceived sense of reality. By using this approach, we aimed to compare the perceived sense of reality 

of moving objects with and without Speedline and investigate how the presence or absence of Speedline 

influences the perception of motion and its resemblance to real-world motion. 

 

3.6.1. Participants 

 Eight individuals without any history of eye-related diseases within the past six months were 

recruited to participate in this study (24.0 ± 2.7 years; 5 men; 3 women). 

3.6.2. Apparatus and Stimuli 

 A single dot (without Speedline, radius: 0.1 °, luminance: 189.59 cd/m2) or a single line (with 

Speedline, width: 0.2 °, luminance: 189.59 cd/m2) rotated along an imaginary circular trajectory (radius: 

4 °). The combination of 4 tangential speeds (3, 6, 12, and 24 °/s) and 13 refresh rates (24, 48, 60, 96, 

120, 144, 180, 240, 288, 360, 480, 720, and 1440 Hz) made 48 conditions. The initial locations of the 

dot and line stimuli were randomly sampled from the uniform distribution. Note that if the refresh rate 

is 1440 Hz, the dot and line stimuli were exactly the same stimuli. 

3.6.3. Procedure 

 We used 2-interval forced choice (2IFC) tasks to measure individual’s preference for one 

refresh rate over the others. Throughout the experiments, participants were asked to fixate their eyes on 

a centrally located white fixation cross (width: 0.1 °, length: 0.25 °, luminance: 189.59 cd/m2). After a 

white fixation cross was presented for 1 s, the first stimulus interval was presented for 1 s followed by 

a 1-s interstimulus interval with the central fixation before the second stimulus was presented. 

Following the offset of the second stimulus, a beep sound was given to signal the end of the stimulus 

presentation. Participants were asked to report which of the two intervals included more realistic motion. 

As an example of real motion, we suggested Jwibulnori (Figure S12), a Korean game in which 

participants create streaks of light by swinging cans filled with burning items. According to the previous 

finding (Sperling et al., 1985; Watson et al., 1986), if refresh rates of two intervals were largely different, 

participants mostly preferred and selected the higher refresh rate. The 2IFC task for each refresh rate 
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was completed in pairs within three levels. For instance, 96 Hz was compared only with 24 (-3 levels), 

48 (-2 levels), 60 (-1 level), 120 (+1 level), 144 (+2 levels), 180 (+3 levels) Hz. A combination of each 

speed and each stimulus type was conducted in separate blocks, 8 blocks in total (330 trials each, ~30 

min). The order of blocks was counterbalanced across participants. 

 

 

Figure 22. The internal representation for moving objects presented at each refresh rates. 

The x-axis represents the refresh rate, while the y-axis represents the estimated internal 

representation based on responses collected from a psychophysical experiment. As the refresh 

rate increases, the internal representation of the sense of reality also increases, indicating a 

higher quality of perceived motion. If the distributions of internal representation are 

significantly different, there is a noticeable difference in the perceived sense of reality for 

moving objects. The distance between their distributions indicates the extent of difference in 

the perceived sense of reality. For instance, between the refresh rates of 48 Hz and 60 Hz, the 

distance is distant enough such that there is a significant difference in the perceived sense of 

reality between 48 Hz and 60 Hz. 

 

3.6.4. Analysis of the distances between the internal representations from the 2IFC task.  

 We used the participants' responses collected during the 2IFC task and computed the 

probability of preference compared to three adjacent refresh rates. Thurstonian modeling was used to 

analyze these pairwise comparison responses and obtain a quantitative measure of the perceived sense 

of reality. It was assumed that participants had preferences for the stimuli being compared, with a 
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preference for the stimulus that was perceived to have a higher sense of reality. Two assumptions were 

made in the analysis of the internal representation of the sense of reality. First, it was assumed that each 

refresh rate used in the experiment has its own internal representation, represented by a numeric number. 

These internal representations were assumed to follow a standard normal distribution with a mean of 0 

and a fixed variance of 1 across all refresh rates. Second, it was assumed that the mean of the normal 

distribution representing the internal representation may or may not differ depending on the refresh rate, 

but the variance remains constant at 1 across all refresh rates. For the comparison between two refresh 

rate conditions, a probability of 0.5 indicated that the internal representations of the two conditions were 

not distinguishable. On the other hand, a probability of 1 indicated that the internal representations of 

the two conditions were widely different. We used this probability to examine the internal representation 

for the sense of reality across different refresh rate conditions. Figure 22 shows the results of this 

analysis, depicting the distinguishability of the internal representations.  

 To estimate the internal representations, we set the internal representation of the lowest refresh 

rate as 0. Then, they estimated 12 psychological distance values in terms of the internal representation, 

representing the differences between adjacent refresh rates. As the standard deviation of the difference 

between two normal distributions is √2, each distance follows a normal distribution with a mean of 0 

and a fixed variance of √2. The likelihood of the distance between two adjacent refresh rates was 

calculated using the responses to the pairwise comparisons. This calculation was similar to the 

maximum likelihood estimation used in the spatiotemporal integration model in the earlier part of the 

study. The probability of choosing the higher refresh rate for each refresh rate 𝑝. was computed based 

on these likelihood calculations.	

𝑝.(𝐷. , √2) = 	
1
2√𝜋

a expd−
𝐷!

4
e𝑑𝐷

D+

%A
 

 𝐷. indicates the distance parameter from the estimated sense of reality in 𝑖th refresh rate to 

that of 𝑖 + 1th refresh rate. The likelihood function over 𝑁? levels of refresh rate is proportional to  

𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 = 	g[𝑝i𝐷. , √2j]7+ ∗ [1 − 𝑝i𝐷. , √2j])%7+
B,
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 where 𝑟.=1 when a participant reports that the objects presented at the higher refresh rate 

appears more realistic than those presented at 𝑖th refresh rate, and 𝑟. = 0 when the participant reports 

that the objects presented at 𝑖th refresh rate appears more realistic than those presented at the higher 

refresh rate. We then took the logarithm of the equation above and compute the log likelihood.	

𝑙𝑜𝑔	𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 = 	J𝑟. ∗ log	(𝑝i𝐷. , √2j) + (1 − 𝑟.) ∗ log	(1 − 𝑝i𝐷. , √2j)

B,

.C)
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 MCMC sampling was used to estimate the parameters that maximize the likelihood estimation 

on the posterior probability distribution of the 12 distance values. This approach accounted for 

individual variability and provided a robust estimation of the parameters by considering the uncertainty 

in the data. The posterior distribution obtained from the MCMC sampling allowed for inferences about 

the internal representations of the sense of reality for stimuli with and without Speedline. By considering 

the relative judgments made by participants in pairwise comparisons, this modeling approach provides 

a numerical representation of the perceived quality of motion, offering a more objective measure. 

 

3.6.5. Speedline enhances the sense of reality of moving stimuli.  

 The other aspect characterizing the effect of the Speedline on the perceived motion is a sense 

of reality. It is worthwhile to examine whether the line stimuli elicit a higher sense of reality than the 

dot stimuli. In terms of the internal representation, psychological distance between two levels was 

computed based on pairwise comparison data (see Methods). Assuming that the lowest refresh rate has 

0 value, we accumulated the estimated distances separately depending on the stimulus type (dot vs., 

line) and speed (Figure 23; left panel: dot stimuli; right panel: line stimuli). It seems obvious that the 

higher refresh rates result in more realistic motion for both dot and line stimuli. Since our main interest 

lies in comparison between dot and line stimuli, we intentionally presented the identical stimuli at the 

1440 Hz condition. The internal representation for both stimuli must be the same at 1440 Hz because 

they are identical stimuli. The apparent differences in two panels arise from the assumption that the 

lowest refresh rate has zero value and the distance between adjacent refresh rate was estimated 

separately. By tracing back from the 1440 Hz condition, we can compare the relative internal 

representation. The internal representation of the dot stimuli estimated at 240 Hz was significantly 

different from that estimated at 1440 Hz, indicating that dot stimuli need to be presented at a higher 

refresh rate to achieve a sense of reality comparable to stimuli presented at 1440 Hz. In contrast, the 

internal representation of the line stimuli estimated at 120 Hz was not significantly different from that 

estimated at 1440 Hz, suggesting that line stimuli presented at 120 Hz were perceived as real as dots 

presented at 1440 Hz. These findings support the conclusion that moving lines have a higher sense of 

reality compared to dots. 
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Figure 23. The accumulated internal distance between refresh rates for dot (left) and line 

(right) stimuli. The x-axis represents the refresh rate, while the y-axis represents the 

accumulated distance between the internal representations for the sense of reality. Each color 

corresponds to a different speed condition. The error bars in the figure represent the credible 

interval, indicating the level of uncertainty associated with the estimated distances.  
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3.7. Discussion 

 We observed that the presence of Speedline, characterized by line stimuli created through the 

connection of consecutive positions, had a significant impact on visual persistence. Specifically, the 

line stimuli exhibited a shorter persistence range compared to dot stimuli. This suggests that Speedline 

influences the spatiotemporal integration of visual information and reduces the ranges over which 

images persist in the visual system. Control experiments ruled out the possibility that the observed 

effects were solely due to differences in stimulus size. Instead, the connectivity between the two 

consecutively presented stimuli played a crucial role in modulating visual persistence. Furthermore, our 

study examined the perceived sense of reality in the motion of dot and line stimuli. The results 

demonstrated that line stimuli elicited a higher sense of reality compared to dot stimuli in a way that 

the motion of lines appeared as realistic as the motion of dots presented at a much higher refresh rate. 

In Experiment 2, we observed that line stimuli of equal length exhibited different persistence 

ranges depending on whether they were aligned parallel to the motion axis. This finding is consistent 

with previous research indicating that the motion system processes oriented signals to code the direction 

of motion. Studies using Glass patterns (Krekelberg et al, 2003), RDK stimuli (Bae & Luck, 2022; 

Kwak & Curtis, 2022; Tang et al., 2015), and streak-free motion cloud stimuli (Moon et al., 2022) have 

reported the involvement of oriented signals in motion perception. We speculated that the horizontal 

line along the motion axis in our study provided an oriented signal that facilitated motion processing. 

An additional experiment comparing the persistence range of dot stimuli, horizontal line stimuli, and 

square stimuli supported this conjecture. The results showed no significant difference in persistence 

range between line stimuli and square stimuli (Figure S10, Tukey’s test: 𝑝	 = 	0.931), suggesting that 

orientation information plays a role in motion processing, particularly along the axis parallel to the 

motion trajectory, rather than the expansion of stimulus size along the axis perpendicular to the motion 

trajectory. However, the exact mechanism by which the motion signal facilitated by oriented signals 

along the motion axis leads to the shortening of the persisting image remains elusive and requires further 

investigation. We also found that the persistence suppression induced by Speedline did not vary 

depending on stimulus duration (Figure S11), which contrasts with previous findings on motion smear, 

where the motion system deblurred the motion smear after a certain duration.  

Moreover, compared to the dot stimulus, the line stimulus with Speedline had a relatively lower 

spatial frequency. Previous studies have shown that spatial frequency is another important factor that 

affects visual persistence. Higher spatial frequencies tend to increase visual persistence. This effect can 

be explained within the framework of inhibition-based accounts and the involvement of transient and 

sustained channels. The transient channel, being less sensitive to high-frequency components, is 

expected to elicit less inhibition, resulting in longer visual persistence for dot stimuli. Building a 
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spatiotemporal integration model that incorporates these two channels would provide a more detailed 

understanding of the underlying mechanisms of persistence suppression induced by Speedline. 

Our findings from Experiment 5 demonstrate that the perceptual quality of motion in displays 

can be enhanced by inserting a tail-like Speedline along the motion axis. This supports previous 

proposals that subjective ratings for motion quality increase when the spatial displacement between 

consecutive frames matches the width of the line (Mackin et al., 2016). These findings validate common 

techniques used in the animation and video game industry (Kuroki et al., 2007; Wilcox et al., 2015), 

such as drawing motion lines or superimposing images of multiple frames. Furthermore, our study 

revealed that the subjective sense of reality increases with higher refresh rates and stimulus speeds. 

Previous research has reported that higher refresh rates lead to higher subjective ratings of motion in 

displays (Sperling et al., 1985; Watson et al., 1986). Similarly, the effect of speed aligns with previous 

studies, where the refresh rate at which sampled motion becomes indistinguishable from continuous 

motion increases as the speed of the stimulus increases. In summary, there are two effective approaches 

to enhance the perceptual quality of motion in displays: inserting a tail-like Speedline and increasing 

the refresh rate. While increasing the refresh rate can be costly in terms of technical requirements, 

drawing a Speedline is a more efficient way to achieve a higher sense of reality. 

 

 

3.8. Conclusion 

 In conclusion, our study contributes to the understanding of motion perception by investigating 

the impact of the Speedline technique on visual persistence. We have demonstrated that the presence of 

a Speedline, which connects consecutive stimuli, influences the perceived persistence and length of 

moving objects. Furthermore, we have shown that the Speedline technique enhances the sense of reality 

in motion perception compared to dot stimuli. These findings have implications for various domains 

including animation, video games, and virtual reality, where the incorporation of Speedline can improve 

the perceptual quality of moving objects.  
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4. General Discussion 

 Eye movements play a crucial role in visual perception, influencing various aspects of visual 

processing, including the perception of critical fusion frequency (CFF) - the threshold at which a 

flickering light source appears to be continuously illuminated. Our study has demonstrated that eye 

movements can modulate CFF, with fixational eye movements and saccadic eye movements exerting a 

significant influence on the perception of flickering stimuli. These findings suggest that the dynamic 

nature of eye movements contributes to the spatiotemporal integration of visual information, ultimately 

shaping our perception of flickering stimuli. 

 The results of this study raise the possibility that the eye tremors in individuals with low vision 

may not be random but rather strategic, perhaps to gather more information by increasing their 

sensitivity. It would be interesting to explore whether the individuals with low vision cease tremors 

when the retinal image is stabilized and there is no use of eye movements in manipulating the retinal 

shift. The biological reasons behind these phenomena are still unclear. From a neurological perspective, 

it is intriguing to consider that if observers consciously make an effort to see better, it could lead to 

dopamine secretion, potentially enhancing eye movements. This area requires further exploration and 

beyond the scope of early visual processing. 

 Furthermore, the interaction between eye movements and the spatial feature of the visual scene 

holds particular significance. Our eye movements, which continuously shift the gaze across the visual 

scene, result in a dynamic retinal input and subsequently influence the visual experience of observers. 

The spatial characteristics of the scene, such as the distribution and arrangement of visual elements, can 

further influence the occurrence and characteristics of eye movements. This interplay between eye 

movements and the spatial feature of the visual scene emphasizes the importance of considering both 

temporal and spatial factors in understanding the perception of motion and flickering stimuli. Based on 

understanding about the intricate relationship between eye movements and the spatial context, we can 

obtain a more comprehensive understanding of how visual information is processed and integrated, 

ultimately shaping our perception of the visual world. 

 In addition to eye movements, the presence of speed lines has been found to have a profound 

effect on visual persistence and the perceived quality of motion. Speed lines, which are tail-like streaks 

that connect successive stimuli, have been shown to alter the persistence range and perceived length of 

moving objects. Our study further extends this understanding by demonstrating that speed lines not only 

affect visual persistence but also enhance the sense of reality in motion perception compared to dot 

stimuli. The incorporation of speed lines in visual displays, such as animations, video games, and virtual 

reality, can greatly enhance the perceptual quality of motion, providing a more immersive and engaging 

experience for viewers.  
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 These results have implications for understanding the mechanisms underlying visual 

perception and the influence of Speedline on our perception of moving objects. Future studies could 

further investigate the neural correlates and computational processes involved in the integration of 

motion information and the generation of a sense of reality in the presence of Speedline. Additionally, 

exploring the perceptual effects of Speedline in other contexts, such as dynamic scenes or real-world 

stimuli, could provide a broader understanding of their impact on visual perception. Overall, our study 

highlights the complex interplay between motion processing, oriented signals, spatial frequency, and 

visual persistence. Further investigations and modeling approaches are necessary to fully elucidate the 

underlying mechanisms and provide a comprehensive understanding of the observed effects. 

 The effects of eye movements on CFF and the influence of speed lines on visual persistence 

and perceived motion quality highlight the importance of considering temporal and spatial factors in 

understanding how the visual system integrates and processes motion information. Future research 

should delve deeper into the underlying mechanisms that mediate these effects, such as the role of 

motion-sensitive neurons, neural adaptation, and the interaction between fixational eye movements and 

motion processing. Moreover, by elucidating the mechanisms underlying motion perception and 

highlighting the benefits of the Speedline technique, our study could provide an opportunity for 

designing more immersive visual experiences by increasing the perceived quality of motion. 
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Appendix 

Supplementary Figure – Part1 

 
 

Figure S1. The PROPixx projector (left) and usage (right) for achieving a refresh rate of 

1440 Hz. The left panel shows the PROPixx projector manufactured by VPixx, while the right 

panel depicts the method used to generate a visual stimulus flickering at 1440 Hz. The 

PROPixx projector utilizes a "sequencer" to divide a single 1920 x 1080, 120 Hz RGB video 

signal into 12 frames displayed sequentially. Initially, the 1920 x 1080 image is divided into 

four quadrants (960 x 540 images), and each quadrant is magnified to fill the entire screen. 

Subsequently, each 8-bit RGB color channel is converted to grayscale and displayed separately. 

The order of appearance is as follows: Quadrant 1 (red), Quadrant 2 (red), Quadrant 3 (red), 

Quadrant 4 (red), and then this order is repeated for the green and blue channels. 
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Figure S2. Model prediction of the retinal responses to FCE stimuli presented at 60 Hz.  
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Figure S3. Model prediction of the retinal responses to FCE stimuli presented at 360 Hz. 
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Figure S4. Estimated CFFs for uniform and FCE stimuli as a function of the stimulus 

duration. The left panel demonstrates the fitted spatial filters from different participants (N = 

11). The right panel shows the CFFs for the two stimuli estimated from behavioral responses 

collected from psychophysical experiments (solid line) and model prediction on participants’ 

correct responses (dashed line). 

Additional Experiment on the effect of the stimulus duration on CFFs for two stimuli. 

We conducted an additional experiment to examine the effect of the stimulus duration on the 

CFF for uniform and FCE stimuli. In this experiment, the refresh rate of the stimulus was 

adaptively manipulated according to 2 up 1 down staircase method. The intention was to 

present the stimulus around the threshold level which is more informative because the retinal 

responses for the visual stimuli presented at very low and very high refresh rate were not 

affected by the eye movements. Each stimulus duration was tested in a separate block, within 

which two staircase chains were performed for 40 trials (total 80 trials, ~10 min). The one is 

ascending from the lowest refresh rate whereas the other is descending from the highest refresh 

rate. Figure S5 and Figure S6 show the convergence of two parallel staircases in Uniform 

stimuli and vertical stimuli, respectively. We estimated CFFs from both the ascending and 

descending chains and then took the average of them. Two stimulus types (uniform and FCE 

stimuli) and three stimulus duration (100, 316, and 1000 ms) made 6 blocks. Again, we found 

the consistent pattern that at 100ms there is no significant difference between CFFs for the 

uniform and FCE stimuli (Figure S7). 
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Figure S5. The convergence of refresh rates for uniform stimuli using the 2up 1down 

staircase method. Each row corresponds to a different stimulus duration, while each column 

represents a different participant. The blue and orange colors indicate the ascending and 

descending chains, respectively. CFFs were estimated separately from the ascending chain 

(solid line) and descending chain (dashed line) based on the last three reversals of refresh rates. 

 

Figure S6. The convergence of refresh rates for FCE stimuli using the 2up 1down staircase 

method. 
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Figure S7. The effect of the stimulus duration on CFFs for the uniform (red) and vertical 

edge stimuli (blue) measured using the adaptive method instead. 
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Supplementary Figure – Part2 
 

 

Figure S8. The perceived number of moving line stimuli (red) and dot stimuli (green) as 

a function of the number of elements. Each panel shows the reported number of elements 

from the different refresh rate conditions. A grey unity line represents the actual number of 

elements. The physical length of line stimuli and dot stimuli having the same number of 

elements was set to be the same. The shaded area with gray color represents the refresh rate 

condition where the perceived number of line stimuli was shorter than that of dot stimuli. 
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Figure S9. The range of concurrently perceived persisting images for the different length 

of line stimuli. The effect was measured using the intermixed design where different refresh 

rates were randomly presented within the same block. 
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Additional Experiment on the effect of the stimulus intensity (dot, line, and square) 

Participants 

Eleven newly recruited students (2 female, mean age 25.3±2.1) participated in the experiment. 

No participant was excluded. All participants reported normal or corrected-to-normal vision 

and no history of neurological disorders. All were naïve to the purpose of this study. The study 

was approved by the Ulsan National Institute of Science and Technology Institutional Review 

Board. All participants signed a written consent form before the experiment. 

Apparatus and Stimuli 

The white lines (luminance: 189.59 cd/m2) moved horizontally at a constant speed (120 °/s) 

and were presented at varied refresh rates (24, 48, 60, 90, 120 Hz). The fast speed and low 

refresh rates were chosen as the apparent difference between dots and lines was observed in 

Experiment 1. We produced line stimuli by connecting the positions of two consecutively 

presented dots. Here, we manipulated the length of line stimuli in 8 steps relative to the distance 

between two consecutively presented dots (length ratio: 0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4). In 

the shortest condition (zero-ratio), the line stimulus is as long as the dot diameter. If the ratio 

is one, the line stimulus is as long as the distance between two dots. The ratio larger than one 

means that the length of the line stimulus is longer than the distance between two dots and two 

consecutively presented lines partly overlap although they are never presented at the same time. 

Depending on refresh rates, the length of the line stimulus varied accordingly (24 Hz: from 0.2 ° 

to 1.42 °, 48 Hz: from 0.2 ° to 1.83 °, 60 Hz: from 0.2 ° to 2.83 °, 90 Hz: from 0.2 ° to 3.50 °, 

120 Hz: from 0.2 ° to 7.00 °, width: 0.2 °). 

Procedure 

The experimental procedure is as same as that of Experiment 1 with one small modification as 

described below. Each refresh rate condition was conducted separately in different blocks (5 

blocks, 80 trials each, 8 length ratio x 10 repetition, randomized order). The order of blocks 

was counterbalanced across participants. All blocks were completed within a single day and 

lasted at most 30 min. 
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Figure S10. The range of concurrently perceived persisting images of a single moving 

square (navy), line (red), and dot (green). Each panel represents the persistence range against 

refresh rate collected from different speed conditions. Dashed lines indicate the actual length 

of two stimuli, and the error bars indicate the standard error of means. 

 

Figure S11. The perceived length of moving objects with the different stimulus durations. 

Each panel represents the perceived length of moving stimuli against the number of elements.  
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Figure S12. Jwibulnori stimuli. In Experiment 5, the participants were then asked to report 

moving stimuli that they perceived as more realistic and similar to the Jwibulnori stimuli. 
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ANOVA Table – Part1 

 
Table S1. Results of ANOVA in Experiment 1. The effect of the stimulus type on CFFs in the 

fixation condition. 

 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 23.93 2 34 7664 3.26𝑒$%& 0.58 

 

 

Table S2. Multiple comparison results of Tukey’s test  

Stimulus type Means (Hz) G1 G2 

Uniform 58.65 a  

Vertical FCE 93.40  b 

Horizontal FCE 95.30  b 

 

 
Table S3. Results of ANOVA in Experiment 2. The effect of the stimulus type on CFFs in the 

saccade condition. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 87.12 2 34 432048 4.16𝑒$'( 0.84 

 

 

Table S4. Multiple comparison results of Tukey’s test  

Stimulus type Means (Hz) G1 G2 

Uniform 61.50 a  

Vertical FCE 351.43  b 

Horizontal FCE 111.80 a  
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Table S5. Results of ANOVA for data obtained from Experiment 1 and Experiment 2. The effect 

of the stimulus type and eye movements on CFFs. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 89.55 2 34 1016973 2.81𝑒$'( 0.840 

Eye movements 77.75 1 17 923276 9.47𝑒$%) 0.736 

Stimulus type x 

Eye movements 
76.2 2 34 741876 2.84𝑒$'* 0.816 

 

 
Table S6. Results of ANOVA for Experiment 3. The effect of the stimulus type and stimulus 

duration on CFFs. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 11.22 1 10 35783 7.38𝑒$%* 0.529 

Stimulus duration 7.59 3 30 11327 6.40𝑒$%( 0.432 

Stimulus type x 

Stimulus duration 
6.00 3 30 9346 0.0025 0.375 

 

 

Table S7. Multiple comparison results of Tukey’s test on all data collected from both the 

uniform and vertical FCE stimuli. 

Stimulus duration Means (Hz) G1 G2 

100 ms 61.05 a  

316 ms 67.69 a b 

600 ms 83.73  b 

1000 ms 112.02  b 
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Table S8. Multiple comparison results of Tukey’s test on all data collected from vertical FCE 

stimuli. 

Stimulus duration Means (Hz) G1 G2 

100 ms 62.59 a  

316 ms 77.59 a b 

600 ms 104.12  b 

1000 ms 160.85  b 

 

 

Table S9. Multiple comparison results of Tukey’s test on all data collected from uniform stimuli. 

Stimulus duration Means (Hz) G1 G2 

100 ms 59.51 a  

316 ms 57.80 a  

600 ms 63.33 a  

1000 ms 63.18 a  

 

 

 
Table S10. Results of ANOVA for Experiment 5. The effect of the stimulus type and 

eccentricity on CFFs. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 80.99 1 17 8235 7.09𝑒$%) 0.729 

Eccentricity 11.24 1 17 1321.9 3.77𝑒$%* 0.303 

Stimulus type x 

Eccentricity 
17.89 1 17 3213 5.65𝑒$%( 0.513 
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ANOVA Table – Part2 
 

Table S11. Results of ANOVA in Experiment 1. The effect of the stimulus type (dot and line, 2 

levels), refresh rate (24, 48, 60, 90, 120, 240, 360, and 1440 Hz, 8 levels), and speed on the 

range of concurrently perceived persisting images.  

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 20.80 1 8 391.0 0.00185 0.763 

Speed 17.89 1 17 3213 5.65𝑒$%( 0.513 

Stimulus type x 

Refresh rate 
11.30 6 48 27.905 7.80𝑒$%& 0.579 

Stimulus type x 

Speed 
9.57 2 16 66.98 0.00185 0.524 

Stimulus type x 

Refresh rate x 

Speed 

2.605 12 96 3.299 0.00479 0.246 

 

 

Table S12. Results of ANOVA in Experiment 1. The effect of the stimulus type (dot and line, 2 

levels) and refresh rate (24, 48, 60, 90, 120, 240, 360, and 1440 Hz, 8 levels) on the persistence 

range when speed is 60 °/s.  

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 4.52 1 8 21.143 0.0662 0.361 

Stimulus type x 

Refresh rate 
3.459 6 48 3.941 0.00639 0.302 
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Table S13. Results of ANOVA in Experiment 1. The effect of the stimulus type and refresh rate 

on the persistence range when speed is 90 °/s. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 12.31 1 8 83.87 0.00798 0.606 

Stimulus type x 

Refresh rate 
5.826 6 48 10.167 1.28𝑒$%( 0.421 

 

Table S14. Results of ANOVA in Experiment 1. The effect of the stimulus type and refresh rate 

on the persistence range when speed is 120 °/s. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 19.71 1 8 419.9 0.00217 0.606 

Stimulus type x 

Refresh rate 
9.632 6 48 10.167 6.00𝑒$%& 0.546 

 

Table S15. Results of ANOVA in Experiment 2. The effect of the stimulus type (dot, horizontal 

line, and vertical line, 3 levels) and refresh rate (24, 48, 60, 90, 120, and 1440 Hz, 6 levels) on 

the persistence range. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 9.511 2 22 208908 0.00106 0.46 

Refresh rate 4.653 6 66 59821 5.31𝑒$%( 0.30 

Stimulus type x 

Refresh rate 
2.275 12 132 10.167 0.0117 0.17 

 

Table S16. Multiple comparison results of Tukey’s test on the effect of the stimulus type. 

Stimulus type Means (°) G1 G2 

Vertical Speedline 6.8552 a  

Horizontal Speedline 10.2597  b 

Dot 11.4848  b 
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Table S17. Results of ANOVA in Experiment 3. The effect of the length ratio (0, 0.2, 0.4, 0.6, 

0.8, 1.0, 1.2, and 1.4, 7 levels) and refresh rate (60 and 240 Hz, 2 levels) on the persistence 

range. Data from 60 and 240 Hz are pooled. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Length ratio 5.831 1 12 230.97 0.0326 0.33 

Refresh rate 17.04 7 84 78.28 7.99𝑒$'( 0.59 

Length ratio x 

Refresh rate 
2.999 7 84 19.079 0.00735 0.20 

 

Table S18. Multiple comparison results of Tukey’s test on the length ratio effect for 60 Hz. 

Length Ratio Means (°) G1 G2 

1 13.19 a  

2 11.96 a  

3 9.81 a  

4 8.22  b 

6 7.19  b 

5 7.04  b 

8 7.00  b 

7 6.35  b 

 

Table S19. Multiple comparison results of Tukey’s test on the length ratio effect for 240 Hz. 

Length Ratio Means (°) G1 G2 G3 

1 8.67 a   

2 7.63 a b  

3 6.96 a b c 

6 6.56  b c 

7 6.25  b c 

5 6.18  b c 

8 6.00  b c 

4 5.65   c 
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Table S20. Multiple comparison results of Tukey’s test on the length ratio effect for 1440 Hz 

condition. 

Line Length (°) Means (°) G1 

Dot diameter (0.2) 7.68 a 

60 Hz min (0.4) 7.72 a 

60 Hz Max (2.8) 7.94 a 

240 Hz min (0.2) 8.19 a 

240 Hz Max (0.7) 7.95 a 

 

 

Table S21. Results of ANOVA in Experiment 4. The effect of the stimulus type (dot and line, 2 

levels), the number of elements (1, 2, 3, and 4, 4 levels), and refresh rate (72, 80, 120, and 160 

Hz, 4 levels, equivalently, 4 speeds) on the persistence range. Data from 60 and 240 Hz are 

pooled. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 7.676 1 5 5540 0.0393 1.00 

# of elements 77.32 2 10 78.28 8.27𝑒$%& 1.00 

Refresh rate  2.113 3 15 460.0 0.141 0.3 

Stimulus type x 

# of elements 
4.345 2 10 439.5 0.0438 1.00 

Stimulus type x 

Refresh rate  
2.342 3 15 386.3 0.114 0.32 

# of elements x 

Refresh rate  
5.751 6 30 346.2 4.47𝑒$%( 0.53 

Stimulus type x 

# of elements x 

Refresh rate 

1.015 6 30 67.97 0.434 0.17 
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Table S22. Results of ANOVA for Figure S8. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 6.811 1 5 0.7951 0.0477 1.00 

# of elements 227.4 3 15 35.89 1.01𝑒$'+ 1.00 

Refresh rate 0.249 2 10 0.0859 0.784 0.05 

Stimulus type x 

# of elements 
4.207 3 15 0.22637 0.024 1.00 

Stimulus type x 

Refresh rate 
2.171 2 10 0.2221 0.165 0.3 

# of elements x 

Refresh rate 
9.132 6 30 0.5212 1.04𝑒$%, 0.65 

Stimulus type x 

# of elements x 

Refresh rate 

2.884 6 30 0.10928 0.0243 0.37 

 

 

Table S23. Results of ANOVA for Figure S10. 

Variable F 𝒅𝒇𝟏 𝒅𝒇𝟐 MSE P 𝜼𝒑𝟐 

Stimulus type 4.053 2 14 716.6 0.0409 0.3667 

Refresh rate 19.6 4 28 116.41 8.66𝑒$%) 0.7368 

Speed 7.321 2 14 214.84 0.00667 0.5112 

Stimulus type x 

Refresh rate 
2.237 8 56 8.210 0.0379 0.2422 

Stimulus type x 

Speed 
2.327 4 28 15.660 0.0809 0.2495 

Refresh rate x 

Speed 
1.099 8 56 1.519 0.378 0.1357 

Stimulus type x 

Refresh rate x 

Speed 

0.369 16 112 0.7157 0.987 0.005 
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