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INTRODUCTION 

Since the passage of the Economic Opportunity Act of 
1964, which established the Office of Economic Opportunity 
(OEO) and began the "war on poverty," Alaska and the rest 
of the nation have witnessed a proliferation of innovative 
social action and economic development programs. These 
have included manpower training and job development, 
pre-school education and child care, community 
organizational activity, legal services, and attempts to 
revitalize depressed local and regional economies, to 
strengthen public educational programs, to increase the 
supply of housing for the poor, and a host of others. 

Most of these programs have not had as their primary 
purpose the delivery of tangible goods and services to needy 
populations. Instead, they have attempted to provide the 
means and opportunities for people eventually to obtain such 
goods and services for themselves. The concern of this paper, 
however, is not the number and kinds of attempts underway 
in Alaska and throughout the nation to deal with social and 
economic problems. Rather, it is concerned with the question 
of determining how adequate and effective such efforts may 
be. In short, how are the accomplishments of these programs 
measured? 

"Program evaluation research'' has emerged as the 
means of dealing with the question of program effectiveness. 
Its purpose is to determine what works and how well, and 
what does not work. More specifically, evaluation research is 
defined as the means of determining the extent to which a 
program is achieving its goals, using "methods that yield 
evidence that is objective, systematic, and comprehensive. " 1 

It is intended to focus on the "results" of program efforts, 
assessing them in relation to program objectives. 

lFrancis C. Caro, "Approaches to Evaluation Research: A 
Review," Human Organization, Vol. 28 (Summer 1969), p. 87. 



One critical assumption of evaluation research -- when 
defined as the measurement of results -- is that a program has 
a specific objective or objectives. A second critical 
assumption is that the intended or predictable results will be 
substantial enough to warrant attempts to locate and measure 
them. Evaluation of many of the newer social action and 
economic development programs in recent years indicates 
that, all to often, neither assumption holds up. In other 
words, program aims have often been too broad or 
ambiguous, and "results" too weak or elusive to justify the 
kinds of complex and costly evaluation efforts that have been 
made. 

This for program administrators 
in determining when evaluation research is needed, what it 
can do, what it cannot do, and what alternative forms it can 
take. As new social and economic programs are initiated in 
Alaska during the 1970's, the need for research on program 
effectiveness will increase accordingly. But in view of the 
very uneven record of such research to date, so also will the 
need to avoid wasteful or misdirected research and resulting 
frustration on the part of both administrators and 
researchers. 

THE EMERGENCE OF PROGRAM EVALUATION 

During the late 1960's, federal laws and regulations 
increasingly required that federal domestic programs be 
evaluated to determine how effectively they were 
accomplishing their objectives. Beginning with amendments 
to the poverty program legislation in 1967, evaluation 
requirements have been incorporated in a wide range of 
programs, particularly the more innovative social action and 
economic development programs. In addition, several 
programs initially intended as full-scale efforts to eradicate 
poverty, renovate slum neighborhoods, and revitalize local or 
regional economies were later redefined as less costly and 
more limited "pilot," "research," or "demonstration" 
programs. Regarded as "social experiments," the programs 
had to be carefully evaluated to determine their effectiveness 
before substantial resources could be committed to them. 

Most evaluation research on federal programs has failed 
to provide the clear-cut assessments of program effectiveness 
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it was supposed to deliver. And, not only has most of the 
research work been considered unsuccessful, but even those 
instances of technically "successful" evaluation research have 
failed to affect program policy making or administration in 
any significant way. Evaluation work can therefore "fail" in 
two ways: it can, for methodological reasons, fail to identify 
and measure relevant effects of programs; and it can fail to 
produce "acceptable" findings consistent with the policy 
makers' commitments to program success.2 

In many cases, both of these reasons for "failure" may 
stem from the fact that evaluation research has been applied 
to programs whose planned or intended effects are slight and 
therefore hard to locate and measure.3 A National Science 
Foundation study group found that even ''when carefully 
designed research studies have been carried out, they have 
often shown the programs have been only minimally 
effective. "4 And a comprehensive study of federal evaluation 

2see, among others, National Science Foundation, The Nation's 
Use of the Social Sciences, Report of the Special Commission on 
the Social Sciences of the National Science Board (Washington: 
U.S. Government Printing Office, 1969); Joseph S. Wholey, and 
others, Federal Evaluation Policy: Analyzing the Effects of Public 
Programs (Washington: The Urban Institute, 1970); Marshall S. 
Smith, and Joan S. Bissell, "Report Analysis: The Impact of Head 
Start," Harvard Educational Review, Vol. 40, No. 1 (February 
1970), pp. 51-104; Walter Williams and John Evans, "The Politics 
of Evaluation: The Case of Head Start," The Annals, Vol. 385 
(September 1969), pp. 118-132; and Reginald K. Carter, "Clients' 
Resistance to Negative Findings and the Latent Conservative 
Function of Evaluation Studies," The American Sociologist, Vol. 
6 (May 1971), pp. 118-124. 

3This is not to say that the community action or model cities 
programs, for example, do not generate a great deal of local 
activity. Indeed, the community action program has been quite 
visibly active, in many places even to the point of openly 
challenging city hall and other "establishment institutions." The 
point here is that the planned or intended effects of the programs 
have been reported to be minimal. 

4National Science Foundation, op. cit., p. 76. 
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policy concluded that "the. experience of social program 
evaluations in the past few years would seem to indicate that, 
a priori, one cannot expect much in the way of highly valued 
benefits as the results of a social program. ,,5 

There may be some circularity here, since the judgments 
of program "impact" or "benefits" are based on evaluation 
work that may itself be unsuccessful in identifying and 
measuring results considered most relevant by administrators 
and others involved with the program. Moreover, programs 
often have significant effects that are neither clearly intended 
nor easily measurable. 6 The result often is that an imperfect 
tool (evaluation) is brought to bear on programs whose 
planned or intended objectives, means, and impacts may be 

or of these. 
Where, then, does the fault lie -- with the programs, with 

the evaluation research, or with both? An adequate answer 
requires consideration both of research methodology and of 
the programs to which it is applied. 

THE LIMITS OF SCIENTIFIC EVALUATION 

Social scientists are inclined to distinguish between two 
basic methodological orientations. One emphasizes 
experimentation and quantitative measures and may be 
referred to as "quasi-experimental." Although based on 
experimental models, it involves important modifications or 
compromises of classical experimental designs derived from 
the natural sciences. The second consists of many varying 
approaches, all of which share in common the absence of 
experimentation and quantitative measurement as central 
characteristics of research strategy. Experimentation and 
quantitative measurement have been the most widely 
sanctioned means of conducting evaluation 
research-- notwithstanding that performance has often fallen 

5Wholey, and others, op. cit., p. 91. 

6cf. Donald T. Campbell, "Considering the Case Against 
Experimental Evaluations of Social Innovations," Administrative 
Science Quarterly, Vol. 15 (March 1970), p.111. 
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far short of aspirations and that many evaluation research 
projects have been carried out in other, less highly regarded 
ways.7 

The experimental approach to evaluation assumes that a 
program has well defined objectives and that its effectiveness 
can be determined by measuring the extent to which the 
objectives are achieved. For this approach to be successful, a 
program should meet at least four criteria. First, and most 
important, there should be a clear and precise statement of 
the specific results intended by the program.Obviously, if the 
principal purpose of evaluation is to determine the extent to 
which a program achieves its intended objectives, then 
objectives must be clearly defined and stated in such a way as 
to permit the necessary measurements to be made. 

Second, the situation or setting of the program should 
be reasonably "controlled," i.e., not subject to unknown 
idiosyncratic forces that could dismpt, obscure, or otherwise 
significantly influence program effects. Related to this, 
another group and setting, similar to the program group 
setting, may be identified and studied concurrently. The 
comparison of effects in an "experimental" group (one 
subject to a program "treatment") with those in a "control" 
group ( one not exposed to the "treatment") may be the best 
way to explore whether the changes that occur in the 
program situation are actually the result of the program and 
not of outside forces or influences. For example, was it 
primarily a manpower training program or changes in the 
general economy that produced an increase in the 
employment of persons served by the program? 

Third, the program "treatment" should be reasonably 
uniform. If the treatment varies in unplanned or unintended 
ways for different subjects at different times, then it may 

7caro, op. cit., provides a comprehensive review of the current 
evaluation research literature, discussing the pros and cons, the 
problems and pitfalls, of the experimental and quasi- or 
non-experimental approaches. Consistent with most of the 
authorities he cites, Caro concludes somewhat vaguely that 
"scientific" evaluation research may not reach methodological 
perfection, but it is nonetheless to be preferred to 
"impressionistic accounts." Caro does not define what is meant 
by either of the terms in quotes, or if, indeed, these are 
meaningful alternatives. 
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become impossible to say just what has caused what. In other 
words, if a program is to be evaluated, it must have some 
determinate, stable form to assure that evaluators and 
administrators are talking about the same thing.8 

Fourth, the program treatment should be applied in a 
large enough number of cases to provide an adequate sample 
of program experience. If the sample is too small, it may be 
impossible to tell whether program effects were 
representative, and evaluators may fall into the familiar 
problem of trying to draw general conclusions from a single 
or small number of cases. 

Ideally, then, an experimental approach would be used 
to evaluate a program that has a distinct objective and 
standardized treatment, operates in controlled settings, and 
includes enough cases for valid generalization.9 Most of the 
federal social action and economic development programs to 
which evaluation requirements have been attached do not fit 
this pattern.1 O Instead, they often have broad aims that are 
not, and - without distortion or change - perhaps cannot be, 
specified in clear-cut form. Such programs may be concerned 

8 A program might deliberately and systematically take different 
forms in different places in order that administrators can compare 
the relative effectiveness of different strategies or components. If 
this is the case, it should immediately be apparent that the 
research problem of control-comparisions is compounded. 

9Robert S. Weiss and Martin Rein, "The Evaluation of Broad-Aim 
Programs: A Cautionary Case and a Moral," The Annals, Vol. 
385, (September 1969), p. 134. 

10 Although rare, such programs, carefully designed as 
experiments, do exist. A prominent example is the "negative 
income tax" program conducted in New Jersey by OEO. The 
evaluation research focuses on a single factor, the effect of 
negative taxation on the incentive to work. The treatment -· the 
provision of money to individuals -- is clearly standardized, and 
an adequate number of cases can be studied in reasonably 
controlled situations. See Robert S. Weiss and Martin Rein, "The 
Evaluation of Broad-Aim Programs: Experimental Design, Its 
Difficulties, and an Alternative," Administrative Science 
Quarterly, Vol. 15 (March 1970), pp. 104-105. 
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more with changing many aspects of a general social and 
economic setting than with affecting individuals directly. 
They generally operate in open, unique, and uncontrolled 
community and regional settings, and tend to take different 
forms in different situations. Finally, the very fact that a 
program is present and operating in a given setting may be 
the factor, above all others, that makes the situation 
incomparable. 

Thus, there have been a large number of unsuccessful 
evaluation projects, in part because the methods have been a 
poor match for the complex and variable program situations 
to which they have been applied. Evaluators and their 

essential 
differences between programs with clear-cut aims and 
concrete, measurable effects and programs with broad aims 
and elusive effects. The programs of the 1960's, on which 
evaluation efforts have focused, are mostly of the latter kind. 
This record of evaluation research failure, in turn, may have 
been perpetuated because so little has been done to develop 
more flexible and imaginative approaches to evaluation that 
researchers, administrators, and policy makers might accept 
as legitimate. 

OPPORTUNITY AND MAINTENANCE PROGRAMS 

Inappropriate methodology may thus be one source of 
evaluation research failures. But, as indicated, it is difficult to 
separate the methodological problem from the "program 
problem." If the program is indeed too weak (insufficient 
and/or misdirected resources) to have significant planned 
effects, then no research directed specifically to measuring 
intended effects can make the program appear successful in 
meeting its objectives. The researcher, in reporting that the 
program has had little or no effect, thus risks the ire of 
program administrators and further attacks on the adequacy 
of his methodology.11 

llsome programs, of course, have broader aims and more elusive 
results than do others. Examples of the former type would be 
OEO's community action program, the Department of Housing 
and Urban Development's model cities planning program, the 
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The specificity or breadth -- the scope -- of program 
aims is, as discussed above, one factor to be considered in 
determining the feasibility and kind of evaluation research 
worth doing. Closely related to, but distinguishable from this 
factor, is the nature of program aims or objectives. Social and 
economic programs may be identified either as maintenance 
programs or as opportunity programs. 12 

A maintenance program is one that provides tangible 
goods or services to a clearly defined population. Its 
"primary goal is to deliver a service ( or good) that is itself a 
highly valued commodity, for example, money or food."13 
An opportunity program, in contrast, is concerned not with 
directly meeting the material needs of a group, but with 
increasing the group's capabilities or opportunities to bring 
about a "positive change in an individual's capacity to earn or 
to learn." 14 While a maintenance program may, for example, 
distribute surplus food commodities or provide housing to a 
needy population, an opportunity program may seek to 
equip a person to obtain employment through job training, 
adult education, or other means, so that the individual may 
earn the income necessary to buy adequate food or housing. 

The most significant issues and difficult problems of 
evaluation arise in connection with programs defined in 
opportunity terms. Because most of the innovative 
anti-poverty and other programs of the 1960's attempted to 
provide "opportunities" for people eventually to obtain 
goods and services for themselves, the programs' intended 
"outputs" have often been elusive and difficult to sort out 
and measure. And, regardless of the maintenance effect 
(which, as a practical matter, may be the primary effect) of 
many programs, federal agencies have insisted that 

Economic Development Administration's district planning 
program,and OEO's community enterprise development 
corporation program. Examples of relatively more focused 
programs are manpower training, pre-school education, rural 
housing, and legal services. 

12Williams and Evans, Zoe cit. 

13Ibid., p. 131. 

14Ibid. 
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opportunity purposes are paramount and that evaluations 
should be designed accordingly. Yet opportunity and 
maintenance activities are not mutually exclusive; both may 
be directed to a given group at the same time, and they may 
be parts or aspects of the same program. Evaluators 
consequently find themselves groping for new ways of 
evaluating such programs, or attempting to use a 
conventional quasi-experimental research design where it will 
not work. 

In Alaska, for example, the federally supported Alaska 
Village Electric Cooperative (AVEC) is constructing 
community electric power plants in some 50 remote Native 

of 200 400 Defined 
"maintenance" program, A VEC is providing a basic service, 
subsidized by the government, and the service is valued 
directly for its own sake. On the other hand, OEO policy 1 5 

emphasizes "opportunity" aspects of the program, in 
accordance with the rationale for most of the federal social 
action and economic development programs of the 1960's. 
OEO states that investment in facilities "simply for the 
purpose of easing the life of isolated poor Indians is difficult 
if not impossible for government agencies to justify. " 16 There 
must be an economic growth rationale. Thus, the A VEC 
program "is testing whether there are economic activities 
which are presently not feasible, but which can be made 
feasible by the provision of electric power."1 7 In addition, 
OEO has promoted certain community organizational 
objectives of the program, so that "social development" is 
added to "economic development" as opportunity purposes. 
Whether to define a program like A VEC either in 
"maintenance" terms or in "opportunity" terms, or both, is a 
very critical step in determining the form and character ( and 
the feasiblity) of evaluation. The point is that how a program 
is defined goes far to determine what approach should be 
taken to the problem of evaluation research. 

15As set forth in U.S. Office of Economic Opportunity, 
"Highlight Memorandum," Washington, D.C., April 23, 1968. 

l6Jbid 

l 1Jbid 
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If it is agreed that definition of program objectives is the 
critical factor in evaluation research, and that the objectives 
themselves raise important research questions, it follows that 
program evaluation may need to focus as much on objectives 
as results. The researcher must determine what it is that 
program policy makers and administrators expect to happen 
as results of the program, why the results are desired, how 
the results are to be obtained, and when they are expected to 
occur. And, in the course of his research, the evaluator must 
regard the intended effects of the program as but one 
indicator of program performance. Just as important may be 
the program's unintended effects, and the process that relates 
objectives and means to one another and that fits them to 
problems in varying environments. 

Many programs are not finished products ready to be 
"tested" by measuring specified effects in terms of clear-cut 
objectives. Instead, they are explorations of problems, 
objectives, and means. They are, in this sense, at least as 
much process-oriented as they are results-oriented.18 Thus, a 
more broadly conceived approach to evaluation research may 
well be essential at this time, since so many recent programs 
are efforts to develop new administrative processes directed 
to newly defined problems, rather than full-scale 
commitments of resources designed to achieve maximum 
impacts on clearly targeted problem areas and groups. 

TYPES OF PROGRAMS 

The definition of programs in terms of the scope of 
program aims -- broad or specific -- and the nature of program 
purposes -- opportunity or maintenance -- can be of 
considerable assistance in determining the purposes, 
feasibility, and types of evaluation or other program research 
that should be conducted. These definitions lead to four 
basic types of program categories as depicted in the following 
diagram: 

18For an excellent discussion of social-action programs as 
"explorations," see Peter Marris and Martin Rein, Dilemmas of 
Social Reform (New York: Atherton Press, 1969), pp. 203-207. 
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In reality, highly variable programs do not fall neatly into a 
small set of separate boxes. The four categories represent 
matters of "more or less" emphasis, rather than discrete 
cases. Their analytical purpose is to help identify the critical 
problems of evaluation research that are associated with the 
major program types. 

Type I: Specific Aim - Maintenance Programs 

Specific aim-maintenance programs include such things 
as the provision of rent supplements, legal services, food 
stamps, surplus food distribution, housing, preventive 
medicine, and community facilities, such as water and sewer 
services. Because such programs usually deliver tangible goods 
or services to a definite population, their aims or objectives 
often can be precisely specified. Thus, Type I programs are 
generally the easiest to plan, organize, administer, and 
evaluate. In fact, after an initial shakedown period, the 
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administrative system for the program should itself provide 
directly for the continuing data collection and analysis 
needed to determine how effectively the program is achieving 
its aims. 

However, this is not to say that at no point would a 
specially organized evaluation project be desirable and useful, 
and probably best carried out by an outside evaluator or 
team. For example, whether a food stamp program is actually 
reaching those most in need may be a very real and critical 
issue, and one that program administrators may not 
themselves have the time, other resources, or inclination to 
investigate. Further, it is a common occurrence that initially 
high levels of administrative enthusiasm wear down. 
Administration becomes routine, yet changes occur in the 
character and extent of the problem and in the population to 
which the program is directed. These and other factors 
indicate a need for periodic program assessment, of which 
"evaluation" - strictly defined as meastll'ement of "outputs" 
- may not be the most prominent part. 

Type II: Specific Aim - Opportunity Programs 

It is with Type II programs that the most significant 
problems of evaluation ( as well as of program planning and 
administration) begin to appear. Specific aim-opportunity 
programs do not have a tangible product or output that is 
valued primarily for its own sake. Instead, the intent of the 
program is to enhance the opportunities of individuals, 
groups, communities, or regions to achieve some further goal 
and thus better their socio-economic or political condition. 

Examples of specific aim-opportunity programs are 
manpower training to equip individuals to obtain jobs and 
earn income; community facilities programs intended to 
provide the infrastructure or support facilities ( e.g. power 
plant) that will lead to new employment and income 
producing opportunities in a community or region; and 
pre-school education programs, such as Head Start, that 
attempt to prepare a child to respond more effectively to 
school. In contrast to Type I programs that directly provide 
goods and services immediately beneficial in themselves, 
Type II programs are, in effect, linkages between an 
individual or group and a further, specified goal. 
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To the extent that the program does indeed have a 
"specific aim," one prerequisite of effective program 
evaluation can be met: a clear statement of program 
objectives. However, official statements are often not as 
definitive as they may first appear. For example, the stated 
objective of a manpower training program may be to train 
and place in jobs a given number of persons. But there are 
other and more complex questions to answer than merely 
how many people have been trained and how many have 
actually been placed in jobs. Knowledge of the characteristics 
of trainees (e.g., previous employment experience), types of 
jobs in which trainees have been placed, length of time 
between job training and placement, levels of salaries or 
wages, length of time on the job, and job satisfaction are also 
likely to be very significant in assessing program 
performance. To judge a program solely in terms of number 
of placements may give a false impression of program success. 

This example suggests a further problem for 
administrators and evaluators of most opportunity programs. 
When are the results expected to occur? Can or should 
program effects be further classified as immediate, 
intermediate, and long-term? What time period should be 
used? What relative weights should be assigned to effects 
occurring over an extended period of time? 

Type III: Broad Aim - Opportunity Programs 

The problems of evaluating specific aim-opportunity 
programs are present in the case of broad aim-opportunity 
programs as well, only more so. The Department of Housing 
and Urban Development's Model Cities Program is a good 
Type III example. It is primarily a broad aim-opportunity 
program because it attempts to reform a multi-faceted urban 
planning process, which, in turn, is intended to achieve 
improved coordination among city, state, and federal 
agencies; citizen participation; increased agency 
responsiveness to local needs; increased federal support; and 
other goals. This program does have tangible components 
such as urban renewal, housing, community facilities, and the 
like, but they are not provided separately or for their own 
sake. One of the main purposes of the program is to 
"package" these activities as part of a broader, coordinated 
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planning and action effort, so that they might be mutually 
supporting and more integrally related to local community 
conditions and needs. Although certain maintenance 
elements of the program might be the focus of specific 
evaluation efforts, the program is directed to several 
opportunity goals, and a design for program evaluation would 
need to reflect corresponding direction, breadth, and 
openess. 

Other examples of Type III are community action 
programs, economic planning and development programs, 
and some of the newer education programs directed at special 
problem groups or areas. In Alaska, the OEO-funded 

( CEDC) clearly falls within this category. It provides seed 
capital and some operating subsidies, technical assistance, and 
training to some two dozen different local businesses in rural 
Alaska villages. These businesses may be engaged in 
production, marketing, service, consumer, and related 
activities. They include fish production and marketing 
co-ops, arts and crafts co-ops, village stores, and other forms 
of local enterprise. While the provision of jobs and income is 
an immediate objective, the program is intended to develop 
the skills, attitudes, and knowledge that individual Alaska 
Eskimos and Indians would need to enter the mainstream 
cash economy, if they choose, and it seeks to establish a basis 
for further community and regional economic development 
through the attraction of additional public and private 
investment from other sources. 

It is apparent that there are several program objectives, 
that "outcomes" may be many and varied, and that results 
could be analyzed at several levels - the individual 
participant, the co-op membership, the business, the 
community, and the region. In sum, CEDC is intended to be 
a combined social and economic development program. It has 
"maintenance" elements within it (jobs and income), and its 
general thrust is toward greater economic and social 
"opportunity" on the part of individuals, groups, and whole 
communities. 
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Type IV: Broad Aim - Maintenance Programs 

Broad aim-opportunity programs often have concrete 
maintenance elements; some to the extent that it is useful for 
analysis to classify the maintenance aspects as a fourth type. 
The Community Enterprise Development Corporation 
(CEDC), for example, offers jobs and potentially higher 
incomes or increased savings to members of local cooperative 
organizations. Similarly, the Community Action Program 
(CAP) provides jobs and income directly within local CAP 
organizations and through the employment programs they 
sponsor in their communities. And the Urban Renewal 
Program of the Department of Housing and Urban 
Development (HUD), although justified as a means of 
revitalizing city centers, includes immediate and tangible 
benefits to businessmen ( through subsidization of land 
purchases and clearing) and to the occupants (mostly 
middle-income and up) of new apartment houses constructed 
on cleared land. 

A more explicit maintenance activity would be HUD's 
low-income public housing program, although this, too, 
especially in earlier years, was justified as a_n opportunity 
program, a means for changing the lives and behavior of low 
income families. While the public housing program might be 
evaluated in maintenance terms (e.g., whom does it reach and 
at what cost?), a similar maintenance-oriented assessment of 
urban renewal probably would not be welcomed by HUD 
officials since this could undermine the program's stated 
rationale. Several independent studies (not "program 
evaluations" required or requested by the federal agency) of 
urban renewal have in fact done this, to the discomfiture of 
HUD and its clientele, for they have shown that program 
benefits have tended to flow to the well-to-do, while the poor 
tend to bear the costs (e.g., demolished low rent housing, 
forced relocations ).19 

19see, among others, Herbert J. Gans, People and Plans (New 
York: Basic Books, 1968); Martin Anderson, The Federal 
Bulldozer (Cambridge: MIT Press, 1964); Scott Greer, Urban 
Renewal and American Cities (Indianapolis: Bobbs Merrill, 1965 ); 
and Charles Abrams, The City is the Frontier (New York: Harper 
and Row, 1965). 
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Thus, evaluation of opportunity programs may involve 
studies of maintenance elements, but these may be 
considered quite secondary, beside the point, or even harmful 
by program officials who feel compelled to justify and 
defend their programs in opportunity tenns. 

ALTERNATIVE APPROACHES TO EVALUATION 

As has been stated, the first prerequisite to assessing the 
need for evaluation research and the form it should take is 
clear understanding of the nature and purposes of the 
program to be evaluated. Not all programs necessarily need 

what officials 
themselves are able to do on the basis of adequate data 
collection and reporting routines built into the administrative 
system. Yet, many programs at one time or another may well 
benefit from an outsider's presumably more objective view, 
which may be supported by special research skills, social 
science or other professional knowledge, and program 
administration experience beyond the scope of specialist 
ad minis tr a tors. 

If the purpose of the program is specific and concrete, 
the program will be easier to evaluate, and the evaluation 
research design may be tighter, more systematic, and possibly 
more "experimental." On the other hand, when program 
aims are broader and more elusive, then evaluation work 
becomes increasingly difficult in the sense that a tightly 
controlled, experimental study design is in most cases 
unlikely to be workable or appropriate. 

But, even where objectives are clear and results simple 
to measure, a study design focusing on program effects may 
not be what is needed and wanted. For example, in a specific 
aim-maintenance program such as the food stamp program, 
the main question may not be "what is the program 
achieving?" Instead, it might be more appropriate to 
investigate whether the initial problem still exists, whether it 
continues to exist in the same form, whether the population 
has changed, and to determine who is benefiting from the 
program and who is being left out, at what cost in relation to 
benefits is the program operating, and what additional 
(unintended) effects is the program having that may help or 
hinder realization of other desirable ends. These are program 
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evaluation questions only in a very broad sense. They focus 
not on "outputs" or the measurement of results, but on 
wider program purposes and experience. Evaluation research 
designs may thus incorporate a variety of different 
approaches and skills, depending on what policy makers most 
need or want to know about the program. 

Thus, some of the broader purposes that "evaluation" 
might serve include developing information about the 
changing extent and incidence of the problem, problem 
causes, characteristics of the population being served, 
side-effects of the program, and program efficiency. 
Additional "evaluation" work, broadly conceived, might 
include studies of public knowledge and attitudes concerning 
the program and its impact, of administrative processes and 
the relationships between administrators and clientele groups, 
and of the assumptions and logic underlying program 
objectives. Any or all of these factors (and there are 
potentially many others) could be critical to program 
performance and, hence, effectiveness in a given case. 

Yet, granting all of the above, what if it is evaluation as 
the measurement of program results that is still wanted and 
needed? In such cases, it is essential that administrators and 
evaluators come to clear common understandings about what 
is expected to happen and when as a result of the program 
before starting an evaluation project. If this is not done, the 
chances are that they will become increasingly frustrated 
with each other, and both will be dissatisfied with evaluation 
results. It should be evident that the risks of this happening 
increase as program aims become less specific and as the 
time-lag between the application of program treatment and 
the accomplishment of the ultimate objective increases. This 
is because broader aims and uncertain relationships between 
program means and ends inevitably introduce ambiguity into 
the conception of what a program intends to do, and how 
what is done leads to the results sought. This is most likely to 
be the case with broad aim-opportunity programs. 

There are two major alternative approaches to the 
problem of evaluation design in the case of complex 
opportunity programs. One emphasizes precision and sharp 
focus on selected progrnm purposes and impacts. Rather than 
attempting to cover the full ( and unspecifiable) range of 
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social and economic effects that might be associated with, for 
example, a community enterprise development project, 
evaluation might concentrate on decision-making patterns 
within the structure of the local organization in order to 
determine the relative roles and influence of funding agency 
officials, co-op board of directors, manager, and membership. 
The general purpose would be to develop indicators and 
measurements of organizational autonomy, given the broad 
social development objective of local self-sufficiency. Such a 
focus might then be complemented by parallel studies of 
financial status and managerial performance, viewing the 
organization strictly as a business enterprise. There would be 
no necessary relationship between the social-political and 
business-economic studies; it would be the task of program 
administrators to integrate such findings into their own 
broader comprehension of the program as a whole. 
Obviously, what may be gained in precision for evaluation 
research will be lost in comprehensiveness, insofar as total 
program experience and impacts are concerned. 

The second approach would be "concerned with what 
form the action-program actually took, and with the details 
of its interaction with its surroundings, from which may be 
formed an inductive assessment of consequences."20 
Evaluators would be given maximum freedom to assess 
program developments and impacts, deciding in the course of 
their work what does and what does not deserve emphasis or 
concentration. It has been argued elsewhere that this may, in 
fact, be the only potentially effective way of assessing overall 
program performance and effectiveness in the absence of 
specific program objectives clearly traceable in program 
operations to expected and intended results precisely stated 
in advance - conditions virtually impossible to meet in broad 
aim - opportunity programs. Evaluation in such cases 
"would be much more concerned with learning than with 
measuring." 21 

The two approaches are not mutually exclusive; indeed, 
they can be mutually reinforcing. But even relatively 
large-scale programs can be "over-evaluated," with teams of 

20Weiss and Rein, op. cit., p. 142. 

21 Ibid. 
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social researchers, specialist-technicians, and others trying to 
do too much, too soon, and in the process disrupting 
program administration and alienating program 
administrators. The approach taken will depend largely on 
what the program agency wants from evaluation research, 
what it is willing to pay for, and how much confidence it is 
willing to place in evaluation researchers. If the agency wants 
greater control and accountability, then the research design 
must be narrower and more specific, but the risks are thereby 
increased that research findings will be incomplete and 
fragmented and may even miss the point of the program. If 
the agency is willing to "trust" evaluators, allowing much 
more improvisation in an open""8nded research then it 
will be more likely that evaluation results will not be tailored 
to their specific needs for information or directly relevant to 
program adminstration, whatever may be gained in deeper 
understanding of program policy, experience, and impacts.22 

Given the present state of the art, and the demands 
placed on evaluators for "answers," the available alternatives 
may not be reassuring to agencies required to "prove" the 
effectiveness of their programs through evaluation research. 

As has been repeatedly emphasized, the single most 
important rule of evaluation research method, whatever the 
program, is that policy makers and administrators clearly 
define what it is they want to know. Prospective evaluators 
should work closely with them in formulating the problem. 
This is essential not only so that evaluators can respond 
intelligently to requests for program research, but, as 
important, so that there may be some basis for determining 
whether an evaluator or evaluation team possesses the skills 
and resources necessary to deal with, say, community survey 
work, management analysis ("efficiency studies"), or broad 
assessment of the incidence and extent of the problem to 
which the program is directed. 

22 A relevant and very sensible suggestion is that "if the 
policy-maker simply desires advice as to what he should do, he 
had better rely on the intuition of a man of wide experience and 
demonstrated understanding rather than on the intellectual skills 
and techniques of the social scientists." (Max F. Millikan, 
"Inquiry and Policy: The Relation of Knowledge to Action," The 
Hunwn Meaning of the Social Sciences [New York: Meridian 
Books, 1959], p. 165.) 
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CONCLUSION 

Evaluation research conducted under current conditions 
risks one or both of two types of failure. The first is a 
technical failure of evaluation research design that results 
from the attempt to define specific program objectives and 
measure specific program results that do not correspond to 
the actual breadth and scope of program aims. Such research 
provides incomplete and partial accounts of program effects. 
Consequently, administrators and other defenders of the 
program may charge that the evaluation research has 
underestimated or "missed the point" of the program. The 
second type of failure is political in character -- the research 
may indicate that the program is very weak and ineffective, 
and thus produces findings that are unacceptable to policy 
makers and administrators, who may have oversold the 
program in the first place and who have a major stake in 
program success, or at least the appearance of success. 

Program evaluation research will continue to be a 
precarious and sometimes futile undertaking so long as (1) 
evaluators attempt to focus on program effects that are either 
minimal or peripheral to broad ( or even vague) objectives, as 
conceived by administrators, and (2) administrators and 
policy makers have a significant political stake in any 
assessments of program effectiveness. Evaluation research can 
best search out and measure effects when programs have 
specific aims and are reasonably full-scale attacks on 
reasonably well-defined problems, and it can have an impact 
on decision-making when administrators insist less on 
"acceptable" findings and more on objective understanding 
of the determinants of program effectiveness. Neither 
condition appears to prevail today. 

This does not mean that evaluation research should not 
be done. Rather it indicates that the research should be 
designed to match more closely the scope and nature of the 
programs to be evaluated, and that it should be done with 
fuller awareness on the part of both administrators and 
researchers of the political and technical problems likely to 
be encountered. In some cases, program effects may be a 
secondary consideration, and emphasis may be placed on the 
evaluation of objectives, means, and their "fit" to widely 
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varying social and economic contexts and problem situations. 
In other cases, fairly well defined programs can be evaluated 
in more conventional ways, with a more direct focus on 
effects. But, by and large, evaluation research will ofteri need 
to take "softer" forms than are preferred by the more 
exacting methodologists among social researchers. It will also 
need to include policy and problem analysis within its scope, 
recognizing that what administrators can accomplish is in 
large part determined by the character and quality of the 
policy making processes that led to the establishment of 
their programs in the first place. 
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