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Abstract: When it comes to cancer-related fatalities, lung cancer is by far the most common cause. Early detection is the key to a successful 

diagnosis and treatment plan for lung cancer, just as it is for other types of cancer. Automatic CAD systems for lung cancer screening using 

computed tomography scans primarily involve two steps: the first step is to detect all potentially malignant pulmonary nodules, and the second 

step is to determine whether or not the nodules are malignant. There have been a lot of books published recently about the first phase, but not many 

about the second stage. Screening for lung cancer requires a careful investigation on each suspicious nodule and the integration of information 

from all nodules. This is because the presence of pulmonary nodules does not always indicate cancer, and the morphology of nodules, including 

their shape, size, and contextual information, has a complex relationship with cancer. In order to overcome this problem, we suggest a deep CNN 

architecture that is different from the architectures that are commonly utilised in computer vision. After the suspicious nodules have been formed 

with the modified version of U-Net, they are used as an input data for our model. First, the suspicious nodules are generated with U-Net. To 

automatically diagnose lung cancer, the suggested model is a multi-path CNN that concurrently makes use of local characteristics as well as more 

general contextual characteristics from a wider geographical area. In order to accomplish this, the model consisted of three separate pathways, 

each of which used a different receptive field size, which contributed to the modelling of distant dependencies (short and long-range dependencies 

of the neighbouring pixels). After that, we concatenate characteristics from the three different pathways in order to further improve our model's 

performance. In conclusion, one of the contributions that we have made is the development of a retraining phase system. This system enables us 

to address issues that are caused by an uneven distribution of picture labels. The experimental findings from the KDSB 2017 challenge demonstrate 

that our model is more adaptable to the described inconsistency among the nodules' sizes and shapes. Furthermore, our model obtained better 

results in comparison to other researches. 

Keywords: CNN, Image segmentation, CT scans, CAD systems. 

 

I. Introduction 

Lung cancer is the leading cause of death associated with cancer 

in every region of the world (Rebecca et al.2018; WHO 2018). 

According to a research that was published in 2018 by the 

World Health Organization (WHO), lung cancer has been 

linked to an estimated 1.76 million deaths worldwide (WHO 

2018). Lung cancer was responsible for an estimated 83,550 

deaths in the United States of America alone in 2018, out of the 

total number of deaths that were caused by cancer (Rebecca et 

al. 2018). It is anticipated that the number will be significantly 

higher in emerging countries. The major types of cancer for the 

estimated mortality by sex in the United States of America are 

presented in Figure 1. Lung cancer is the leading type of cancer 

in both males and females. Early detection and treatment of 

lung cancer, like that of other malignancies, is your best option 

for beating the disease. To this aim, the fundamental and most 

important stage in the early diagnosis and treatment of lung 

cancer is identifying the lung in order to determine whether or 

not it is infected by cancer, with improved screening methods 

leading to improved patient outcomes. According to the 

findings of the national lung screening study (NLST), screening 

using a low-dose helical computed tomography (CT) scan 

reduced the death rate by 20% when compared to single view 

radiography in high-risk demographics (The National Lung 

Screening Trial Research Team 2011). However, there is a high 

incidence of false positive results when screening for lung 

cancer, which drives up costs and causes anxiety for patients 

(Patz et al. 2014). The use of computer-aided diagnosis (CAD) 

for lung cancer results in a higher attention paid to early 

screening and a lower rate of false positive diagnoses. 

CAD of medical imaging using deep learning with CNN 

methods has achieved great success over the other state of the 

art for automated medical imaging applications (Alvarez et al. 

2012). These methods, for instance, are able to detect skin 

cancer metastases (Liu et al. 2017), obtaining significantly 

better sensitivity performance than human. This success comes 

on the heels of CAD's great success in natural image 

recognition and classification. Also, Kingsley et al. 2017 

tackled automatic lung cancer screening using 3D-CNN and 

found promising performance, although having certain 

shortcomings such as speed inference and memory efficiency. 

This study was published in 2017. However, the available 

automatic screening approaches for lung cancer have not 

proven results that are accurate and reliable enough for clinical 
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usage for any of the several reasons described in this research. 

Detecting lung cancer can be difficult for a number of reasons, 

including the following: 

• The intricate nature of the information that is 

contextualised within nodules. Because of the complex 

nature of the contextual information they include, the 

currently used algorithm for cancer screening has an issue 

with its accuracy, which makes it normally very difficult 

for doctors. 

• The size and form that cancer nodules have by their very 

nature The morphology of cancer nodules, as well as the 

morphology of nodules in general, can vary from one CT 

scan image of a lung to the next. During the screening 

process, ambiguity will be caused for the radiologist and/or 

oncologist as a result of the inconsistent shapes and sizes 

of cancer nodules. As a consequence of this, radiologists 

and/or oncologists may advise patients to undergo 

additional procedures such as monitoring, blood testing, 

and biopsies; as a consequence of this, it becomes a burden 

for patients. Not only is it difficult for humans, but it is also 

challenging for an algorithm to locate the features of cancer 

with their particular sizes and shapes. The variation that 

was stated among the nodules is illustrated in figure 2. 

 

 

Figure 1 Cancer kinds that account for the greatest proportion of 

estimated fatalities in the United States in 2018 (Rebecca et al. 2018) 

 

Figure 2 In the KDSB 2017 dataset, there are several examples of 

nodules of varying sizes and shapes. Topping: the entirety of the 

slice. At the bottom, the magnified versions of their respective 

images 

 

The degree to which neighbouring pixels are accurately 

modelled can be used to differentiate between methods for 

detecting cancerous and noncancerous lung nodules using 

CNN. This is because the modelling of both long and short  

range dependencies is what determines the accuracy of model 

learning. Most of the time, CNN models that are used to identify 

lung cancer make use of receptive field sizes of 3x3, 5x5, or 

7x7 in order to model dependencies in a single pathway 

([5],[9],[20]). Although these methods provide significantly 

higher performance than the conventional methods for 

detecting lung cancer, they do not jointly incorporate the local 

and global range dependencies that are necessary for accurate 

diagnosis. By way of illustration, one can deduce from Figure 

3 that the values gi1, gj1, and gk1 represent the corresponding 

outputs of the receptive fields Ri, Rj, and Rk when convolution 

is applied. The receptive field Ri is approximated by gi1, which 

means that all of the pixels of Ri are approximated by gi1 

through the use of convolution. The same may be said about gj1 

and gk1 as well. In light of this, the entirety of the feature maps 

are modelled. However, if we look at what gi1, gj1, and gk1 

compute, we can see that they are significantly different from 

one another. This is because the receptive field size that was 

employed was different in each case. The optimal size is 

determined on the work at hand. As a result, it is essential to 

create an architecture that takes into account the influence of 

receptive field size on an average level. 

 

Figure 3 An illustration showing the different sizes of receptive 

fields. On the left is a feature map that has three separate receptive 

fields (Ri, Rj, and Rk), and on the right is the convolutional output 

that corresponds to those fields. The image in the backdrop is a 

sample of a nodule. 

In addition, the current models are plagued by a lack of labelled 

data as well as an imbalance between the different classes of 

data. For instance, the malignancy to benign ratio in the CT scan 

used in the KDSB 2017 challenge dataset is 1:7. This indicates 

that there is a significant imbalance in the data. In this research, 

we offer a multi-path Convolution neural network which we 

refer as mp-CNN that, in general, we provide as a flexible and 

adaptive model that can be used to detect lung cancer. The 

purpose of this paper is to address the issues indicated above. 

Our strategy takes into account these significant difficulties by 

virtue of the way the model was developed and constructed. The 

architecture of the suggested multi-path CNN is comparable to 
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that of the conventional CNN; nevertheless, there are structural 

differences between the two. It contains three different courses, 

and each of these three different paths is designed to mimic 

distant dependencies (pixels that are nearby). In general, our 

architecture is created in a cohesive shape so that it can deal 

with the numerous distant connections. The topic of unequal 

class representation is also addressed. The following is a 

condensed version of our work: 

• We provide an original automatic multi-path architecture 

that can be utilised by CNN to detect lung cancer. It is 

developed to learn the varied size and shape characteristics 

of cancerous and non-cancerous nodules. 

• We implement a technical strategy that includes a 

retraining phase so that we can address the critical issue of 

class imbalance. The contribution is broken down into its 

component parts in Section 3.1. 

• In order to polish the model performance and improve its 

correctness, we additionally derived three routes by 

concatenation (and averaging). 

 

The remaining parts of this work are structured as described 

below. In the second section, a quick review of relevant works 

is presented. In Section 3, we will present the dataset that was 

used as well as the pre-processing (segmentation of the lung, 

detecting the suspicious nodule and training U-Net). The 

proposed multi-path CNN is broken down into its component 

parts and detailed explanations of each path are provided in 

Section 4. The experimental results and discussions are 

presented in an organised manner in Section 5, and the study is 

brought to a close in Section 6. 

 

II. Related work 

An automatic lung cancer detection algorithm can help a 

specialist better understand medical images, which enables 

medical image analysis to be performed with a higher level of 

sensitivity and specificity—something that is extremely 

important for patients. In[18], identification of lung cancer has 

significantly increased in last several years. 

In general, there are many different techniques to image 

detection, particularly those that are devoted to lung cancer. 

These image detection methods can be grouped into two 

categories: those that are based on handmade models and those 

that are based on discriminative models. The painstakingly built 

models are founded on in-depth knowledge of the subject 

matter, specifically the existence of malignant and non-

cancerous nodules. The appearance of the nodules is difficult to 

characterise, and the currently available handcrafted models 

typically misscreen as non-cancerous or cancerous nodules, 

which deviate from the normal one [3,12]. On the other hand, 

in contrast to models that are handmade, discriminative 

approaches make relatively minimal use of prior knowledge 

regarding the anatomy of the lungs. It concentrates the majority 

of its efforts on the extraction of low-level features, explicitly 

modelling the link that exists between these labels and features 

of the value that is delivered. 

The more current discriminative models that were developed to 

identify a picture are presented here. The majority of these 

methods are geared at the detection of two-dimensional images. 

In the first phase of the Faster-RCNN algorithm [25], several 

proposed bounding boxes are generated, and the second phase 

involves the computation of a class decision. In more recent 

methods, there is only one stage, in which class probabilities 

and bounding boxes are instantly predicted [24]. In general, 

one-stage procedures are more efficient, although two-stage 

ones are superior in terms of accuracy. In the case of the 

detection of objects belonging to a single class, the second stage 

of the approaches consisting of two stages is no longer desired, 

and as a result, the approaches degenerate into methods 

consisting of a single stage. 

An expansion of image detection using CNN from two 

dimensions to three dimensions is also being studied. Taking a 

CT image as an example, researchers [2],[5],[9] have used 3D 

CNN with multi-stage CNN and have produced relatively 

encouraging results. When it comes to our day-to-day work, this 

is a fairly common difficulty that arises when attempting to 

diagnose lung cancer. In addition, these methods do not take 

into consideration the issues that were discussed earlier in this 

article, whereas this paper addresses the issues that were 

discussed earlier. 

III. Dataset and Pre-processing  

3.1 Dataset 

KDSB-2017 competition served as the basis for our model's 

training (KDSB 2017). The dataset is in DICOM format, which 

includes patient data (as shown in Chart 1). It includes labelled 

information for 2101 patients, with a label of 0 indicating that 

the patient does not have cancer and a label of 1 indicating that 

the patient does have cancer. A CT scan will typically consist of 

between 100 and 400 images, each of which is a two-

dimensional axial slice. The quantity of images that make up 

the CT scan will vary from patient to patient. These images of 

the 2D axial slice are used to train the model after some 

preprocessing has been performed on them. 

We decided to use LUNA16 Challenge dataset because the 

Kaggle dataset on its own was not adequate to correctly 

categorise the validation set. The LUNA16 dataset includes 888 

entries. The CT images that are included for each patient in the 
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LUNA16 dataset are also 512 by 512 pixels, just like those that 

are included for the KDSB dataset. 

We split the dataset into 2 parts which are validation set and 

training set of size 178 and 710 repectivily. We are able to 

segment potentially suspicious nodules on KDSB CT scan 

pictures with the assistance of the trained U-Net (which means 

U-Net is already trained with KDSB dataset). Following the 

approximation of the suspicious nodules regions, the resulting 

images are then separated into a test, validation and trained set 

so that our suggested architecture may be trained using them. 

Figure 6 presents the segmented results of U-examination Net's 

of the suspicious nodular samples. 

The information that was collected by the KDSB in 2017 had a 

significant statistical imbalance, with 70 percent of the patients 

being cancer-free and rest are suffering from cancer. Choosing 

patches that are healthy are influential on the model, which will 

have a negative impact on the accuracy of the training for CNN 

models. 

In order to get around this problem, we first constructed our 

dataset in such a way that both labels had the same probability. 

We execute data augmentation [10] on images with a label of 1 

and training in order to make them equally probable. This 

allows us to make them equivalent in terms of their likelihood. 

Next, we take into account the imbalanced dataset and will do 

the retraining of outer most layer only (i.e., we maintain the 

weight of remaining layers same), this time using a label 

distribution that is more typical of the whole. We will have the 

most success if we proceed in this manner. 

 

 

Figure 4 Input 2D CT slice (on the left), along with its threshold-

based segmentation mask (right). 

3.2 Data Pre-processing  

3.2.1 Lung Segmentation  

In a CT scan of a lung, in addition to the lung itself, images of 

other tissues, such as bone, air, blood, and water, are also 

included. These compounds are not significant; yet, the fact that 

they are present has an effect on how well the model can 

characterise the nodules; hence, we have to rule them out. 

The Hounsfield unit (HU) is the quantitative scale that is used 

for quantifying radio-density. Each CT scan of KDSB consists 

of numerous 2D axial slices with pixel values ranging from -

1024 to 3071. These values correspond to the Hounsfield unit. 

Figure 5 depicts the distribution of pixel HU across various 

axial slices for the example patient photos that were used. The 

radio-densities, measured in HU, that are typical for the various 

materials seen in CT scans of the lung are listed in Chart 3. 

Some methods of segmentation remove the mask of the lung in 

order to exclude such tissues, while leaving the detection stage 

open for all other types of tissue. The methods of thresholding 

(Alakwaa et al. 2017), clustering (Rao et al. 2016), watershed 

(Ronneberger et al. 2015), and k-means are frequently utilised 

by researchers. [Citation needed] (Gurcan et al. 2002). We 

filtered the 2D image with a Gaussian filter using thresholding, 

and then we normalised the pixel value to be between 0 and 1 

by setting the threshold to a value of -600. This was done for 

each 2D slice. Figure 4 displays a lung segmentation mask that 

was constructed by thresholding, together with the original 2D 

CT slice that was taken of a sample patient. 

We convert the image from HU to UINT8 as part of the process 

of getting the data ready for the network. After that, the raw data 

are trimmed within the range of 

[-1024, 3071], and then they are linearly shifted to [0, 255]. 

(Fig. 5). 

 

3.2.2 Nodule Detection  

In accordance with [22], we segregate suspicious nodules by 

training hybrid v.U-Net (we adjust some parameters of U-Net, 

such as model depth, kernel and input size) on LUNA 16 data. 

Chart 2 contains information on the changed U-parameter Net's 

settings. 

During the training phase, the modified model receives an input 

of size 256 by 256 slices of 2D CT data, and the labels that 

correspond to those slices are generated by masking 256 by 256, 

with nodule pixels having a value of 1 and the rest having a 

value of 0. 

An image with the same dimensions as an input is produced as 

a result of running this model. The likelihood that a given pixel 

is part of a nodule is represented by a number between 0 and 1 

and is assigned to each pixel in the output. In order to make use 

of this information, the slice that belongs to label 1 of the 

softmax on the last U-Net layer is taken. 

After that, the segmentation of the KDSB CT scan slices is 

carried out using the trained U-Net. These candidates vary in 

both size and shape, and because of this, we categorised them 

as test, validation and train sets in order to train the multi path 

Convolution Neural Network. (Chart 3) 
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Chart 1 Some of the data from the KDSB 2017. 

 

 

Figure 5 HU pixel distribution as well as example images obtained at 

various axial slices. 

 

 

Chart 2 Parameters for U-Net 

 

 

Chart 3 Radio densities, measured in HU[11] 

 

Figure 6 U-Net imaging of potentially malignant nodule samples 

IV. Proposed Mp- Convolution Neural Network method 

4.1  Multi Path Convolution Neural Network architecture  

Currently, CNN's workings points to a rather straightforward 

architecture consisting of one pile including multiple 

convolutional layers. This architecture is the one that is used the 

most frequently in actual implementations. However, one may 

create alternative architectures that have a chance of being 

suited for the problem that is currently being considered. 

The variety in nodule size, shape, and the contextual factors that 

surround them are some of the primary obstacles that must be 

overcome in order to successfully diagnose lung cancer using 

CNN, as we have already indicated. Because of these obstacles, 

the currently available CNN-based lung cancer detection 

models have an issue with their level of accuracy. The receptive 

field size's ability to exert an influence on the modelling of 

distant dependencies is one of the factors contributing to the 

aforementioned difficulties. 

In this study, we construct a Convolution Neural Network that 

has convolutional layers with multiple path. This means that the 

path takes into consideration different receptive field sizes, 

ranging from small to medium to big. These routes are referred 

to as 1st , 2nd , and 3rd path, respectively. 

The first, second and third path has a receptive field of size 

3by3, 5by5, and 7by7 respectively. One might wonder at this 

juncture if a receptive field size that is 3 by 3 or 7 by 7 would 

be more suitable. The answer is not objective; rather, it is 

contingent upon the activity. For study purpose, we will 
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concentrate on certain receptive field sizes. In addition in the 

design we concatenate several feature maps that originate from 

last layer which is a convolutional layers. These feature maps 

assist the model in improving its ability to forecast. The forecast 

of a pixel's label being favourably influenced in a positive way 

by the following factors served as the impetus for the 

development of this architecture design. 

• information regarding the surrounding neighbourhood 

pixels and the visual features of the area 

• contextual information. 

Additionally, the concatenation layer assists in determining 

significant features from the three pathways. This assists in the 

modelling of long-term and short-term relationships, which 

means that features located in the same areas are represented in 

a more accurate manner. Figure 7 is an illustration of the entire 

building, and Chart 4 lists the parameters of the architecture. 

This architecture is referred recognised as a multi-path 

Convolution Neural Network. 

 
Figure 7 Architecture of a CNN with several pathways. 

 

 
Chart 4  Mp- CNN setup for parameters 

4.1.1 First path 

This CNN path is the path with a reduced 3x3 receptive field 

size, and its purpose is to simulate the short-range dependencies 

between neighbouring pixels. It consists of four convolutional 

layers, the first three of which are followed by maximum 

pooling on a scale of 2x2 while the fourth layer is followed by 

maximum pooling on a scale of 4x4. The maximum pooling 

size of 4 by 4 is used because we want the spatial size of feature 

maps to be comparable to that of other pathways. It makes it 

possible for us to effortlessly combine many feature maps. As 

input, the first convolutional layer receives pre-processed 2D 

slices of lung pictures with the dimensions 128 by 128 by 1, and 

it filters the data using 64 filters with the dimensions 3 by 3. 

After max-pooling, the output of the first layer is used as input 

for the second layer's convolution operation. This operation 

uses 64 kernels, each of which is 3 by 3, and applies them to 

feature maps that are 64 by 125 by 125. In a similar manner, the 

third layer, after the max pooling step, uses the output of the 

second layer as an input and performs convolution using 64 

filters of size 3 on feature maps that are 64 by122 by 122. Last 

but not least, the output of the third layer with a size of 64 by119 

by 119 is used as the input for the fourth layer of this path, 

which then performs convolution using 64 filters with a size of 

33. After 4x4 maximum pooling, it is abundantly clear that this 

layer has a 64 by114 by 114 output size. After that, the output 

of the third layer is combined with the output of the final layer 

of the remaining two routes via a process known as 

concatenation. 

 

4.1.2 Second path 

This is a path that has a medium receptive field size of 5 by 5, 

and its purpose is to mimic the average short-range and long-

range dependencies of neighbouring pixels. This path is more 

effective at modelling the lung nodules that are medium in size 

and have a variety of shapes. On the other hand, the larger and 

smaller nodules are more effectively modelled by using a larger 

receptive field and a smaller receptive field, respectively. 

Concatenation of the results from the three different paths 

improves performance. The path consists of three convolutional 

layers, and after each of those layers comes a maximum pooling 

of 2 by 2. In a manner analogous to the first path, the first layer 

of this path accepts as an input pre-processed two-dimensional 

slices of lung cancer, and then applies sixty-four filters of size 

five by five to them. Following an application of max poling to 

the output of the layer that came before it, that output is then 

utilised as the input for the second convolutional layer. After 

applying 64 filters of size 55 to the input data, the system 

generates feature maps with a size of 64 by 119 by 119 (that is, 

64 feature maps each with a spatial size of 119x119), and this 

happens after max pooling. The input data has a size of 

64x123x123. The outputs of the previous layer are then taken 

into account by the subsequent layer, which is referred to as 

layer three, and another convolution operation with 64 filters of 

size 5x5 is performed on them. 
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4.1.3 Third path 

Long-range dependencies are the focus of this route's 

investigation. It consists of two layers of convolutional 

processing, followed by maximum pooling on a size 22 grid. 

The first layer has inputs measuring 128 by 128 by 1, and it 

applies convolution to this input using 64 filters measuring 7 by 

7, which results in outputs measuring 64 by 122 by 122 feature 

maps. After being subjected to the maximum pooling, it is then 

used as the input to the second layer. The identical action is 

carried out by the second layer, but this time with 64 filters that 

are each 7 by 7, and the output is 64 by 115 by 115. After the 

2x2 max pooling step, its output is combined with the output of 

the final convolutional layer of the other two routes during the 

concatenation step. 

4.1.4 Concatenation  

The output of the final convolution layer of each path is 

concatenated, and then this concatenation is convolved with 

192 filters that have a size of 114 by 114, and then a soft-max 

function is used to predict the input. This helps to average out 

the effect that the size of the receptive field has on the output. 

In most cases, the application of a multi-path model with 

concatenation is the most effective way to both harness the 

efficacy of CNNs and describe the relationships between 

neighbouring pixels in a more accurate manner for the detection 

task. 

This kind of joint detection model requires far more processing 

power than a feedforward pass through a CNN would. When 

deciding whether or not to incorporate automatic lung cancer 

detection into our day-to-day operations, this is a very 

important step that needs to be taken into consideration. 

In this section, we will discuss the CNN model, which 

simultaneously models remote relationships while maintaining 

the efficiency of CNNs. Since we would like the final prediction 

to be biased by the model's views about the labels of the 

neighbourhoods, we proposed adding the output probabilities 

of a third and second CNN as additional inputs to the layer of 

the first CNN. This was done because we would like the final 

prediction to be biased by the model's views about the labels of 

the neighbourhoods. Specifically, we accomplish this by 

chaining together many convolutional layers. In this particular 

instance, we join the final convolutional output layers from 

each path of the CNN together. 

4.2 Training  

Using the output of the CNN as a model for the distribution of 

detection labels, a popular training strategy is to either 

maximise the probability of all labels in the training set or 

minimise the negative log-probability. This is done by 

expressing the output of the CNN as a model (eq.6) 

 

every lung slice that was given a label. In order to accomplish 

this, we make use of the stochastic gradient method, which 

involves selecting labels Yi,j multiple times at a random subset 

of patches within each lung, determining the mean negative log-

probabilities for this mini batch of patches, and performing a 

gradient descent step on the CNN's parameters (i.e., the weight 

at all layers). Only a select few of the patches have had their 

versions updated by us. Because of this, we are able to avoid 

having to process the entire slice of the lung for each update 

while still providing sufficient updates for learning. This is a 

win-win situation. To be more specific, we implement this 

strategy by constructing a dataset consisting of mini batches of 

smaller slices of lungs image patches that are associated with 

the equivalent detection label as the target. We make use of the 

momentum strategy to improve the performance of our model 

because it has proven to be effective in the past (Krizhevsky et 

al. 2012). This tactic was utilised by us in (Eq.7 & Eq.8) 

 

where Wi stands for the parameters of the CNN at iteration I Wi 

is the gradient of the loss function at Wi, vi represents the 

integrated velocity with a starting value of zero, stands for the 

learning rate, and is the momentum coefficient. The beginning 

momentum will be equal to 0.5, and the ultimate momentum, 

will be equal to 0.9. Additionally, the learning rate of 0.005 is 

decaying exponentially with a factor of 0.1 for the decay. 

V. Experimental results and discussion 

5.1 Experiment setup 

We implement an experiment on one of the deep learning 

libraries known as tensor flow (Martin 2016) while using Kera 

as the backend. It is compatible with graphics processing units 

(GPUs), which significantly speed up the calculation of deep 

learning algorithms. Chart 4 provides information on a variety 

of our model's hyper-parameters, including filter size, 

maximum pooling size, architectural depth, and others. These 

particular hyper-parameters were selected because they allowed 

our models to achieve the highest possible scores on the 

validation set. We used a stride 1 for both the convolutional and 

the max-pooling layers of the model. This helps us to maintain 

the accuracy down to each individual pixel. According to the 

findings of our experiment, including additional convolutional 

and max-pooling layers on the third route does not improve the 

results. Furthermore, we discovered that including additional 
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features did not result in any meaningful improvement. Because 

of this, we keep the layer depth of our model to a minimum. We 

randomly initialise the weights using the uniform distribution 

U(-0.005, -0.005), and with the exception of the softmax layer, 

where we initialise the weights to be the log of the label, biases 

are set to zero. Weights are initialised using this method. 

5.2 Evaluation metrices 

We compute specificity, S, recall, R, and accuracy, A, in 

equations 9, 10, and 11 respectively to determine how well our 

model performs: 

 

𝑆 =
𝑡𝑛

𝑡𝑛 + 𝑓𝑝
 

 

𝑅 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 

 

𝐴 =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑓𝑝 + 𝑓𝑛 + 𝑡𝑛
 

 

where the number of true positives, the number of false 

positives, the number of false negatives, and the number of true 

negatives are denoted by the symbols tp, fp, fn, and tn, 

respectively. The results of these equations can be converted 

into a percentage by multiplying them by 100. 

 

5.3 The Pre-process Stage 

In the beginning, we trained our model using the unprocessed 

KDSB dataset, which did not include any nodule detection or 

lung segmentation. After that, we trained the mpCNN while 

excluding tissues like water, air, and bone; nonetheless, the 

results were still unsatisfactory. As a result, in order to enhance 

the performance of our model, we carried out segmentation and 

detection on the raw images. Following the application of 

thresholding to segment the lung, U-Net was utilised to search 

for potentially malignant nodules. The trained U-Net model was 

applied to the data in order to identify the region of the lung that 

would contain suspicious nodules (cancer or non-cancer 

nodules, respectively) (KDSB dataset was used). The 

experimental findings suggest that the performance of the 

multi-path convolutional neural network (mp-CNN) can be 

improved by using Thresholding and U-Net before directly 

deploying the network. The results of our model accuracy are 

displayed in Chart 5 and Figure 8 respectively, both with and 

without the pre-processing stage. The use of the pre-processing 

stage led to an improvement in the accuracy of the mp-CNN, as 

can be seen in the Chart. Additionally, one can see from Fig. 8 

that the accuracy of the mp-CNN model improves with an 

increase in the number of training steps that are carried out 

when the pre-processing stage is carried out. mp-CNN that was 

trained with the pre-processing stage has an average accuracy 

that is 3.6 percentage points higher than mp-CNN that was not 

trained with the aforementioned pre-processing stage. Based on 

the results of the experiments, we discovered that the joint 

segmentation and detection pre-process that we utilised resulted 

in an improvement in the performance of the suggested mp-

CNN. 

 

 
Chart 5  Accuracy of pre-processing stage 

 

 
Figure 8 multiple path Convolution Neural Network model results. 

 

5.4 The Multipath Architecture 

As was indicated before, in contrast to the conventional CNN, 

the mp-CNN is comprised of three distinct channels. These 

pathways have been developed to more accurately simulate the 

local and global dependencies of the pixels that are adjacent to 

them. The first and second paths concentrate more on the 

particulars (local dependencies), whereas the third path is 

concerned with the information that is contextual (global 

dependency). The model operates more effectively as a result 

of our attention on both the background and the details. In order 

to have a clearer understanding of how the joint training of these 

pathways improves performance, we will first discuss the 

findings of each route individually, and then we will discuss the 

results of averaging the output of each pathway after it has been 

trained independently. Due to the fact that we additionally have 

to cope with the class imbalance of the labelled dataset, we 

retrain the model using the strategy that is outlined in Section 

3.1. In order to understand how the two different phases of 

training interact with one another, we must first consider the 

outcomes of both of the training sessions individually, namely 

the outcomes of the initial training phase as well as the 
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retraining phase. The CNN models that only contain the first 

path, the second path, and the third path are referred to by us as 

the f-CNN, s-CNN, and t-CNN models, respectively. 

Additionally, the CNN model that takes the average output of 

all three paths is referred to as a-CNN, while the CNN model 

that takes into account all possible paths is referred to as mp-

CNN. A superscript's' indicates that the second phase of training 

has begun. 

Chart 6 presents the quantitative findings that resulted from 

these changes. The results of the mp-CNN and f-CNN with 

single and retraining phase are included in the Chart, as well as 

the results of the s-CNN, t-CNN, and a-CNN with only 

retraining phase. It is clear from looking at the Chart that the 

initial option, which consisted of only one training phase, came 

in lowest place. However, adding a retraining phase to the 

model resulted in a significant improvement to its performance.  

This demonstrates the following: 

• When compared to training each pathway separately and 

then averaging the results, collaborative training of all 

pathways yields superior performance. 

• The retraining step contributes significantly to the overall 

improvement of the performance of the multi path 

Convolution Neural Network. 

 

Indeed, the performance of a-CNNs is worse than that of f-

CNNs due to our belief that t-CNN performance is poor. The 

mp-CNNs model is the one that performs the best overall. 

Performance of our model are compared to the most recent and 

cutting-edge methodologies that have been published for 

detecting lung cancer demonstrated in Chart7. The Chart 

demonstrates that mp-CNNs fared better than any of the others. 

Results that our model has produced are comparable to those 

that were produced by the model that won the KBSB 2017. 

 

 

Chart 6 Performance of multi path-CNN model and its several 

iterations 

 

 

Chart 7 On the KDSB 2017 test set, a comparison of our models to 

the most advanced approaches currently available 

5.5 Size and shape Effect  

We assessed the performance of our model by selecting 50 large 

cancer nodules, 50 small cancer nodules, all of which had 

different forms from the KDSB 2017 challenge. The results that 

were obtained are presented in Chart 8. As can be seen from the 

Chart, our mp-CNNs model properly predicted 98 percent of 

the 50 larger cancer nodules that were picked, however it only 

accurately predicted 94 percent of the 50 smaller cancer 

nodules that were selected. In addition, the performance of our 

model is superior when applied to larger nodules as opposed to 

smaller nodules. Our mp-CNNs offers superior performance 

outcomes when compared to certain other approaches for 

detecting lung cancer [1][6][9][22]. These studies were 

published in 2017. In general, we have demonstrated that the 

proposed multi-parameter or path convolutional neural network 

diagnosis better as well as addresses the problem of variability. 

 

 

Chart 8 The performance of our model within the size and shape 

context, as well as its comparison with alternative techniques 

VI. Conclusion 

In this research, we presented a strategy for the automatic 

identification of lung cancer that makes use of deep 

convolutional neural networks. We looked at a number of 

different architectures and examined how they affected the 

overall detection performance. The result that was conducted 

on Kaggle Dataset Science Bowl 2017 validates that we were 

successful in improving upon the existing methods in terms of 

specificity, sensitivity, and accuracy using our best model. 

Because both long and short range dependencies are modelled 

in an accurate manner, we are able to achieve a higher level of 

performance with the assistance of an innovative multi-

pathway architecture. This architecture is able to model the lung 

nodules in a variety of sizes and shapes. The training technique 
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consists of two stages, which enabled us to effectively and 

efficiently train CNNs despite the imbalance in the class 

distribution of labels. The speed of the resulting detection is 

attributed to the characteristics of Convolution Neural Network 

models and the GPU machine. In general, as compared to 

existing methods for detecting lung cancer using Convolution 

Neural Network models, our method is more flexible. It is also 

more able to manage variations in form and size of nodules, and 

it can better label class balancing. 
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