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Abstract— Revolutionizing Autism Spectrum Disorder Identification through Deep Learning: Unveiling Facial Activation Patterns. In this 

study, our primary objective is to harness the power of deep learning algorithms for the precise identification of individuals with autism 

spectrum disorder (ASD) solely from facial image datasets. Our investigation centers around the utilization of face activation patterns, aiming to 

uncover novel insights into the distinctive facial features of ASD patients. To accomplish this, we meticulously examined facial imaging data 

from a global and multidisciplinary repository known as the Autism Face Imaging Data Exchange. Autism spectrum disorder is characterized by 

inherent social deficits and manifests in a spectrum of diverse symptomatic scenarios. Recent data from the Centers for Disease Control (CDC) 

underscores the significance of this disorder, indicating that approximately 1 in 54 children are impacted by ASD, according to estimations from 

the CDC's Autism and Developmental Disabilities Monitoring Network (ADDM). Our research delved into the intricate functional connectivity 

patterns that objectively distinguish ASD participants, focusing on their facial imaging data. Through this investigation, we aimed to uncover the 

latent facial patterns that play a pivotal role in the classification of ASD cases. Our approach introduces a novel module that enhances the 

discriminative potential of standard convolutional neural networks (CNNs), such as ResNet-50, thus significantly advancing the state-of-the-art. 

Our model achieved an impressive accuracy rate of 99% in distinguishing between ASD patients and control subjects within the dataset. Our 

findings illuminate the specific facial expression domains that contribute most significantly to the differentiation of ASD cases from typically 

developing individuals, as inferred from our deep learning methodology. To validate our approach, we conducted real-time video testing on 

diverse children, achieving an outstanding accuracy score of 99.90% and an F1 score of 99.67%. Through this pioneering work, we not only 

offer a cutting-edge approach to ASD identification but also contribute to the understanding of the underlying facial activation patterns that hold 

potential for transforming the diagnostic landscape of autism spectrum disorder. 

Keywords- Residual Attention networks; Autism Spectrum Disorder;Face Recognition, Image processing;Convolution Neural Networks;Real-

Time;Deep Learning; 

 

I.  INTRODUCTION  

Given the context of this issue, this objective can be 

leveraged to differentiate facial methodologies among children 

diagnosed with autism. Autism spectrum disorders encompass 

a range of neurodevelopmental conditions characterized by 

challenges in social interactions, communication, restricted 

interests, and repetitive behaviors (American Psychiatric 

Association, 2000) [1]. Despite the challenges in assessment, 

the recognition of emotional expressions in the faces of autistic 

children is comparable to that of typically developing children 

[2]. Analyzing the behaviors of these children holds paramount 

importance in the early detection of developmental disorders 

such as autism spectrum disorder. The early identification of 

autism-related issues in children is pivotal, enabling timely 

interventions to enhance their growth and accurate diagnosis 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 11s 

DOI: https://doi.org/10.17762/ijritcc.v11i11s.8160 

Article Received: 26 June 2023 Revised: 15 August 2023 Accepted: 08 September 2023 

___________________________________________________________________________________________________________________ 

 

    334 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

[3]. Existing research into autism spectrum disorders indicates 

that observable symptoms can emerge as early as the end of the 

child's first year of life. Many of these studies involve 

scrutinizing frame-by-frame videos and analyzing the child's 

innate behaviors [4]. Children with autism spectrum disorders 

struggle to grasp the overt mental and emotional states of those 

around them. This difficulty in comprehending the emotions of 

others hinders interpersonal communication among these 

individuals [2]. 

In alignment with the aforementioned insights, it becomes 

evident that a distinction exists in facial expressions between 

children facing autism challenges and their typically 

developing counterparts. Consequently, the present study was 

conducted with the objective of delving into the divergence 

observed in outward emotional expressions on the faces of 

individuals. This exploration further aimed to establish a 

connection between these expressions and the severity levels of 

autism spectrum disorders, thereby enhancing our 

understanding of the stratification of children dealing with 

autism-related concerns. 

II. COMPARATIVE FACIAL EXPRESSION ANALYSIS 

IN AUTISM SPECTRUM DISORDER 

Numerous endeavors have been dedicated to the 

recognition and analysis of autism spectrum disorder. In the 

subsequent sections, several methodologies are briefly 

expounded upon: 

J. C. McPartland et al. [4] employed eye-tracking 

techniques to assess visual accuracy concerning faces and 

objects among adults with autism spectrum disorders and their 

neurotypical counterparts. The study conducted a systematic 

examination of the impact of static visual stimuli's quality on 

visual precision. Four sets of homogenous control stimuli were 

employed, differing in the perceived similarity to human faces. 

Two groups, comprising neurotypical individuals and subjects 

with ASD1, were scrutinized in terms of their visual accuracy. 

Notably, both groups exhibited higher precision in the upper 

region of visual stimuli, while experiencing lower accuracy in 

the lower regions. 

The principal distinction between these two groups lies in 

their visual focus when observing faces, 3D objects, and 

geometric patterns. Individuals with ASD exhibited a 

propensity to direct more accurate visual attention to the upper 

sections of the visual stimuli. 

In another study, J. Hashemi et al. [1] emphasized the 

paramount importance of early detection in developmental 

disorders, particularly concerning children, as it enables 

essential interventions for improved growth and accurate 

prognoses. Existing research into autism spectrum disorders 

highlights that social indications can emerge as early as the 

latter part of a child's first year. Many of these investigations 

encompass frame-by-frame video analyses, delving into the 

child's innate behaviors. While these methods are nonintrusive, 

their implementation demands a substantial level of expertise, 

rendering them unsuitable for widespread research purposes 

involving extensive populations. This study represents the 

initial phase in a comprehensive project aimed at early child 

assessment through nonintrusive means, facilitating the 

identification of risks and neurodevelopmental issues. The 

study's focus was directed at the implementation of visual 

computer tools to measure and identify social symptoms of 

autism spectrum disorders among infants within the Autism 

Observation Scale for Infants (AOSI) framework. 

Particularly, their focus lies in enhancing response reaction 

algorithms to assess overall risk and activities associated with 

the Autism Observation Scale for Infants (AOSI), a tool that 

tracks children's visual attention by monitoring their facial 

responses. The findings of this investigation, involving 

assessments by both expert and non-expert clinicians, indicate 

that the computer-based visual tool can capture social 

observations and enhance behavior assessments beyond those 

obtained through traditional clinical evaluations. 

In a study by K. G. Smitha et al. [2], the challenge faced by 

children with autism in comprehending the emotional and 

mental states of those around them is highlighted. The inability 

to grasp the emotions of others impedes interpersonal 

communication [2]. Although various algorithms have been 

introduced for emotion recognition, they are primarily designed 

for training computers and often lack portability for practical 

use. This study focuses on the ongoing and simultaneous use of 

Principal Component Analysis (PCA) to identify the most 

viable method for implementing a portable emotion recognition 

system for children with autism. Test results of this system 

demonstrate an 82.3% accuracy in detecting emotions in words 

containing eight characters. 

Despite extensive research on facial expression recognition 

among children with autism, most studies have employed 

alternative stimuli [5, 6] or exposed participants to a broad 

array of stimuli [7, 8, 9], while some have concentrated on a 

limited set of basic emotions [10, 11]. Other contributors in this 

field include Clander et al [12], Joylee et al. [13], and Vallacher 

et al. [14]. 

Moving forward, we delve into automated techniques for 

facial recognition. A. Ayesh et al. [15] posit that emotions have 

been a longstanding subject of investigation and discourse in 

philosophy and psychology. However, in artificial intelligence, 

the emergence of emotions as a research topic occurred just 

over two decades ago. By the year 2000, a shift was observed 
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in how emotions were perceived and their connection to human 

reasoning and human-computer interaction. This 

transformation continued in the subsequent years, albeit 

gradually, making Computer Emotion one of the most 

prominent research domains within artificial intelligence and 

cognitive systems. 

This paper contributes to the advancement of the field by 

translating psychological theories related to emotions into 

practical machine models using computation. These models 

possess a generality that independently applies to applications, 

a characteristic not often found in existing models. The 

researchers have selected two psychological theories, the Sense 

Psychology Theory (Milenson) and Sherer's Visionary 

Theories, that can be translated into algorithms. They 

meticulously compare the computational interpretations of 

these psychological models, providing a comprehensive 

theoretical foundation akin to Type-1 Fuzzy Logic. 

Furthermore, they present the partial implementation and 

analysis of these generalized computational models. 

In a separate study, M. K. Mandal et al. [16] delve into the 

most prevalent methods for facial recognition in images. 

Detecting faces in images serves as the initial step in 

computationally and automatically recognizing emotions from 

facial expressions. The study subsequently investigates various 

approaches recently explored for the automated recognition of 

emotions from facial expressions. The subsequent section 

addresses the methodologies of emotion detection from facial 

expressions within mental and neurological studies. The 

authors then detail the algorithmic and mathematical intricacies 

of an automated algorithmic framework for extracting emotions 

from facial images. These advancements are deeply rooted in 

techniques such as neural networks, machine learning, genetic 

algorithms, and principal component analysis. Additionally, a 

specific algorithm is introduced, outlining a feature for emotion 

recognition within video images. 

For G. Palestra et al., automatic facial expression detection 

holds considerable significance due to its substantial impact on 

various pivotal applications in the realm of human-computer 

interaction [17]. Many applications require rapid functionality, 

yet most existing methods fail to meet this demand. 

Mathematical features are often favored for their computational 

efficiency; however, some methods utilize an excessive number 

of features without encompassing all possible mathematical 

features. Addressing this issue, the researchers propose an 

automatic facial expression detection system utilizing 32 

mathematical facial features, comprehensively covering one 

side of the face. The research findings indicate that the 

presented approach achieves a diagnostic accuracy of 95.46% 

within the 6-level facial expression set and 94.24% within the 

7-level facial expression set. 

T. D. Ngo et al. [18] emphasized that conversational agents 

have recently garnered significant attention within the realm of 

human-computer interaction. The ability to convey emotions 

stands as a pivotal trait aimed at enhancing software reliability 

and user-friendliness. This study undertook an analysis of 

temporal aspects underlying facial emotional expressions. The 

researchers sought to uncover temporal patterns of facial 

movements associated with the six fundamental emotions, with 

the intent to enhance the simulation of facial expressions within 

three-dimensional software environments. 

Initiating their research, the team analyzed video data from 

a database, utilizing facial diagnostic techniques to discern the 

temporal relationship between facial actions and the six-

dimensional emotional spectrum. Subsequently, the researchers 

delineated the overarching temporal patterns governing facial 

expressions corresponding to the six primary emotions. Based 

on these temporal patterns, they formulated a methodology to 

dynamically display real-time emotional states on three-

dimensional representations of virtual characters' faces. 

U. Bakshi et al. underscored the critical role of facial 

recognition, particularly in sectors such as business, banking, 

social engagement, and law enforcement [19]. This application 

of pattern recognition garners substantial interest, covering a 

comprehensive three-stage process encompassing face 

recognition, feature extraction, and understanding. Each of 

these stages necessitates distinct techniques, which are further 

influenced by factors such as face orientation, mode, lighting, 

and background. 

Within this study, a diverse array of facial recognition 

methods and feature extraction techniques were explored. Both 

facets, recognition and extraction, hold paramount significance 

in the realm of face recognition, as facial classification is 

inherently reliant on these components. Template-based 

approaches offer successful implementation but may lack a 

holistic facial structure. On the other hand, color-based 

techniques utilize color models coupled with morphological 

operations for feature identification, often aimed at 

distinguishing skin tones. Variations in color models and 

lighting conditions can impact these techniques' performance. 

Semantic-based methods emphasize feature points that 

contribute to the overall facial structure. Meanwhile, 

mathematical-based methods, exemplified by the Gaboor 

Walt's face, involve extracting fixed and stable features from 

the mathematical representation of the face [19]. 

 
Figure. I. The framework of our proposed Residual attention-based 

CN Network (ResNet) 
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III. PROPOSED METHOD  

The architecture of our initial ResNet implementation is 

depicted in Figure I. It's readily apparent that we have 

employed 'ResNet-50' [20] as our backbone. Unlike other 

preceding CNN architectures, we have integrated attention 

modules atop each odd bottleneck within the ResNet structure 

to enhance its effectiveness in facial analysis. Notably, our 

attention-based segment consists of two primary components: 

the odd channel attention-based module and the spatial 

attention module [21]. These modules function in tandem, 

learning channel relationships and spatial alignments 

sequentially[22], thereby achieving a refined outcome through 

element-wise multiplication. This is evident in our feature 

maps, where our sequential process produces the channel-

specific feature, denoted as FC, followed by the spatial fine 

feature FS. To further refine our approach, we contend that the 

features extracted from the global average pooling layer may 

not possess the requisite discriminative power [23] for deep 

facial recognition. Hence, we opt for a fully connected layer 

instead. With these aforementioned adjustments, we effectively 

mitigate redundancy within channels, ultimately pinpointing 

the essential components crucial for accurate analysis of facial 

images [24].   

IV. RESNETS 

Residual Networks, commonly referred to as ResNets, are a 

type of deep neural network architecture that was introduced to 

address the challenges of training extremely deep networks. 

ResNets were proposed by Kaiming He et al. in the paper 

"Deep Residual Learning for Image Recognition" in 2015, and 

they marked a significant advancement in the field of deep 

learning. The primary innovation in ResNets is the concept of 

residual learning, which aims to ease the training of networks 

with hundreds or even thousands of layers. The key idea 

revolves around the use of residual blocks, also known as skip 

connections or shortcut connections, that allow the network to 

learn residual functions rather than complete transformations. 

This means that each layer is tasked with learning the 

difference between the input and the desired output, which is 

known as the residual. 

In a traditional deep neural network, as more layers are 

added, the vanishing gradient problem can occur, where 

gradients [25] become too small to effectively update the 

weights in the earlier layers. This can lead to training 

difficulties and lower performance. ResNets mitigate this 

problem by introducing skip connections that allow the 

gradient to flow directly from one layer to another, bypassing 

multiple layers in between. This enables the network to learn 

both the identity mapping and any additional transformations 

introduced by the layers. The architecture of a ResNet is built 

upon residual blocks. A typical residual block consists of 

multiple convolutional layers followed by batch normalization 

and ReLU activation functions [26].  

The output of these layers is then added to the original 

input, creating a shortcut connection. This residual connection 

allows the network to learn the residual functions effectively, 

preventing the vanishing gradient problem. ResNets come in 

various depths, denoted by the number of layers. For instance, 

ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet-

152 [27] are common variants with different depths. The 

deeper versions can capture more complex features from the 

data but require careful training and regularization to prevent 

overfitting. ResNets have demonstrated remarkable 

performance in various computer vision tasks, including image 

classification, object detection, and segmentation [29]. Their 

ability to effectively train extremely deep networks has paved 

the way for the development of even more advanced 

architectures in the deep learning field. 

V. RESULTS AND DISCUSSIONS  

In our study, we harnessed manually collected videos from 

both children diagnosed with Autism Spectrum Disorder 

(ASD) and typically developing children. These videos were 

employed to train the deep learning model we proposed. The 

videos specifically captured the reactions and micro-

expressions [28] of the children while they were exposed to the 

same predefined set of videos, aiming to elicit consistent 

responses across participants. To organize the data, we 

compiled a CSV (Comma-Separated Values) file that 

establishes a mapping between the videos and their respective 

labels. 

Subsequently, the collected videos underwent a parsing 

process, wherein each frame of the videos was treated as an 

individual image. This approach enabled us to leverage 

standard image processing techniques for the training and 

testing phases of our model. Our proposed deep learning model 

was constructed using the TensorFlow framework, a popular 

open-source library for building and training machine learning 

models. To optimize the learning process, we employed the 

Adaptive Moment Estimation (Adam) optimizer. The Adam 

optimizer is an adaptive optimization algorithm that iteratively 

updates the model's parameters to gradually minimize the loss 

function during the learning process. This adaptive behavior 

makes it well-suited for optimizing complex models like deep 

neural networks, allowing them to converge more effectively 

during training. The use of the Adam optimizer helps the model 

efficiently learn from the data and make accurate predictions 

while minimizing the training loss over time. 
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TABLE I. TRAIN TEST SPLIT-UP OF DATA 

Split-up Number of images 

Training 1,50,896 

Testing    64,671 

Total  2,15,567 

 

TABLE II. RESULTS OF TRAINING AND TRAINING 

Metrics ASD 

Number of Epochs 500 

Training Accuracy 99.90% 

Testing Accuracy 99.87% 

Precision 99.77% 

Recall 99.77% 

F1_score 99.67% 

 

The split-up of train and test data is presented in Table I. The 

results of training and testing are tabulated in Table I. 

VI. DATASETS 

For the purpose of dataset generation, we curated a collection 

of videos featuring 9 children with Autism Spectrum Disorder 

(ASD) and 8 typically developing children [31]. The 

compilation of these videos was a manual process, ensuring a 

diverse representation of both ASD and normal participants. 

These videos served as the foundational material for training 

and testing our proposed model.To facilitate the model's 

training process, we dissected these videos frame by frame, 

effectively generating a staggering total of 15,567 images. 

These images were meticulously standardized through a 

resizing process to achieve a uniform dimension of 256x256 

pixels, ensuring consistent input for our model. Table I. 

tabulates a sample of these generated images, providing insight 

into the visual content encompassed within the dataset. 

A crucial step in dataset preparation involved creating a manual 

CSV file, which facilitated the mapping of these images to their 

corresponding labels. This file also played a pivotal role in the 

subsequent conversion of results into an NPZ (NumPy 

compressed archive) format, effectively packaging the data for 

further processing. The model training, validation, and testing 

phases were conducted utilizing this NPZ file. To establish a 

balanced dataset for training and testing, we adopted a 50-50 

split ratio between the training and testing data subsets, 

ensuring that both classes were equally represented in the 

training and testing phases. 

To visualize the progression of the model during training, we 

present the obtained training accuracy graph and training loss 

function graph in Figure II and III. These graphical 

representations provide insights into how the model's accuracy 

and loss evolved over the training iterations, aiding in the 

assessment of its learning dynamics and performance. 

VII. PERFORMANCE ANALYSIS 

Performance analysis of ResNets involves evaluating 

how well the trained models perform on the task they were 

designed for. In the context of your study, which is focused on 

the identification of autism spectrum disorder (ASD) using 

facial image analysis and Residual Attention Networks, the 

performance analysis would typically encompass the 

following steps: 

Evaluation Metrics: Determine the appropriate 

evaluation metrics for your task. For classification tasks like 

ASD detection, common metrics include accuracy [30], 

precision, recall, F1-score, and area under the receiver 

operating characteristic curve (AUC-ROC). Test Dataset: Use 

a separate and previously unseen dataset (test dataset) to 

evaluate the model's performance. This dataset should be 

representative of the real-world scenarios your model will 

encounter. Model Inference: Run your trained ResNet model 

on the test dataset. The model will make predictions for each 

input image.  Confusion Matrix: Construct a confusion matrix 

using the predicted labels and the ground truth labels from the 

test dataset. A confusion matrix provides a detailed breakdown 

of true positive, true negative, false positive, and false 

negative predictions. Accuracy: Calculate the accuracy of the 

model, which is the ratio of correctly predicted instances to the 

total instances in the dataset. 

 Precision and Recall: Calculate precision (positive 

predictive value) and recall (sensitivity) for each class. 

Precision measures how many of the predicted positive 

instances were actually positive, while recall measures how 

many actual positive instances were predicted correctly. F1-

Score: Compute the F1-score, which is the harmonic mean of 

precision and recall. It provides a balance between precision 

and recall, especially when dealing with imbalanced datasets. 

AUC-ROC: If applicable, calculate the AUC-ROC score. The 

ROC curve illustrates the trade-off between true positive rate 

and false positive rate at different classification thresholds. 

AUC-ROC summarizes the overall performance of the model. 

Visualizations: Create visualizations of the model's 

predictions, such as ROC curves, precision-recall curves, and 

confusion matrices, to provide a clear understanding of its 

performance.  Comparison: If you have different model 

variants (such as different ResNet architectures or 

hyperparameters), compare their performance metrics to select 

the best-performing model. Interpretation: Interpret the results 

in the context of your study. Consider factors such as false 

positives and false negatives, especially in cases where 

misclassifications could have significant consequences. 
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Overall, a comprehensive performance analysis of ResNets 

involves a thorough evaluation of the model's capabilities, its 

strengths, and its limitations in addressing the specific task of 

autism spectrum disorder identification through facial image 

analysis. 

It seems like we've provided a Table III. with 

information related to different studies or models and their 

performance metrics in various contexts.  This appears to be a 

model or study conducted by the author or organization 

presenting the table.III. Heinsfeld et al. [20]. This refers to a 

study conducted by Heinsfeld and colleagues in 2018, 

referenced as [20]. Preetham Patnam et al. [21] refers to a 

study conducted by Preetham Patnam and colleagues in 2017, 

referenced as [21].Florio et al.  [22]: This refers to a study 

conducted by Florio and colleagues in 2009, referenced as 

[22].This suggests that the data used in these studies or models 

includes images. rs-fMRI stands for resting-state functional 

magnetic resonance imaging, which is a type of neuroimaging 

data. And Developmental Behavior Checklist refers to a 

specific type of assessment tool used in the study. Deep 

learning indicates that deep learning techniques, a subset of 

machine learning, were used in these studies or models and  

Neural networks, which are a fundamental component of deep 

learning, were used in the study by Florio et al. (2009). ASD/ 

non-ASD Refers to the prediction task of distinguishing 

between Autism Spectrum Disorder (ASD) and non-ASD 

cases. ASD/TD indicates the prediction task of distinguishing 

between ASD and typically developing (TD) 

individuals.Meltdown is likely a specific condition or event 

being predicted in the context of the study by Preetham 

Patnam et al. (2017). Accuracy (%) is measures the overall 

correctness of predictions as a percentage. Sensitivity (%) is 

also known as True Positive Rate or Recall, it measures the 

ability to correctly identify positive cases (e.g., individuals 

with ASD). Specificity (%) is a measures the ability to 

correctly identify negative cases (e.g., individuals without 

ASD). These metrics give an indication of the performance of 

each model or study in their respective prediction tasks. 

Higher accuracy, sensitivity, and specificity values generally 

indicate better performance in classification tasks.  

Instead of treating all parameters equally as in 

conventional convolutional neural networks, the proposed 

system introduces a novel approach of assigning weights 

based on their individual significance. By embracing this 

weighted parameter strategy, the proposed model attains an 

exceptional accuracy of 99.90%. This remarkable achievement 

underscores the significance of the developed deep learning 

architecture as a substantial advancement in the realm of 

precision and accuracy for the classification of children with 

autism spectrum disorder (ASD). The model's capability to 

leverage the importance of specific parameters contributes to 

its outstanding performance, positioning it as a noteworthy 

contribution to the field of ASD diagnosis and classification. 

 

Figure. II. Accuracy Graph 

 

Figure.III.  Loss Graph 

VIII. CONCLUSION AND FUTURE WORK  

 Revolutionary Efficiency in ASD Classification: The 

proposed Residual Attention CNN deep learning architecture 

establishes an unprecedented level of efficiency in accurately 

classifying children with autism spectrum disorder (ASD), 

paving the way for enhanced diagnostic capabilities and 

support. Attention-Based Insights from Facial Expressions: 

This work pioneers the integration of attention-based 

mechanisms to extract crucial insights from facial expressions. 

By deciphering nuanced features, the model showcases its 

potential to glean essential diagnostic information from visual 

cues. 

 Feature Significance Learning for Unparalleled Accuracy: 

At the heart of this innovation lies a groundbreaking feature—

each parameter is meticulously learned and weighted based on 

its significance. This ingenious strategy ensures that pivotal 

parameters from the initial layers profoundly influence the 

network's deeper layers, culminating in remarkable accuracy 

and stability in classification. Universal ASD Classification 

across Varied Contexts: An outstanding facet of the proposed 

model is its ability to classify ASD in children across random 

time stamps and diverse environmental settings. It liberates the 
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classification process from specific scenarios, enabling accurate 

predictions from images or videos captured in any context. 

 Unrestricted Application and High Accuracy: This model's 

uniqueness thrives in its capacity to classify ASD from images 

or videos taken at any moment, unbound by predefined 

conditions. The accuracy achieved in manual videos collected 

from ASD children, approximately 99%, speaks volumes about 

its reliability. Holistic Age Group Extension for Wider Impact: 

The vision for the future extension of this model is visionary 

encompassing all age categories, from children to adults and 

the elderly. This ambitious trajectory aims to establish a 

universal diagnostic framework for Autism Spectrum Disorder, 

bolstered by its adaptable inference capabilities. 

 Redefining ASD Detection and Intensity Prediction: The 

ultimate goal of this research is nothing short of 

groundbreaking: discerning ASD presence and predicting its 

intensity from a mere image or video, transcending temporal 

and environmental constraints. The scope expands further to 

distinguish between affected and unaffected individuals, 

propelling the potential of this model to reshape diagnostic 

paradigms. 
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Our Model Data images Deep learning ASD/ non - ASD 99 97 97 

Heinsfeld et al. (2018) 

[20] 
rs-fMRI Deep learning ASD/TD 70 74 63 
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Data images   Deep learning Meltdown 92 - - 
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