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Abstract: Twitter social site is one of the most popular Online Social Networking Site (OSN) used by popular people such as Ministers, 

businessman, large companies, actors to share their information. In this site, around 500 million of tweets are posted monthly by the total 313 

million Twitter active users. The widespread of Twitter has drawn the interest of spammers. These malicious actors exploit the platform for 

various nefarious purposes, including monitoring authentic users, disseminating harmful software, and promoting their agendas through URLs 

embedded in tweets. They engage in tactics like secret following and unfollowing legitimate users, all with the intent of gathering sensitive 

information.To resolve this problem, a secure spam detection based on machine learning approach is designed. The designed used stop word 

removal, word to vector model to refined and dimensionally reduced the data. To enhance the quality of the data Cosine similarity is also been 

applied to measure the similarity score among the tweets and based upon that Artificial Neural Network (ANN) is trained. Later on, it is used to 

test the efficiency by examining the performance parameters in terms of precision, recall and F-measure. Also, the comparative analysis has been 

performed to present the efficiency of the work. The average precision, recall and F measure of proposed spam detection model of 0.9252, 

0.6107 and 0.734 are obtained. 

Keywords-Spam, Twitter, Cosine Similarity, Artificial neural Network. 

 

I. INTRODUCTION 

In the present time, the use of Online Social Networking sites 

tremendously increases and the users posts their ideals and 

share their feelings around the world [1].Especially notable is 

twitter’s ability to allure users due to its straightforward nature 

as a social network. It grants you the means to stay informed 

about your areas of interest, whether they involve 

communities, celebrities, or even individuals who aren’t 

widely known but are familiar to you.It provides free services 

to access social networking sites and can send or receive 

messages maximum of 140 characters. Using OSN, the user 

can interconnect to other user and hence share their 

information’s. From a survey it has been analysed that there 

are around 42 million of new users registered in Twitter [2]. 

As shown in Figure 1, the growth of users increases linearly 

from the year 2010 to2020 and also predicted the same for the 

upcoming three years (2021 to 2023). Unfortunately, due to 

the increase in the Twitter popularity, spammers can post a lot 

of malicious information that includes suspicious URLs along 

with multiple duplicate posts to attack normal users and hence 

steal their personal information[3].Spammers also use 

offensive terms on popular Twitter topics many times, and 

these topics appear on Twitter's homepage many times. These 

activitiesenforced Twitter to momentarily disable popular 

topics and eliminateinvasive terms [4]. Twitter tried numerous 

methods to combat spam, including adding a "spam report" 

feature to its service and hence secure Twitter accounts from 

suspicious users. However, legitimate Twitter users voice their 

grievances regarding the platform’s anti-spam measure[5]. In a 

recent development, Twitter acknowledged that it had 

inadvertently suspended its own account while attempting to 

remove spam content.    

In this research article, the spam bot behaviour is studied. The 

aim of this research is to apply artificial intelligence 

techniques to distinguished between normal and spam bots [6]. 
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Figure 1: Growth of Twitter User 

https://www.statista.com/statistics/278414/number-of-worldwide-

social-network-users/ 

 

     The organization of the paper is as follows: in section 2, 

state-of art is discussed. A novel designed approach along with 

the used methods are discussed in section 3 that helps to detect 

spam from normal tweets, Section 4 discussed the simulation 

results. Conclusion is presented in section 5 followed by the 

references. 

II. RELATED WORK 

The serious spam problem on Twitter has attractedresearchers 

to design a secure OSN. Few of researchers have studied the 

characteristics of spam and  then based on the analysed 

features of spam, researchers have proposed some important 

work to detect Twitter spam. Therefore, we discuss previous 

state-of-artsrelated to the detection of spam on Twitter. 

To detect Twitter spam, many researchers Yang et al. (2013) 

worked on it. But, most of the researchers have utilized 

machine learning technique to distinguished spam bot and 

normal. Initially, the researchers such as Chen et al. (2015)[8] 

have utilized the content features like as life of user account, 

count of followers, ratio of URL and the tweet length to 

separate normal users from spammers. It has been concluded 

that the above defined features can be extracted easily. Also, 

the researchers, Wang (2010)[9] and Stringhini 

(2010)[10]have used social graph to extract features and hence 

to evade feature fabrication.Song et al. (2011) have 

distinguished spam bot from normal one using distance 

between the tweeter transmitter and a receiver user[11]. In 

2013, Yang et al. have presented an improved twitter spam 

detection system in which the features have been separated 

using social graph by utilizing clustering coefficient, link 

relation in both directions. However, gathering these features 

is a highly time-consuming process, resulting in the creation of 

a sizable graph. 

Also, the collection of such features of tweets is impracticable 

as the incoming data is in the form of streams[12]. Thomas et 

al. (2011) have used URL in tweets to identify spam bot. The 

URL features like as token of domain, path token, domain 

name system (DNS)’s features along with information related 

to landing page have been used to identify spam bot[13].Al-

Janabi et al. (2017)have used random forest as classification 

approach to distinguish spam bot by labelling the collected 

data as normal and spam and hence during testing classify that 

data based on their label. The performance shows precision 

and recall of 89 %and 92 % respectively[14]. 

III. PROPOSED WORK 

The entire procedure performed to design a secure social 

network (Twitter) against spam bot using Artificial Neural 

network as a machine learning approach is illustrated in Figure 

2. Before, classifying tweets as spam or normal, the training of 

ANN has been performed based on the collected data set “” ”. 

The dataset comprises a total of 200,000 tweets, each 

accompanied by its respective URL. An underlying 

presumption is that all tweets include URLs, with the intention 

of luring social media user towards malicious destinations like 

spam bots.After training process, the system is ready to detect 

uploaded tweets as spam or normal. In brief, we can say that 

the whole work has been performed in two phases that is (i) 

Training and (ii) Classification. 

 

Figure 2: Design of a secure social network (Twitter) against spam 

bot using Artificial Neural network 

A. Stop Word Removal 

After uploading dataset, stop word (do not contains essential 

information) are removed from the dataset so that the data 

contains only the relevant information. This process helps to 

reduce data size as well as to enhance the quality of data, thus 

increasing training and then classification accuracy. Few 

words that are removed from the dataset as stop words are 

listed in Table 1. 
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Table 1: Stop words (https://gist.github.com/sebleier/554280) 

other some such 

being have has 

having do Does 

few doing A 

more The but 

 

B. Word to Vector (W2V) 

It is one of the fastest ways to learn word representation in txt 

data. The word representation is performed by predicting 

surrounding word around the sentence/word using skip-gram 

scheme. Also, the word prediction can be performed by 

finding the sentence’s central word using Continuous Bag of 

word architecture. Both techniques are simple and easy to 

learn. After applying W2V technique, the data is converted 

into weighted numbers and then URL based features is 

applied. 

C. URL based features 

URL is abbreviated as “Uniform Resource Locator”, which 

is the World Wide Web (WWW) access link that includes 

protocols, host address, path along with dictionary as shown in 

Figure 3. 

For information exchange among devices like as HTTP, FTP; 

URL used protocol along with the defined strategy. For the 

separation between the server and the web hosts, a domain 

name is used, which comprises of a registered domain name 

(2nd level domain) along with the top-level domain. Using this 

technique those URL that contains spammer and normal data 

is levelled and pass to the cosine similarity model. 

 

Figure 4: Example of a URL 

D. Cosine Similarity 

Cosine similarity is applied to group words of tweets into 

clusters based on the calculated cosine similarity score. The 

formula used to calculate tweets similarity is written by 

equation (1). 

𝑆𝑖𝑚𝑖,𝑗=
𝑊𝑖×𝑊𝑗

‖𝑊𝑖‖‖𝑊𝑗‖
   (1) 

𝑊𝑖  and 𝑊𝑗  are the weight generated by the W2V model for 

tweet 1 and tweet 2 respectively. 

Based on the obtained similarity score, ANN is trained and 

later used for classification of spam bot and normal. The 

trained ANN structure along with MSE (mean square Error) is 

shown in Figure 5.  

 

Figure 5: Training of ANN with MSE value 

Figure 5 represents the MSE value along with the training of 

designed spam detection twitter system. The system has been 

designed with minimum error of about 0.80308 at 1 epoch. 

Table 2: Input and output for ANN 

 

Required Input: 

 

SSVTraining Data as a similarity score value 

STarget/Category of spam and non- spam data 

N Total Number of ‘Neurons’ 

Obtained Output: Net ‘ANN’ Trained structure 

 

 

At last, the performance of the designed system has been 

computed as described in section IV. 

http://www.ijritcc.org/
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IV. PERFORMANCE EVALUATION 

The performance of the designed Machine learning based 

spam detection model is evaluated using the following 

parameters: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝

𝑇𝑝+𝐹𝑝
   (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑝

𝑇𝑝+𝐹𝑛
    (3) 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 

Here, 𝑇𝑝→Total tweets counted as spam and also predicted as 

nasty. 

𝐹𝑛→ the number of tweets that are being predicted as real but 

are junk and contains nasty information. 

𝐹𝑝→The number of tweets are real but considered as spam 

𝑇𝑛→ The number of predicted real tweets. 

Table 3: Precision 

Number of 

Uploaded 

Tweets 

Cosine 

Similarity 

ANN 

100 0.752 0.943 

200 0.746 0.940 

300 0.728 0.936 

400 0.708 0.922 

500 0.697 0.917 

600 0.682 0.911 

700 0.638 0.908 

 

The precision value analysed for the proposed machine 

learning based spam detection system using cosine similarity 

and ANN is shown in Figure 6. The orange and the blue bar 

represent the precision values for ANN and Cosine similarity 

respectively. The graph has been plotted for number of 

uploaded Tweets with respect to the precision values for two 

techniques. The rate of detecting spam and normal tweets 

using ANN approach is high this is because of the appropriate 

training as the data is passed through different process and 

hence ANN is trained using refined data obtained after 

applying stop word removal, W2V and then similar score is 

determined using Cosine similarity measure. The average 

precision value examined using cosine similarity and ANN 

with Cosine are 0.707 and 0.9252 respectively, which 

indicates that the uploaded test data has been identified as 

spam and normal with higher accuracy. 

 

Figure 6: Precision 

Recall is the fraction of the desired results that is spam and 

normal tweets in this case, which have been detected 

successfully. As in Figure, recall rate has been examined by 

uploading Tweets ranges from 100 to 700 in step of 100. 

Therefore, recall is calculated as the number of correctly 

detected spam/non-spam tweets divided by the total number of 

uploaded tweets that must be returned. Here, the recall value 

analysed for Cosine similarity and ANN are 0.7204 and 

0.6107 respectively. 

Table 4: Recall 

 

Number of 

Uploaded 

Tweets 

Cosine 

Similarity 

ANN 

100 0.725 0.652 

200 0.735 0.642 

300 0.741 0.625 

400 0.723 0.618 

500 0.716 0.609 

600 0.705 0.571 

700 0.698 0.558 

 

Figure 7: Recall 
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The F score represents the harmonic means of the precision 

and the recall values measured for the proposed work. The 

graph shows that for 100 Tweets F score is maximum and 

slightly decreases with the increase in the number of uploaded 

documents. The average F score value determined using 

cosine similarity and ANN are 0.7131 and 0.7347 respectively. 

Table 5: F measure 

Number of 

Uploaded Tweets 

Cosine 

Similarity 

ANN 

100 0.738 0.770 

200 0.740 0.762 

300 0.734 0.749 

400 0.715 0.739 

500 0.706 0.731 

600 0.693 0.701 

700 0.666 0.691 

 
Figure 8: F-measure 

The comparative analysis has been performed among the 

proposed work and the three different techniques used by 

researchers Al-Janabi et al. (2017) [14], Murugan et al. (2018) 

[15] and K Subba et al. (2019) [16]. Each researcher followed 

different techniques as depicted in Table 5. From the above 

graph shown in Figure 9, the precision value represented by 

the proposed work is better compared to other three techniques 

and the improvement of 3.96%, 6.34% and 1.67%  in contrast 

to the Al-Janabi et al. (2017) [14], Murugan et al. (2018) [15] 

and K Subba et al. (2019) [16] work. 

Table 6: Comparison parametric values 

Techniques 

Used 

 Precision Recall F-

measure 

Proposed 

Work 

Cosine 

Similarity with 

ANN 

0.9252 0.6107 0.734 

Al-Janabi et 

al. (2017) 

[14] 

Random Forest 0.89 0.92 0.904 

Murugan 

and Devi 

(2018) [15] 

Decision tree, 

‘Particle Swarm 

Optimization 

(PSO) and 

Genetic 

0.87 0.15 0.84 

algorithm (GA)’ 

K Subba and 

E. Srinivasa 

(2019) [16] 

‘principal 

component 

analysis’ (PCA) 

and Decision 

Tree 

0.91 0.93 0.919 

 

 

Figure 9: Comparative Analysis 

V. CONCLUSION 

In this research, the spam behaviour of a well known OSN 

site, Twitter has been studied by exploring the present issues 

faced by the researchers while designing a secure twitter 

system against spam.  Here, a novel approach has been 

designed in which the Twitter data has been collected which is 

labelled and consisting of spam and normal Tweets. To reduce 

the dimension of the data, pre-processing using stop word 

removal and W2V approach has been applied. The, Cosine 

similarity has been applied to measure the similarity score and 

hence pass to the neural network for training. Using the above 

defined work, it has been concluded that the designed 

approach is simple and easy to design and also provide better 

precision, recall and F score compared to prior techniques 

used by [14], [15], and [16]. Also, an improvement of 3.96%, 

6.34% and 1.67% has been examined in contrast to the [14], 

[15], and [16] work. 
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