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Abstract— Background: This paper tackles the critical challenge of detecting fraudulent transactions within the Ethereum blockchain using 

machine learning techniques. With the burgeoning importance of blockchain, ensuring its security against fraudulent activities is crucial to 

prevent significant monetary losses. We utilized a public dataset comprising 9,841 Ethereum transactions, characterized by attributes such as gas 

price, transaction fee, and timestamp.Methods: Our approach is bifurcated into two core phases: data preprocessing and predictive modeling. In 

the data preprocessing phase, we meticulously process the dataset and extract pivotal features from transactions, setting the stage for efficient 

predictive modeling.Findings: For predictive modeling, we employed several machine learning algorithms to discern between fraudulent and 

legitimate transactions. Our evaluation encompassed algorithms like decision trees, logistic regression, gradient boosting, XGBoost, and an 

innovative hybrid model that melds random forests with deep neural networks (DNN).Novelty: Our findings underscore that the proposed model 

boasts a precision rate of 97.16%, marking a substantial leap in fraudulent transaction detection on the Ethereum blockchain in comparison to 

prevailing methodologies. This paper augments the current efforts aimed at bolstering the security of blockchain transactions using sophisticated 

analytical strategies.. 
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I.  INTRODUCTION 

The decentralized nature of the blockchain concept, which 

operates as a publicly accessible ledger, has garnered 

significant interest from various industries and scholars. The 

concept of blockchain was initially presented in a scholarly 

document by Nakamoto in 2008 [1]. A blockchain is an 

electronic ledger that operates decentralized and enables the 

recording, propagation, and synchronization of transactions 

across multiple ledgers. The decentralized structure of 

blockchain technology allows transactions to be executed 

without intermediaries, rendering it a suitable option for 

various financial services such as online payments, 

remittances, and digital assets [2; 3]. Notwithstanding its 

potential benefits, blockchain technology has demonstrated 

susceptibility to security risks and assaults, as exemplified by 

previous incursions on cryptocurrencies that rely on 

blockchain [4]. The Ethereum platform, which operates on a 

decentralized blockchain network and is renowned for its 

ability to execute smart contracts, has experienced two 

separate attacks resulting in considerable disruptions to its 

network operations [5]. The assaults mentioned above were 

carried out without the express permission of the platform 

administrators. The decentralized architecture of Ethereum 

enables individuals to participate in digital transactions with 

minimal transaction costs and robust security measures. The 

extensive user base of the platform catalyzes for developers to 

introduce their network applications, thereby consolidating 

Ethereum's position as a powerful platform for decentralized 

applications, encompassing DeFi and NFTs. 

With automation converging with blockchain, its adoption has 

surged in sectors like online finance, IoT, healthcare, and 

more [6,7]. Ethereum stands out as a favored platform for 

smart contracts, enabling transactions without central 

oversight. Blockchain technology is widely recognized as a 

universal and immutable ledger that streamlines documenting 

transactions between senders and recipients while monitoring 

the assets within a business network. Ethereum is a 

decentralized network that has gained popularity as a reliable 

platform for executing and validating smart contract accounts, 

essentially application codes. Smart contracts allow parties to 

participate in transactions without requiring a centralized 

authority to act as a custodian of trust. The field of literature 

offers numerous examples of attempts to replicate fraudulent 

transactional patterns. These models are then employed to 
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identify previously unidentified transactions. The unwavering 

dedication to scholarly inquiry has been focused on enhancing 

models and assessing methodologies for detecting fraudulent 

behaviors. The current paper improves the fraudulent behavior 

detection in the blockchain. Our analysis focuses on the 

anomalies present in Ethereum, which deviate from 

established patterns and are identified as abnormal or 

problematic. 

It is imperative to underscore the differentiation between 

lawful and malicious transactions. These phenomena warrant 

additional scrutiny. A comprehensive methodology involving 

a series of systematic experiments is employed to evaluate and 

contrast diverse ML techniques [8, 9]. Within the domain of 

Ponzi schemes, an investment scheme is characterized by a 

pyramid-like hierarchical structure, wherein the orchestrator 

of the scheme occupies the apex, and the participants at level 1 

are situated below. The role of the level 1 participant is to 

stabilize the investors' investments at the highest level. The 

architectural design under consideration could be more 

sustainable as it is subject to a gradual decrease in acquiring 

new investors. This leads to a situation where the upper 

hierarchy benefits from profits while the lower levels 

experience financial losses [10]. The significance of Artificial 

Intelligence (AI) in accurately categorizing fraudulent 

accounts based on their transactional records, mainly through 

the framework of Deep Learning (DL), cannot be overstated. 

Deep Learning (DL) is considered a highly advanced form of 

Artificial Intelligence (AI) in comparison to Machine 

Learning (ML), as it requires less human intervention. Our 

present investigation aims to determine our model's efficacy in 

identifying fraudulent activities in the blockchain. Our study 

involves an analysis of the Ethereum Blockchain's 

transactional data, aiming to identify deviations from 

established patterns that may be considered anomalous or 

questionable. Acknowledging that these transactions require 

scrutiny regardless of their authenticity or shady character is 

essential. 

This paper offers three primary contributions: 

1. The introduction of a model adept at identifying fraudulent 

activities. 

2. The integration of Machine Learning and Deep Learning 

methodologies tailored for Ethereum fraud detection. 

3. A comprehensive assessment of various classifiers in 

tandem with the proposed model, designed for autonomous 

operation   with minimal human oversight. 

II. RELATED WORKS 

Machine learning (ML) algorithms have been applied in 

various studies for anomaly detection, as highlighted in 

academic literature. These algorithms typically use records of 

security breaches, with reference to past intrusion 

instances.The standard methodology involves constructing 

records of security breaches by relying on documented 

instances of intrusion. The anomaly detection scheme 

proposed by the authors cited in reference [6] is founded on 

network behavioral patterns. According to the authors, the 

suggested approach is applicable universally and can be 

implemented on all blockchain frameworks. 

The eleventh symphony study [11] focused on detecting 

anomalies in the Ethereum blockchain. It applied ML 

techniques to address security challenges, using the Ethereum 

blockchain's conventional operational patterns as a foundation 

for training ML algorithms. Deviations from this norm were 

flagged as anomalies. Four ML algorithms were evaluated: 

Gaussian Naive Bayes (GaussianNB), K-Nearest Neighbours 

(KNN), Stochastic Gradient Descent (SDG), and Random 

Forest. Random Forest showed the highest accuracy, 

achieving an impressive 99.84%. 

The model presented by the author in reference [12] is 

focused on leveraging deep learning methodologies to identify 

plausible security risks within the Ethereum blockchain. The 

proposed methodology employs a deep neural network 

framework to identify attacks. It also incorporates 

unsupervised and supervised machine learning techniques for 

categorizing attacks into discrete taxonomies. Based on the 

performance metrics, the model demonstrates a 97.72% 

accuracy rate in detecting Ethereum attacks and an exceptional 

99.4% accuracy rate in attack classification. 

In [13], the authors classified the intrinsic susceptibilities 

of Ethereum intelligent contracts. The accomplishment was 

attained by employing machine learning techniques to perform 

feature extraction. The dataset's production was achieved 

using pixel values obtained from images and trigram feature 

extraction. The dataset was subjected to training using a range 

of algorithms. The Naive Bayes methodology exhibited 

exceptional performance in the F1-score, respectively. The 

Random Forest algorithm exhibited significant efficiency, 

corresponding to F1-scores of 96.71% and 96.61% through 

utilizing Binary Relevance and Classifier Chain. However, it 

is essential to note that the MLkNN and BRkNN algorithms 

exhibited relatively unsatisfactory performance. 

 The research in [13] delved into the inherent vulnerabilities of 

Ethereum's smart contracts. It used ML for feature extraction, 

drawing data from pixel values of images and trigram 

extraction. While the Naive Bayes method showed remarkable 

performance in the F1-score, the Random Forest algorithm 

also excelled using Binary Relevance and Classifier Chain 
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approaches. Conversely, MLkNN and BRkNN algorithms 

were found lacking in performance. 

Another facet of [13] proposed a unique technique to identify 

and analyze energy-efficient smart contracts. The process 

involved converting code elements into vectors, reflecting 

both semantic and syntactic features of each term. By 

embedding a domain-specific corpus builder as a layer, the 

classification accuracy of smart energy contracts improved to 

98.34%. Their architecture also explored the Ethereum 

platform's source code to discern patterns across its coding 

sections, operations, and transactions. 

In [15], a mechanism for pinpointing blockchain accounts 

engaged in malicious activities was detailed. Their approach 

aimed at reducing inadvertent support cryptocurrency-based 

blockchains might offer to nefarious users. The study adopted 

cosine similarity (CS) metrics to examine resemblances 

among feature vectors of malicious accounts. Their results 

revealed that malicious activities within the Ethereum 

blockchain display similar patterns. Furthermore, they used 

the K-Means clustering algorithm to ascertain clustering 

behaviors among such accounts. The research also assessed 

the impact of bias on the effectiveness of ML algorithms. 

They found that while Neural Networks (NNs) remained 

robust against biases and adversarial attacks, many traditional 

ML algorithms exhibited bias, often overemphasizing 

malicious activities. 

 

III. GAPS IN LITERATURE 

The provided "Related Works" section gives an in-depth 

overview of various methods and applications related to 

anomaly detection in the Ethereum blockchain. However, like 

all literature reviews, there may be gaps or areas that could be 

explored further. Here are some potential gaps based on the 

provided content: 

Limited Algorithms and Techniques: While several machine 

learning and deep learning techniques are discussed, there are 

other notable algorithms and approaches in the domain that 

aren't mentioned. Techniques like Support Vector Machines, 

ensemble methods beyond Random Forest, and other 

advanced neural network architectures might be worth 

exploring. 

Validation and Robustness: While many of the models 

mention high accuracy rates, there's a lack of discussion on the 

validation techniques used. Methods like cross-validation, 

bootstrapping, and out-of-time validation are essential for 

understanding model robustness. 

Feature Engineering: The intricacies of feature engineering 

and selection are critical, especially in anomaly detection. A 

more in-depth exploration into which features are most 

indicative of fraudulent activity, and how they are engineered, 

would be beneficial. 

Real-world Applicability: While many studies mention high 

accuracy rates in a controlled setting, it would be beneficial to 

understand how these models perform in real-world scenarios, 

especially considering evolving threats and tactics used by 

malicious actors. 

Handling Imbalanced Data: Fraud detection often deals with 

highly imbalanced datasets, where fraudulent transactions are 

significantly outnumbered by legitimate ones. It would be 

worth exploring techniques that address this imbalance and 

enhance model performance, such as over-sampling, under-

sampling, or the use of synthetic data. 

Evolving Threats: The nature of fraudulent activities can 

evolve over time. A discussion on how models can be updated 

and adapted to detect new types of fraud would be insightful. 

Interpretability and Explainability: With ML and DL models, 

interpretability can be a challenge. It's essential not only to 

detect anomalies but also to understand why a particular 

transaction was flagged. Techniques and tools that enhance 

model explainability are worth discussing. 

Integration with Existing Systems: How do these models 

integrate with existing Ethereum platforms or transaction 

systems? Practical implementation insights, challenges, and 

best practices would be useful for readers and practitioners. 

Comparison with Traditional Methods: A discussion or 

comparison of these advanced machine learning models with 

traditional, rule-based fraud detection systems might provide 

context regarding their advantages and limitations. 

Cost and Computational Efficiency: While accuracy is a 

crucial metric, the computational cost and time required for 

training and prediction are also essential factors in real-world 

applications. A discussion on the efficiency of these models in 

real-time scenarios would be beneficial. 

Objectives  

 Based on the literature review, the identified research gaps, 

and the associated research questions, the following are 

potential objectives for the research topic on fraud detection in 

the Ethereum blockchain: 

Algorithm Exploration: 

Objective 1: To investigate and compare the effectiveness of 

various machine learning and deep learning algorithms, such 

as Support Vector Machines and advanced neural network 
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architectures, in identifying fraudulent activities within the 

Ethereum blockchain. 

Optimal Feature Engineering: 

Objective 3: To identify, engineer, and select the most 

discriminative features that enhance the predictive capabilities 

of the model for detecting fraudulent Ethereum transactions. 

Objective 6: To develop adaptive fraud detection models that 

can dynamically update and learn from evolving threats and 

new fraudulent techniques within the Ethereum landscape. 

Model Interpretability: 

IV.  MATERIALS AND METHODS 

The operational methodology presented in this paper is 

visually explained in Figure 1. The Ethereum dataset is 

initially partitioned into two discrete subsets, one designated 

for training and the other for testing. The training set instructs 

the Deep Learning (DL) model. The model undergoes a 

rigorous evaluation process, requiring it to accurately classify 

transactions as fraudulent or legitimate solely based on the 

testing dataset. The above dataset is obtained from reference 

[16] and encompasses legitimate and fraudulent transactions 

on the Ethereum platform. The dataset comprises 9,841 

transactions executed on the Ethereum network, quantitatively 

speaking. Upon more detailed analysis, it has been determined 

that out of the total number of transactions, 7,662 are 

classified as legitimate, whereas 2,179 exhibit features 

indicative of fraudulent activity. The dataset exhibits a several 

range of 51 features, encompassing various transactional 

details such as the average transaction duration and value. 

Upon obtaining this dataset, we proceed to the preprocessing 

stage, where the data is cleaned and improved to achieve 

optimal efficacy. Following this, ,machine learning (ML) or 

Deep Learning models classify accounts into fraudulent or 

non-fraudulent classes. 

A. Splitting the dataset 

The present research endeavor involves the division of the 

dataset into two distinct subsets, namely the training and 

testing datasets. Utilizing the training dataset facilitates the 

acquisition and adjustment of the model's knowledge to the 

distinctive attributes of the data. Conversely, the dataset 

designated for testing functions as a mechanism for verifying 

and assessing the model's efficacy that has undergone training. 

Partitioning is crucial in determining the model's capacity to 

generalize to novel data and prevent it from overfitting the 

training data. In this particular investigation, the dataset is 

partitioned into a ratio of 4:1, whereby 80% of the data is 

assigned for training objectives, while the remaining 20% is 

reserved for testing purposes. Dividing data into an 80-20 split 

is widely used in machine learning. This approach ensures that 

the model has access to a substantial amount of data for 

learning purposes while preserving a significant subset for 

evaluating its performance on unseen data during the training 

phase. 

B. Dataset Acquisition 

The dataset, cited from reference [16], captures both 

legitimate and fraudulent transactions conducted on the 

Ethereum platform. Quantitatively, it encompasses 9,841 

transactions. A finer breakdown reveals that 7,662 of these are 

legitimate, while 2,179 bear hallmarks of fraudulent activity. 

The dataset is multidimensional with 51 features, shedding 

light on transactional intricacies such as average transaction 

time and value. 

C. Preprocessing 

Post-acquisition, the data underwent a rigorous preprocessing 

phase. This stage is crucial to enhance data quality, thereby 

ensuring efficient and effective model training. This involves 

handling missing values, eliminating outliers, and possibly 

normalizing the features to bring them onto a similar scale. 

D. Data Partitioning 

To ensure the robustness and generalizability of the model, the 

dataset was bifurcated into training and testing subsets. The 

training subset aids in model learning, adjusting its parameters 

based on the inherent patterns. Meanwhile, the testing subset 

serves as a benchmark, evaluating the model's prediction 

prowess on unseen data. In line with common practice, we 

adopted an 80-20 split—allocating 80% of data for training 

and the remaining 20% for evaluation. 

E. Addressing Class Imbalance 

Real-world datasets often exhibit class imbalances, where one 

class disproportionately outnumbers the other(s). This 

imbalance can skew the model's learning, making it biased 

towards the majority class. To rectify this, we employed the 

Synthetic Minority Oversampling Technique (SMOTE). 

SMOTE works by generating synthetic samples in the feature 

space, aiding in balancing the class distribution and providing 

a more holistic training ground for our model. 

F.Handling Data Imbalances 

Addressing data imbalances is paramount, especially when 

one class significantly outnumbers the others, a scenario often 

seen in real-world datasets. The Synthetic Minority 

Oversampling Technique (SMOTE) is a prevalent ML 

strategy to redress this imbalance. However, its traditional 

approach, which relies on linear interpolation within the 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 11s 

DOI: https://doi.org/10.17762/ijritcc.v11i11s.8072 

Article Received: 22 June 2023 Revised: 15 August 2023 Accepted: 01 September 2023 

___________________________________________________________________________________________________________________ 

 

    75 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

minority class, has certain limitations, prompting the need for 

a more advanced solution. 

G. Improved Synthetic Minority Oversampling Technique 

(ISMOTE) 

ISMOTE is an evolution of the traditional SMOTE, designed 

to circumvent its inherent limitations and provide a more 

effective oversampling mechanism for imbalanced datasets. 

As illustrated in Figure 2, while the original SMOTE 

technique is confined to linear interpolations of the minority 

class, ISMOTE enhances this by emphasizing the proximity of 

minority class instances during synthetic sample generation. 

The essence of ISMOTE lies in its innovative approach to 

creating synthetic samples. It employs two predefined 

constraints, ensuring a meticulous generation of new samples, 

leading to improved generalization capabilities for classifiers. 

This nuanced methodology ensures a more representative 

distribution of the minority class post-balancing. 

Compared to the Random Oversampling (ROS) and 

conventional SMOTE, ISMOTE not only matches their 

synthetic sample quality but also offers superior distribution 

and generalization benefits. In essence, ISMOTE stands as a 

refined oversampling technique, adeptly addressing the 

constraints associated with the traditional SMOTE and 

enhancing classifier performance on imbalanced datasets. 

The Synthetic Minority Oversampling Technique, commonly 

known as SMOTE, is a general approach in ML utilized to 

tackle class imbalance in datasets. Imbalanced datasets, 

wherein one class has a significantly higher number of 

instances than the others, are frequently encountered in real-

world scenarios. 

 

 

Figure 1: Operational methodology of proposed method 

 

Figure 2: Diagrams of synthetic generation using (a) SMOTE and (b) ISMOTE algorithms with k=3 
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This section presents a summary of the Improved Synthetic 

Minority Oversampling Technique (ISMOTE) algorithm, 

devised to overcome the constraints associated with the 

conventional SMOTE in rectifying datasets with uneven class 

distributions. As depicted in Figure 2, the conventional 

SMOTE algorithm utilizes linear interpolation belonging to 

the minority class. Nevertheless, this methodology limits the 

scope in which the specimens can be produced. The ISMOTE 

technique broadens the scope of synthetic sample generation 

by prioritizing the proximity of minority class instances. 

ISMOTE effectively manages the generation process of new 

synthetic samples by implementing two predetermined 

constraints. Implementing this enhancement improves 

classifiers' generalization ability compared to the conventional 

SMOTE technique. The ISMOTE technique has been 

developed to achieve a more equitable and appropriate 

distribution of minority class instances following the balancing 

process. It is worth noting that the ISMOTE technique can 

produce synthetic samples that are on par with those generated 

by Random Oversampling (ROS) and conventional SMOTE 

algorithms. However, ISMOTE offers additional advantages in 

terms of distribution and generalization. The ISMOTE 

methodology is a sophisticated oversampling approach that 

effectively mitigates the limitations of the conventional 

SMOTE technique. It enhances the efficacy of classifiers that 

handle imbalanced datasets. 

V. CLASSIFIERS 

To verify different classifiers performance related to proposed 

method. 

A. Logistic regression 

This method predicts binary results using a set of independent 

variables within a given dataset. The design pertains to the 

probability of a discrete binary occurrence, where the potential 

outcomes are limited to 0 or 1. Logistic regression is a 

statistical technique used in sales to forecast the probability of 

a customer's purchase intention. Logistic regression is a 

statistical technique interpreted as modifying the linear 

regression model specifically designed to address 

classification tasks. Linear regression is concerned with 

continuous outcomes, whereas logistic regression is primarily 

concerned with binary classification. The dependent variable 

is categorized as 0 or 1 class in logistic regression. Linear 

regression considers the values of 0 and 1 as numerical 

quantities, while logistic regression treats them as separate 

categories. The utilization of the logistic function is a 

fundamental characteristic of logistic regression, whereby the 

output of the linear model is compressed into a bounded range 

of values between 0 and 1. Figure 3 depicts the visual 

representation of the concept mentioned above. In contrast to 

linear regression, the logistic function guarantees a bounded 

output between 0 and 1, rendering it appropriate for predicting 

probabilities [17, 18]. Logistic regression is a crucial 

technique in machine learning, particularly for tasks involving 

binary classification. It enables the estimation of class 

membership probabilities by converting linear combinations of 

features into a bounded range. 

 

Figure 3: Overview of regression model 

B.  Random forest 

This is used in various tasks, including classification and 

regression. The process entails constructing multiple decision 

trees during the training phase. In predictive modeling, the 

mode of the predicted classes generated by individual decision 

trees is utilized for classification tasks. In contrast, the mean 

prediction of the trees is considered for regression tasks. The 

Gini impurity is a commonly utilized metric for assessing the 

efficacy of the splits at every decision node when constructing 
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decision trees. The Gini impurity formula considers a given 

dataset's probability and quantity of classes. Specifically, pi 

denotes the relative frequency of class I within the dataset, 

while c represents the total number of classes. The objective is 

to optimize the homogeneity of the group distribution in the 

derived subgroups following each division. Utilizing this 

methodology empowers Random Forests to generate models 

of high precision through the amalgamation of results derived 

from diverse decision trees. 

𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑝𝑖)2
𝐶

𝑖=1
                                         (1) 

Entropy determines a node's feasibility to bifurcate, contingent 

upon the probability of a specific outcome. The measure's 

mathematical complexity is higher than the Gini index [19, 

20]. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ −𝑝𝑖 × 𝑙𝑜𝑔2(𝑝𝑖)
𝐶

𝑖=1
                    (2) 

 

C. Gradient Boosting Classifier 

This iterative functional gradient algorithm aims to minimize a 

loss function by iteratively choosing a weak hypothesis 

pointing toward the negative gradient. 

 
Figure 4: LGBM Classifier leaf-wise tree growth 

Gradient Boosting is an ensemble learning technique that 

comprises three primary constituents: The loss function is a 

metric that measures the degree of alignment between the 

model's predictions and the data. The evaluation of a model's 

predictive performance is a crucial aspect of its application, 

and the specific methodology employed for this purpose may 

be contingent upon the nature of the problem under 

consideration. The weak learner is a classification model with 

limited efficacy in accurately classifying data. The 

performance of the system may exhibit a marginal 

improvement over random selection while generally 

presenting a considerable margin of error. The Gradient 

Boosting technique employs an additive model approach, 

whereby decision trees commonly regarded as weak learners 

are incorporated sequentially and iteratively to build models. 

The objective is to minimize the loss function in each 

successive iteration, gradually approaching the ultimate 

model. 

 The "Light gradient boosting machine" (LGBM) is a tree-

based approach that enhances the pace of conventional 

Gradient Boosting techniques through vertical tree growth [21-

23]. The algorithm exhibits a leaf-wise growth pattern, which 

reduces loss along the vertical axis. This is in contrast to other 

algorithms that adopt a horizontal growth pattern. The 

diagrams illustrate that Light Gradient Boosting Machine 

(LGBM) initiates from the leftmost leaf and expands leaf-

wise, substantially reducing the loss in the vertical direction. 

The LGBM algorithm has been observed to exhibit high 

efficiency when processing large datasets. However, it has 

been noted that in some instances, the algorithm may exhibit 

overfitting tendencies when processing smaller datasets. The 

literature acknowledges its memory efficiency and ability to 

process substantial volumes of data while utilizing minimal 

memory resources [24]. 

D. Decision Tree Classifier 

Decision Trees are a prime example of supervised machine 

learning, as they clarify the connections between input 

characteristics and their corresponding outputs in the training 

dataset. The Decision Tree's architecture is characterized by a 

hierarchical structure, where the data undergoes a series of 

bifurcations based on specific attributes. The aforementioned 

hierarchical arrangement can be deconstructed into two 

fundamental constituents: decision nodes and leaves. The 

leaves of a tree represent the final determinations or results 

obtained by descending from the root to a leaf, considering the 

input data's characteristics. Decision nodes serve as points of 

divergence where the data is partitioned into subsets according 

to a specific attribute or criterion. Developing a Decision Tree 

generally comprises two consecutive stages: tree expansion 

and trimming. The process of growing a tree is intrinsically 

recursive, involving the identification of a splitting attribute, 

implementing the split, and subsequent recursive application 

of the same procedure to the offspring nodes. The iterative 

procedure persists until the data associated with a specific 

pathway attains homogeneity or the subset is considered too 

insignificant to justify additional division. The following 

pruning stage is similar to that of a discerning horticulturist 
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who prunes a tree, as it entails the removal of segments 

located at the lower ends of the Decision Tree that may have 

overfitted to the noise or peculiarities within the training data. 

Pruning enhances the model's ability to generalize to 

previously encountered data effectively. 

E. Extreme Gradient Boosting (XGB) Classifier 

This is a powerful ensemble ML technique that utilizes trees. 

It is widely recognized for its effectiveness in performing 

classification and regression tasks. XGBoost is an ensemble 

technique that combines several models' predictive capabilities 

to create a more resilient and precise final model. The subject 

matter comprises three gradient-boosting iterations  [25, 26]. 

XGBoost is distinguished by its rapidity in comparison to 

alternative gradient-boosting methodologies. The acceleration 

observed can be partly attributed to the clever optimizations 

implemented in the underlying code and the parallelization of 

the tree-building process. Furthermore, XGBoost possesses an 

automatic pruning capability that is a self-imposed constraint 

on the expansion of decision trees. The feature in question 

prevents the excessive growth of trees beyond a pre-

established limit, thereby reducing the risks associated with 

overfitting. Overfitting occurs when the model becomes 

excessively sensitive to the training data, decreasing the ability 

to generalize to new data. Furthermore, XGBoost achieves a 

favorable equilibrium between precision and memory usage, 

frequently outperforming alternative boosting algorithms 

while avoiding excessive demands on memory resources. Due 

to its various benefits, XGBoost has established itself as a 

prominent and extensively utilized gradient-boosting 

algorithm in machine learning. 

In the RF-DNN model, a forest is a collection of decision 

trees. 

ℱ(Θ) = {ℓ𝑚(Θ𝑚)}, 𝑚 = 1, … , 𝑀                      (3) 

The parameters in F can be represented by Θ = {Θ1, …, ΘM}, 

where M denotes the total number of trees in the forest. The 

parameters in random forests encompass the splitting variables 

and their corresponding splitting values. During the feature 

detection stage, the training data X and y are utilized to fit F. 

X ∈ R n×p represents the input data matrix with n samples and 

p features, while y ∈Rn denotes the outcome vector containing 

classification labels. The prediction for each observation xi, 

where I ranges from 1 to n, can be obtained from every tree in 

the fitted forest F. 

𝑓(𝑥𝑖 : Θ) = (𝑇1(𝑥𝑖: Θ1)), … , 𝑇𝑀((𝑥𝑖 : Θ𝑀))
𝑇

   (4) 

The present study determines the location of an observation xi, 

where Tm i (; x Θ = m) yˆim represents the binary prediction. 

The binary prediction is derived from the forest's signal 

detection and is denoted by m. The forest signal's binary 

vector is represented as fi:=f(xi;Θ) for simplicity. Then 

it becomes DNN input features. The DNN with l hidden layers 

uses the forest's new feature representations to follow a 

conventional design. 

𝑃𝑟(𝑦|𝐹, Ψ) = 𝑔(𝑍𝑜𝑢𝑡𝑊𝑜𝑢𝑡 + 𝑏𝑜𝑢𝑡)                  (5) 

𝑍𝑜𝑢𝑡 = 𝜎(𝑍𝑙𝑊𝑙 + 𝑏𝑙)                                            (6) 

𝑍𝑘+1 = 𝜎(𝑍𝑘𝑊𝑘 + 𝑏𝑘)                                          (7) 

𝑍𝑙 = 𝜎(𝐹𝑊𝑖𝑛 + 𝑏𝑖𝑛)                                                (8) 

The forest matrix F = (fi, …, fM)T contains n samples and M 

tree predictions. The classification output vector is y, and the 

DNN model parameters are. Hidden neurons Zout and Zk, where 

k = 1,..., l-1, have weight matrices Wout, Wk and bias vectors 

bout, bk. The input dimension M, number of classes hout, and 

number of hidden neurons hin and hk, where k is an integer 

from 1 to l, determine Z and W. In the context of binary 

classification tasks, it is commonly observed that hout≡ 2, 

owing to the binary nature of the elements in y. Typically, the 

quantity of concealed neurons diminishes descending from the 

input layer, precisely hin = M > h1 > h2 … > hout. The activation 

function σ(⋅) is commonly utilized in neural networks and can 

take on various forms such as sigmoid, hyperbolic tangent, or 

rectifiers. The function g(⋅) is a softmax function that 

transforms output layer values into probability predictions. 

𝑃𝑖 = 𝑔(𝜇𝑖1) =
𝑒𝜇𝑖1

𝑒𝜇𝑖0 + 𝑒𝜇𝑖1
                               (9) 

where 

𝑃𝑖 : = 𝑃𝑟(𝑦𝑖 = 1|𝑓𝑖)                                            (10) 

𝜇𝑖0 ≔ [𝑥𝑖
(𝑜𝑢𝑡)

]
𝑇

𝑤0
(𝑜𝑢𝑡)

+ 𝑏𝑖
(𝑜𝑢𝑡)

                    (11) 

𝜇𝑖1 ≔ [𝑥𝑖
(𝑜𝑢𝑡)

]
𝑇

𝑤1
(𝑜𝑢𝑡)

+ 𝑏𝑖
(𝑜𝑢𝑡)

                    (12) 

where i = 1, …, n.  

The weights and biases are the parameters that require 

estimation in the DNN. The model's training can be 

accomplished by utilizing a stochastic gradient descent (SGD) 

algorithm, which operates by minimizing the cross-entropy 

loss function. 

ℒ(Ψ) = −
1

𝑛
∑{𝑦𝑖𝑙𝑜𝑔(�̂�𝑖) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − �̂�𝑖)}

𝑛

𝑖=1

        (13) 

where again Ψ denotes all the model parameters, and pˆi is the 

fitted value of pi. The entire architecture of the RF-DNN 

model is visualized in Figure 5. 
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Figure 5: Representation of the hybrid RF-DNN model's architecture 

In Figure 5, the forest prediction feature fi is one-hot encoded. 

Since the DNN output dimension is two, this encoding is 

similar to label vectors yi. This implementation's DNN input is 

a n × M × 2 tensor substituted for a matrix F. Rectified linear 

unit (ReLU) is employed as the activation function in the 

DNN model. 

𝜎𝑅𝑒𝐿𝑈(𝑥) = 𝑚𝑎𝑥(𝑥, 0)                                                 (14) 

This particular activation function confers a notable benefit 

compared to the sigmoid and hyperbolic tangent functions, as 

it effectively circumvents the issue of the vanishing gradient 

problem that may arise during the optimization process 

regarding the optimization algorithm. 

VI.  RESULTS AND DISCUSSION 

In this experiment is done on  Intel™ Core i5 processor, with a 

CPU clock speed of 3.2GHz, attached with 8GB of RAM. The 

feature extraction techniques are compatible with the 

Windows operating system and employ a programming 

language such as  Python. To ascertain the accuracy and 

efficacy of the proposed framework, a machine learning and 

deep learning algorithms were  used for the training and 

testing processes. Python played an instrumental role as the 

primary language for implementing the experiments. The 

dataset was strategically assigned, with 70% kept for training, 

and 30% given to testing. This dataset represents the model of 

expected behavior, serving as the benchmark against which the 

anomaly detection system compares new data to separate 

anomalies. 

Accuracy =
TP + TN

TP + TN + FP + FN
                                     (15) 

Precision =
TP

TP + FP
                                                           (16) 

Recall =
TP

TP + FN
                                                                 (17) 

F1 − measure =
TP

TP + FP
                                                 (18) 

Table 1 presents the results of the precision metrics, recall, 

accuracy, and F1 score. The data mentioned above is derived 

from the confusion matrix of a model that incorporates a 

classifier. The random forest and logistic regression models 

exhibited the least accuracy among all the observed models. 

The Hybrid (RF-DNN) classifier is cultivated in a two-

pronged approach. During the inaugural stage, the training 

data, replete with labels, is employed to groom the forest. 

Subsequently, predictions emanating from each arboreal 

constituent within the forest for every instance are channeled 

into a fully-connected Deep Neural Network (DNN) for the 

second stage of training. Upon the culmination of this dual-

stage training regimen, when faced with a testing instance, the 

prediction is computed via an end-to-end traverse through the 

model, harnessing the synergies of both the meticulously fitted 

forest and the DNN. This holistic approach ensures that the 

classifier benefits from the combined strengths of random 

forests and deep neural networks. 

TABLE 1: PERFORMANCE COMPARISON OF THE 

ALGORITHMS (WITH LRC, DTC, GBC, XGB, AND HYBRID 

(RF-DNN). 

Method Accuracy Precision Recall F1-score 

LRC 0.64 0.64 0.70 0.59 

DTC 0..95 0.93 0.93 0.93 

GBC 0.96 0.92 0.96 0.94 

XGB 0.90 0.88 0.87 0.87 

Hybrid 

(RF-DNN) 

0.97 0.95 0.96 0.96 

 

 
Figure 6:  Performance of the proposed algorithm with traditional 

algorithms 
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ROC of different models by different classifiers 

During the training phase, model induction was carried out, 

and significant performance metrics such as accuracy, recall, 

precision, and the F1 score were evaluated. The efficacy of 

each model was assessed through the utilization of the 

Receiver Operating Characteristic (ROC) curve, a graphical 

representation employed to evaluate the performance of a 

binary classification model. The Receiver Operating 

Characteristic (ROC) curve is a visual depiction that illustrates 

the correlation between the True Positive Rate (TPR) and the 

False Positive Rate (FPR) concerning the fluctuation of the 

classification threshold. A threshold is a demarcation point for 

discerning whether a specimen should be categorized as 

affirmative or negative. Adjusting the threshold makes it 

feasible to balance the true positive rate (TPR) and the false 

positive rate (FPR). The ROC curve provides a clear depiction 

of the relationship between the performance of the model and 

the modification of the threshold. The suggested model 

exhibited exceptional classification capabilities, surpassing the 

Decision Tree (DT) algorithm with a documented accuracy 

rate of 93.46%. The analyzed model exhibited the inherent 

trade-offs between the true positive rate (TPR) and the false 

positive rate (FPR). The findings suggest that the model 

exhibited superior performance compared to the DT algorithm 

concerning TPR, attaining a more significant percentage of 

93.46% while preserving an equal FPR. The results indicate 

that the model under consideration, exhibiting a precision rate 

of 96.21%, demonstrated superior efficacy in identifying 

instances of fraudulent transactions. 

The overarching goal of the study is to detect fraudulent 

activities within Ethereum transactions. With the increasing 

prominence of blockchain and cryptocurrency, ensuring 

transactional security and integrity becomes paramount. 

However, in this complex realm of decentralized finance, the 

detection of anomalies requires advanced methodologies. The 

research approach that combines preprocessing steps with 

multiple machine-learning models seeks to holistically address 

this challenge. 

A. Preprocessing & Dataset Partition 

Partitioning the Ethereum dataset into a training and a testing 

set is a standard practice in ML-based researches. The 80-20 

split adopted ensures that the models have a significant data 

pool to learn from, while also maintaining an untouched subset 

to validate the trained models. This method is particularly 

crucial for preventing overfitting and evaluating the model's 

ability to generalize its learnings to unseen data. 

 

B. Addressing Data Imbalance: 

Imbalanced datasets, a prevalent issue in many real-world 

scenarios, can skew the performance of ML models. By 

employing the Improved Synthetic Minority Oversampling 

Technique (ISMOTE), the study acknowledges and addresses 

this limitation. ISMOTE, with its emphasis on the proximity of 

minority class instances, represents a thoughtful improvement 

over the conventional SMOTE. The comparative strength of 

ISMOTE is in its capacity to produce synthetic samples that 

not only balance class distribution but also reduce the risk of 

over-generalizing from the minority class. 

C. Model Diversity 

Deploying a range of models - LRC, DTC, GBC, XGB, and 

Hybrid RF-DNN - is a strategic move. Each model comes with 

its set of assumptions, strengths, and weaknesses. By training 

multiple models on the same dataset, the research casts a wide 

net to capture the most robust and accurate fraud detection 

methodology. The introduction of a Hybrid RF-DNN model is 

particularly notable, as it appears to leverage both ensemble 

learning and deep learning, potentially marrying the strengths 

of both approaches. 

D.  Classification Output: 

Classifying transactions into 'Fraud' and 'Non-Fraud' is the 

ultimate goal. Given the financial repercussions and trust 

issues associated with fraudulent transactions, achieving high 

accuracy in this classification is vital. Thus, the choice and 

performance of the classification models are of paramount 

importance. 

VII. FUTURE IMPLICATIONS AND CONCLUDING 

THOUGHTS 

While the multi-model approach's strength lies in its 

comprehensive nature, the study would benefit from 

comparing the performance metrics of each model. Identifying 

the most accurate and efficient model can guide future 

researches and real-world applications. 

Additionally, as blockchain technology and Ethereum evolve, 

so will the patterns of fraudulent activities. Continual updates 

to the dataset and periodic retraining of the models will be 

essential to maintain the relevancy and effectiveness of the 

fraud detection system. 

In conclusion, the study provides a robust framework for 

detecting fraudulent activities in Ethereum transactions, 

combining preprocessing ingenuity with the power of diverse 

machine-learning models. The approach has potential 

implications not just for Ethereum, but for the broader world 

of blockchain and digital currencies. 
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VIII. CONCLUSION 

In this article, we trained and predicted using all the above 

models and selected a random forest as the final model. It 

performed well compared to other models, with an accuracy of 

97%. According to this model, our predicted value matches the 

target values. We can see that in the confusion matrix. We 

have performed EDA, and preprocessing built different 

models, visualized feature importance, hyperparameter tuning, 

and made predictions. We also perform necessary operations 

to handle the imbalanced and skewed nature of data 'ERC20 

uniq rec token name' and 'time diff between first and last 

(min).' These two are the essential feature. This paper 

demonstrates how machine learning algorithms can detect 

fraudulent transactions in the Ethereum blockchain. The work 

showcases how to preprocess the dataset and extract 

transaction features. Blockchain developers and financial 

institutions can use the results of this analysis to prevent 

fraudulent activity and improve the security of the blockchain. 

Our efforts spanned from exploratory data analysis to 

preprocessing, model building, and hyperparameter tuning. 

Key steps and findings include: 

Exploratory Data Analysis & Preprocessing: We 

emphasized preprocessing and feature extraction, particularly 

addressing the imbalanced and skewed nature of certain data 

attributes like 'ERC20 uniq rec token name' and 'time diff 

between first and last (min).' 

Model Building & Evaluation: Multiple models were 

trained and evaluated, with the random forest emerging as the 

top-performing model, boasting an impressive accuracy of 

97%. The confusion matrix further validated the high 

correspondence between our model's predictions and the actual 

target values. 

Feature Importance: Our analysis highlighted 'ERC20 

uniq rec token name' and 'time diff between first and last 

(min)' as the most pivotal features in determining fraudulent 

activities, showcasing the importance of feature engineering in 

such studies. 

The findings from this research are instrumental for 

blockchain developers and financial institutions. By 

harnessing the insights and the proposed model, they can 

bolster the security measures, curtail fraudulent activities, and 

instill greater trust within the Ethereum blockchain ecosystem. 
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