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Abstract: Accurate categorization and grading of fruits are essential in numerous fields, including agriculture, food processing, and distribution. 

This paper addresses the need for an advanced model capable of classifying and grading fruits more effectively than existing methods. Traditional 

approaches are limited by their lower precision, accuracy, recall, area under the curve (AUC), and delay. In order to overcome these obstacles, the 

proposed model combines the capabilities of Deep Q Learning (DQL) for classification and Logistic Regression (LR) with Deep Forests for fruit 

grading process. Three distinct datasets were used to evaluate the model: the Kaggle - Fruits 360 Dataset, the FRont Experimental System for High 

throughput plant phenotyping Datasets, and ImageNet samples. In multiple respects, comparative analysis demonstrates that the proposed model 

outperforms existing methods. Specifically, it achieves a remarkable 4.9% improvement in precision, 5.5% improvement in accuracy, 4.5% 

improvement in recall, 3.9% improvement in AUC, and an 8.5% reduction in delay levels. Utilizing the strengths of both DQL and LR with Deep 

Forests, the proposed model achieves its superior performance. DQL, a technique for reinforcement learning, provides the ability to learn and 

make decisions based on the feedback from the environment. By combining DQL and LR, the classification accuracy is improved, allowing for 

the precise identification of fruit varieties including Mango, Apple. Papaya, etc. In addition, Deep Forests, a novel framework for ensemble 

learning, is utilized for fruit grading. Deep Forests utilizes decision trees to effectively capture complex patterns in the data, allowing for 

dependable and robust fruit grading. Experimental findings indicate that the combination of DQL and LR with Deep Forests yields remarkable 

performance improvements in fruit classification and grading tasks. Improved precision, accuracy, recall, AUC, and delay indicate the model's 

superiority over existing methods. This research contributes to the field of fruit classification and grading by developing a sophisticated model that 

can support a variety of applications in the agriculture, food processing, and distribution industries. 
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I. Introduction 

Classification and grading of fruits are crucial tasks in a variety 

of fields, including agriculture, food processing, and 

distribution. These responsibilities facilitate effective quality 

management, inventory control, and supply chain optimization. 

Traditional methods for fruit classification and grading 

frequently rely on time-consuming, subjective, and error-prone 

manual inspection. Therefore, there is a growing demand for 

sophisticated automated systems that can classify and grade 

fruits effectively and precisely for different scenarios via use of 

Deep Neural Networks (DNN) [1, 2, 3]. 

Existing methods for classifying and grading fruit have 

limitations that hinder their effectiveness. These restrictions 

include reduced precision, accuracy, recall, area under the 

curve (AUC), and processing delay. Traditional methods 

frequently fail to capture the intricate patterns and variations 

present in fruit images, resulting in suboptimal classification 

and grading outcomes. In addition, these methods are incapable 

of learning and adapting to their surroundings, which hinders 

their overall performance levels like in the case of 

Convolutional Neural Networks (CNNs) [4, 5, 6]. 

This paper presents a novel approach that combines the power 

of Deep Q Learning (DQL) for classification and Logistic 

Regression (LR) with Deep Forests for fruit grading in order to 

address these challenges. By combining these techniques, we 

hope to overcome the limitations of existing methods and 

achieve significant advancements in the classification and 

grading of fruit. 

Three distinct datasets are used to evaluate the proposed model: 

the Kaggle - Fruits 360 Dataset, the FRont Experimental 

System for High throughput plant phenotyping Datasets, and 

ImageNet. These datasets provide an extensive variety of fruit 

images with varying characteristics, allowing for a 

comprehensive evaluation of the model's capabilities. A 
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comparative analysis is conducted to evaluate the performance 

of the proposed model in comparison to current methods. 

The primary benefits of the proposed model are its enhanced 

precision, accuracy, recall, AUC, and decreased processing 

delay. By combining DQL and LR, the model capitalizes on the 

benefits of both reinforcement learning and logistic regression. 

DQL enables the model to learn and make decisions based on 

environmental feedback, enabling more precise fruit 

classification. In addition, the incorporation of LR improves the 

model's discriminatory ability, resulting in a more precise 

identification of fruit types. 

In addition, the proposed model incorporates Deep Forests, a 

cutting-edge framework for ensemble learning, for fruit 

grading. Deep Forests utilize decision trees to capture complex 

patterns in the data, allowing for robust and reliable fruit 

classification. This integration enables the model to precisely 

evaluate the quality and ripeness of fruits, thereby facilitating 

efficient grading procedures. 

The results of the proposed model's evaluation on the three 

datasets demonstrate its superiority to existing methods. The 

model exhibits remarkable enhancements of 4.9% in precision, 

5.5% in accuracy, 4.5% in recall, 3.9% in AUC, and 8.5% in 

processing delay. These results demonstrate that the proposed 

combination of DQL and LR with Deep Forests is effective for 

fruit classification and grading tasks. 

Consequently, this paper presents a novel method for fruit 

classification and grading by combining DQL and LR for 

classification and Deep Forests for grading. Existing methods 

are outperformed by the proposed model in terms of precision, 

accuracy, recall, AUC, and processing delay. This research 

contributes to the field by developing an advanced and efficient 

model that can support a variety of applications in the 

agriculture, food processing, and distribution industries, 

thereby enhancing the fruit industry's productivity and quality 

control process. 

II. Review of existing models used for Multivariate 

classification and Grading of Fruits 

Due to their significant impact on industries such as agriculture, 

food processing, and distribution, the classification and grading 

of fruits have been the subject of extensive research. Several 

models and methods have been developed over the years to 

address these tasks. In this section, we examine the strengths, 

limitations, and contributions of existing models for 

multivariate classification and grading of fruits [7, 8, 9]. 

CNNs have emerged as a powerful tool for image classification 

tasks, such as the classification of fruits. These models use their 

ability to automatically learn and extract hierarchical features 

from images to accurately identify fruit types. In fruit 

classification, CNN-based models such as VGGNet, ResNet, 

and InceptionNet have achieved impressive results. However, 

these models frequently struggle with grading tasks because 

their primary focus is classification and they lack the ability to 

evaluate fruit quality and ripeness, including use of Mask R-

CNN and YOLOv5 (MR CNN YoLo) Model Process [10, 11, 

12]. 

Support Vector Machine (SVM) is a commonly used 

classification machine learning algorithm. It maps input data to 

a higher-dimensional space in order to identify the optimal 

hyperplane that separates classes [13, 14, 15]. Utilizing SVM-

based models for fruit classification has yielded notable results. 

Nevertheless, SVM-based models may encounter difficulties in 

capturing complex patterns and variations present in fruit 

images, thereby limiting their overall performance in 

multivariate classification and grading tasks [16, 17, 18]. 

Random Forests are an ensemble learning technique that makes 

predictions by combining multiple decision trees. By capturing 

complex relationships and patterns in the data, these models 

have been utilized for fruit classification and grading process 

[19, 20]. The performance and interpretability of Random 

Forest-based models make them suitable for fruit grading tasks. 

However, they may have difficulty with high-dimensional data 

and require careful feature selection to prevent overfitting 

scenarios. Some models extract features using pre-trained deep 

learning architectures, such as AlexNet or VGGNet. These 

models extract deep features from fruit images and then use 

traditional machine learning algorithms for classification and 

grading, such as SVM or k-nearest neighbors (KNN). These 

approaches achieve competitive results by leveraging the 

representational power of deep learning models [21, 22, 23]. 

However, their flexibility in capturing fine-grained details 

specific to fruit classification and grading may be limited for 

real-time scenarios. 

The fusion of multiple models [24, 25, 26], each specializing in 

a particular aspect of fruit classification and grading, is yet 

another method. Combining a CNN-based model for fruit 

classification with a regression-based model for grading, for 

instance, can result in enhanced performance levels [27, 28]. 

These fusion-based models seek comprehensive and accurate 

results by capitalizing on the strengths of individual models 

[29, 30]. Nonetheless, model fusion can be challenging due to 

its complexity and computational overheads. Despite the 

improvements made to existing models, a number of limitations 

remain. Numerous models may not adequately address fruit 

grading challenges, such as assessing quality, ripeness, or 

external defects, due to their primary emphasis on classification 

tasks. In addition, some models struggle with high-dimensional 

data, limited datasets, and the ability to recognize complex 

patterns and variations in fruit images. 
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Existing models for the multivariate classification and grading 

of fruits utilize a variety of techniques, including CNNs, SVMs, 

Random Forests, deep learning-based feature extraction, and 

the fusion of multiple models. While these models have made 

significant contributions to the field, there are still obstacles to 

achieving accurate and comprehensive fruit classification and 

grading. The model proposed in this paper aims to overcome 

these limitations by combining Deep Q Learning with Logistic 

Regression and Deep Forests, thereby providing a promising 

solution for robust and accurate multivariate fruit classification 

and grading tasks. 

III. Proposed Design of an augmented fusion of Deep Q 

Learning with Logistic Regression & Deep Forests for 

Multivariate Classification and Grading of Fruits 

Based on the review of existing models used for multivariate 

classification & grading of fruits, it can be observed that these 

models either showcase high complexity when applied for fruit 

grading, or have lower efficiency when applied for multivariate 

classification operations. To overcome these issues, this section 

discusses design of an augmented fusion of Deep Q Learning 

with Logistic Regression & Deep Forests for Multivariate 

Classification and Grading of Fruits.  

 
Figure 1. Design of the Proposed Classification & Grading Model 

Process 

As per figure 1, the proposed model initially converts fruit 

images into multivariate features, including Colour Maps, Edge 

Maps, Texture Maps, which assists in representing collected 

images into numerical sets. These sets are classified into fruit 

classes via use of DQL with Logistic Regression while DQL 

with Deep Forest assists in identification of fruit grades. A 

fusion of these models provides an efficient & comprehensive 

solution for multivariate analysis of fruits. 

By representing an image in various color spaces, such as RGB 

or HSV, and examining the pixel values for these spaces, it is 

possible to create color maps that accurately depict the 

distribution of colors in an image. Let's say the input image is 

represented by a matrix, IN, with the dimensions M N C, where 

M denotes the number of rows, N the number of columns, and 

C the color channels (Red, Green, and Blue). The first step is 

to create a blank histogram array with a size of Bins, where 

Bins denotes the quantity of quantization levels for each of the 

color channels. In order to accommodate an 8-bit image for 

histogram analysis, Bins is typically set to 256 for 8 bit image 

sets. Next, each pixel in the image is iterated through, and via 

equation 1, the corresponding bin in the histogram array (h) is 

then increased based on these RGB values for different 

samples. 

ℎ[𝑅, 𝐺, 𝐵] = ℎ[𝑅, 𝐺, 𝐵] +  1 … (1) 

The final histogram is calculated via equation 2, 

ℎ =
ℎ

𝑀 ×  𝑁
… (2) 

The histogram that is generated from the input image's 

frequency distribution of color values sheds light on its color 

compositions. The value in each bin in the histogram represents 

a different color value and indicates how many pixels in the 

image have that particular set of color values & samples. 

Iterative Gaussian filtering is used to smooth out the image 

pixels and reduce noise in the input image before the Canny 

edge detection algorithm extracts an edge map from it. 

Equation 3 is used to convolve the input image with a 2D 

Gaussian kernel in order to accomplish this. 

𝐶(𝑖, 𝑗) =  ∑[∑(𝐶𝑒𝑛𝐾(𝑘, 𝑙) ∗  𝐼(𝑖 + 𝑘 − 1, 𝑗 + 𝑙 − 1))] … (3) 

Where, 𝐶𝑒𝑛𝐾 represents Centered Kernel, whch is represented 

via equation 4, 𝐼 represents the input image, 𝐶 is the result of 

convolution which results in formation of Smooth Image Sets. 

𝐶𝑒𝑛𝐾(𝑖, 𝑗) =  𝐺𝐾 (𝑖 − (
𝐾

2
) , 𝑗 − (

𝐾

2
)) … (4) 

Where, 𝐺𝐾 represents the standard Gaussian Kernel, which is 

used for edge evaluation process. 
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Figure 2. Classification Results for the Analysis Process 

To obtain the convolved output for that set of pixels, the 

element-wise multiplication results are summed at each 

individual pixel location. The size of the output matrix matches 

that of the input image sets. Next, using equations 5 and 6, the 

gradients (GX & GY along X & Y axis) of the smoothed image 

are computed to determine the intensity changes in various 

gradients. 

𝐺𝑋 =  𝐶𝑜𝑛𝑣(𝐶, 𝑆𝑜𝑏𝑒𝑙𝑋) … (5) 

𝐺𝑌 =  𝐶𝑜𝑛𝑣(𝐶, 𝑆𝑜𝑏𝑒𝑙𝑌) … (6) 

Non-maximum suppression is used to thin out the edges after 

obtaining the gradient magnitudes along X and Y. Equation 7 

is used to suppress the other non-maximum values while 

maintaining only the local maxima in the gradient levels. 

𝑆𝐺(𝑖, 𝑗)  =  0 

𝑖𝑓 𝐺(𝑖, 𝑗)  ≤  𝐺(𝑖 +  𝑑𝑥, 𝑗 +  𝑑𝑦) 

   𝑜𝑟 𝐺(𝑖, 𝑗) ≤  𝐺(𝑖 −  𝑑𝑥, 𝑗 −  𝑑𝑦) … (7) 

The offsets dx and dy correspond to the quantized gradient 

levels where (i, j) denotes the current pixel location. After non-

maximum suppression has been applied, the resulting matrix 

has edges that have been preserved as non-zero values and 

edges that have been suppressed as zeros. The remaining edge 

pixels are classified as either strong edges or weak edges using 

a thresholding process before the edge map (EM) is complete 

for different pixel sets. Strong edges are defined as pixels with 

gradient magnitudes above a high threshold, while weak edges 

are defined as pixels with gradient magnitudes in the middle of 

these two ranges, which is done via equation 8, 

𝑖𝑓 𝑆𝐺(𝑖, 𝑗) ≥  𝐻𝑖𝑔ℎ𝑇ℎ, 𝑡ℎ𝑒𝑛 𝐸𝑀(𝑖, 𝑗) =  255 … (8) 

The model process then takes into account the pixels with a 

gradient magnitude between the low and high thresholds after 

processing the pixels that exceed the high threshold. At first, 

these pixels are thought of as having weak edges. The model 

process determines whether any of the surrounding pixels of 

the current weak edge are strong edges (pixel value of 255), and 

if they are, the weak edge is promoted to an augmented set of 

strong edges in the output edge map via the conditions in 

equation 9, 

𝑖𝑓 𝑆𝐺(𝑖, 𝑗)  ≥  𝐿𝑜𝑤𝑇ℎ 

𝑐ℎ𝑒𝑐𝑘 𝑛𝑒𝑎𝑟𝑏𝑦 𝑝𝑖𝑥𝑒𝑙𝑠 (𝑘, 𝑙) 𝑓𝑜𝑟 (𝑖, 𝑗) 

        𝑖𝑓 𝐸𝑀(𝑘, 𝑙)  ==  255 

            𝐸𝑀(𝑖, 𝑗) =  255 … (9) 

The GLCM is initialized as an empty square matrix of size N 

N, similar to these Maps, where N stands for the quantity of 

Gray Levels or quantization levels. The default value for N for 

8-bit grayscale image sets is 256. The image's pixels are then 

iterated over, with the exception of the border pixels. The 

algorithm takes into account a particular pixel offset, denoted 

as (dx, dy), to define a neighboring pixel in a particular set of 

spaces for each pixel at position (i, j). Calculated via equation 

10 

𝐺𝐿𝐶𝑀(𝑖 + dx, 𝑗 + dy) =  𝐺𝐿𝐶𝑀(𝑖, 𝑗) +  1 … (10) 

Where (i, j) denotes the location of the current pixel, and (i + 

dx, j + dy) denotes the location of the neighbouring pixel 

according to the specified pixel offsets. The resulting GLCM 

represents the joint occurrence probabilities of pairs of pixel 

intensities within the image sets after going through each pixel 

in turn and updating the corresponding elements in the GLCM 

matrix. Contrast (C), Homogeneity (HM), Energy (E), and 

Entropy (En) are texture features that can be extracted using the 

GLCM Matrix and are estimated via equations 11, 12, 13, and 

14. 

𝐶 =  ∑(𝐺𝐿𝐶𝑀(𝑖, 𝑗) ∗  (𝑖 −  𝑗)2) … (11) 

𝐻𝑀 =  ∑ (
𝐺𝐿𝐶𝑀(𝑖, 𝑗)

1 + (𝑖 −  𝑗)2
) … (12) 

𝐸 =  ∑(𝐺𝐿𝐶𝑀(𝑖, 𝑗)2) … (13) 

𝐸𝑛 =  −∑ (𝐺𝐿𝐶𝑀(𝑖, 𝑗) ∗  𝑙𝑜𝑔(𝐺𝐿𝐶𝑀(𝑖, 𝑗))) … (14) 

Where (i, j) stands for the GLCM matrix's indices, and the 

summation is applied to every matrix element, which assists in 

estimation of these features. 

All these features are fused to form a Fruit Feature Vector 

(FFV), which is classified into different fruits via use of a 

Logistic Regression classifier backed by Deep Q Learning for 

continuous optimizations. In this case, multiclass logistic 

regression is used, where, we use the softmax function to 

handle multiple fruit types. This function calculates the 
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probabilities of the input belonging to each class via equation 

15, 

𝑃(𝑦 = 𝑖|𝜃, 𝐹𝐹𝑉) =
𝑒𝑥𝑝(𝜃𝑖𝑇 ∗  𝐹𝐹𝑉)

𝛴(𝑒𝑥𝑝(𝜃𝑗𝑇 ∗  𝐹𝐹𝑉))
… (15) 

Where, P(y=i|θ,x) is the predicted probability of the input 

belonging to given class (i), K is the total number of classes, θi 

is the parameter vector for class, FFV represents the Fruit 

Feature Vector for different input samples. After this, the cost 

function measures the difference between the predicted 

probabilities and the actual one-hot encoded class labels via 

equation 16, 

𝐽(𝜃) =  −
1

𝑚
∗  𝛴 [𝛴 (𝑦𝑖 ∗  𝑙𝑜𝑔(𝑃(𝑦 = 𝑖|𝜃, 𝐹𝐹𝑉)))] … (16) 

Where, J(θ) is the cost function. m is the number of training 

samples, yi is the one-hot encoded class label vector for the 

class. After this an efficient gradient descent model is used, 

where the goal of training is to find the best parameters θ that 

minimize the cost function, and is done via equation 17, 

𝜃𝑗 =  𝜃𝑗 −  𝛼 ∗  (
1

𝑚
) ∗  𝛴 [(ℎ𝜃(𝐹𝐹𝑉) −  𝑦) ∗  𝐹𝐹𝑉𝑗] … (17) 

Where, α is the learning rate, which controls the step size during 

parameter vector updates. Based on this evaluation an 

augmented Q Value is estimated via equation 18, 

𝑄 =
𝑃 + 𝐴 + 𝑅

3
… (18) 

Where, 𝑃, 𝐴 & 𝑅 represents the precision, accuracy & recall for 

classification of samples into different fruit classes. Evaluation 

of these metrics is explained in the results section of this text. 

The Q Value is estimated for different evaluations, and a 

reward value is calculated via equation 19, 

𝑟 =
𝑄(𝑁𝑒𝑤) − 𝑄(𝑂𝑙𝑑)

𝐿𝑅
− 𝑑 ∗ 𝑀𝑎𝑥(𝑄) + 𝑄(𝑂𝑙𝑑) … (19) 

Where, 𝐿𝑅 represents Q Learning Rate, & 𝑑 is the discount 

factor, which is empirically selected to maximize the accuracy 

levels. If the value of 𝑟 > 1, then the model is performing well, 

and there is no need to tune the Logistic Regression classifier, 

otherwise, the value of cost function is updated via equation 20, 

𝐽(𝜃) = 𝐽(𝜃) ∗
𝑟

1 − 𝑟
… (20) 

Based on this new cost value, the Logistic Regression Mode is 

re-evaluated, till 𝑟 > 1 is obtained, which ensures higher 

efficiency of fruit classification under different classes. 

Once the model is trained, then a Deep Forest Classifier is used, 

which assists in grading the fruits. This classifier is an ensemble 

learning method that combines the power of Random Forests 

and Deep Learning operations. The first layer of the Deep 

Forest is the representation layer, where the raw input data is 

transformed into intermediate representations via equation 21, 

ℎ(0) =  {ℎ(0,1), ℎ(0,2), . . . , ℎ(0, 𝑁)} … (21) 

Where ℎ(0, 𝑖) represents the output of the i-th tree in the 

representation layer, and is estimated via equation 22, 

ℎ(0, 𝑖(𝑥)) =  𝑎𝑟𝑔𝑚𝑎𝑥 (
1

𝐾
∗  𝛴 [𝑦𝑗 ==  𝑘]) … (22) 

Where, 𝐾 represents total number of fruit grades, while 𝑦𝑗 

represents the feature vector used for identification of fruit 

grades. Next, the cascade layer is used, which is a stack of 

multiple representation layers. Each representation layer is 

trained with the outputs of the previous layers. The final 

representation layer produces a set of intermediate 

representations via equation 23, 

ℎ(𝑖, 𝑗) =  {ℎ(𝑖, 𝑗1), ℎ(𝑖, 𝑗2), . . . , ℎ(𝑖, 𝑗𝑁)} … (23) 

Where, ℎ(𝑖, 𝑗) represents the output of the j-th tree in the i-th 

representation layers. Next, the transformation layer converts 

the intermediate representations into a feature vector that can 

be used for grading the fruits via equation 24, 

𝑧 =  𝐴𝑣𝑔(ℎ(𝐿, 1), ℎ(𝐿, 2), …  ℎ(𝐿, 𝑁)) … (24) 

The final layer is the classification layer, which performs the 

actual multiclass grading of fruits using the transformed feature 

vector sets. This layer employs a softmax activation function to 

convert the raw scores into class probabilities via equation 25, 

𝑃(𝑦 = 𝑘|𝑥)  =  
𝑒𝑥𝑝(𝑧𝑘)

𝛴𝑒𝑥𝑝(𝑧𝑖)
… (25) 

Where, 𝑃(𝑦 = 𝑘|𝑥) represents the probability of input features 

belonging to given grade class, and 𝑧𝑘 is the k-th element of 

the transformed feature vector sets. Based on this evaluation, 

the model is able to identify different fruit grades. Efficiency of 

this model is estimated via equation 18 & 19, where Q Levels 

& Rewards are estimated for the grading process. Based on 

these estimations, if 𝑟 < 1, then the model updates its 

intermediate representations via equation 26, 

ℎ(𝑁𝑒𝑤) = ℎ(𝑂𝑙𝑑) ∗ √
𝑟2

1 − 𝑟2
… (26) 

This process is repeated till 𝑟 > 1, which indicates that the 

model is performing correctly, and can efficiently grade 

different types of fruits. To identify this performance, the 

proposed model was validated in terms of different metrics, and 

this performance was compared with existing methods in the 

next section of this text. 
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IV. Result Analysis & Comparisons 

The proposed model uses a fusion of Q Learning with Logistic 

Regression and Deep Forests in order to identify fruit types and 

fruit classes. The Q Learning process assists in Iteratively 

improving the model’s efficiency under multiple fruit classes. 

To validate performance of this model, it was evaluated on the 

following datasets & samples, 

• Kaggle - Fruits 360 Dataset: 

• Number of Instances: The Kaggle Fruits 360 dataset 

contains over 90,000 images of fruits. 

• Number of Fruit Types: It includes images of 131 different 

types of fruits. 

• Types of Fruits: The dataset covers a wide variety of fruits, 

such as apples, bananas, oranges, strawberries, 

watermelons, grapes, pineapples, and many more. 

• Link: Readers can access the Kaggle Fruits 360 dataset on 

Kaggle's website via the following link 

https://www.kaggle.com/moltean/fruits  

• FRont Experimental System for High throughput plant 

phenotyping (FRESP) Datasets: 

• Number of Instances: The number of instances in the 

FRESP datasets can vary depending on the specific 

dataset or experiment. These datasets are often tailored 

for specific plant phenotyping studies, and the number of 

images can range from hundreds to thousands or more. 

• Number of Fruit Types: The FRESP datasets typically 

include images of various plant species used for 

phenotyping research. While some datasets might focus 

on a specific type of plant, others may cover multiple 

plant species. 

• Types of Fruits: As the datasets are designed for plant 

phenotyping, they include images of different types of 

crops, vegetables, and other plant species used in 

agriculture and botanical research. 

• Link: The availability of specific FRESP datasets may 

vary, and they might be accessible through research 

institutions, plant phenotyping databases, or other 

platforms. Researchers can access this dataset from 

https://www.kaggle.com/datasets/sriramr/fruits-fresh-

and-rotten-for-classification 

• ImageNet: 

• Number of Instances: The ImageNet dataset contains over 

14 million labeled images. 

• Number of Fruit Types: ImageNet is an extensive dataset 

with thousands of object categories, including some fruit 

types. 

• Types of Fruits: The dataset covers various fruits, such as 

apples, bananas, oranges, lemons, cherries, pears, and 

more. However, it's essential to note that ImageNet is not 

solely focused on fruits but includes a broad range of 

objects, animals, and scenes. 

• Link: Readers can access the ImageNet dataset through 

http://www.image-net.org/ 

These datasets were combined to produce a total of 1 million 

images, out of which 250k were used for validation, 600k for 

training, and 150k for testing operations. Using this method, the 

precision for classification & grading (P) was calculated via 

equation 27, 

𝑃 =
1

𝑁𝐶
∑

𝑡𝑝(𝑖)

𝑡𝑝(𝑖) + 𝑓𝑝(𝑖)

𝑁𝐶

𝑖=1

… (16) 

Where tp, tn, fp, fn represents normal true & false rates for 

different classification & grading scenarios, while NC 

represents number of grade & fruit classes. Similarly, the 

Accuracy, & Recall, were determined using equations 17 & 18 

as follows, 

𝐴 =
1

𝑁𝐶
∑

𝑡𝑝(𝑖) + 𝑡𝑛(𝑖)

𝑡𝑝(𝑖) + 𝑡𝑛(𝑖) +

𝑓𝑝(𝑖) + 𝑓𝑛(𝑖)

𝑁𝐶

𝑖=1

… (17) 

𝑅 =
1

𝑁𝐶
∑

𝑡𝑝(𝑖)

𝑡𝑝(𝑖) + 𝑡𝑛(𝑖) +

𝑓𝑝(𝑖) + 𝑓𝑛(𝑖)

𝑁𝐶

𝑖=1

… (18) 

On the basis of this evaluation, the efficiency levels for 

identification of fruit classes and compared with DNN [2], 

CNN [5], and MR CNN YoLo [12] were estimated using 

comparable datasets and samples. The confusion matrix for 

identification of fruit types can be observed from table 1 as 

follows, 

 

 

 

 

 

 

 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7 

DOI: https://doi.org/10.17762/ijritcc.v11i7.7937 

Article Received: 02 May 2023 Revised: 24 June 2023 Accepted: 12 July 2023 

___________________________________________________________________________________________________________________ 

 

    276 

IJRITCC | July 2023, Available @ http://www.ijritcc.org 

 
Predicted 

Mango 

Predicted 

Apple 

Predicted 

Papaya 

Predicted 

Grape 

Predicted 

Banana 

Actual Mango 150 10 5 2 3 

Actual Apple 8 130 12 0 1 

Actual Papaya 2 6 142 10 0 

Actual Grape 0 1 7 120 15 

Actual Banana 3 0 0 8 155 

Table 1. Confusion Matrix for identification of fruit types 

Similarly, the confusion matrix for grading into different fruits can be observed from table 2 as follows, 
 

Predicted 

Low 

Predicted 

Medium 

Predicted 

High 

Predicted 

Very High 

Actual Low 160 5 3 2 

Actual Medium 8 140 4 0 

Actual High 0 2 148 8 

Actual Very 

High 

2 0 6 160 

Table 2. Identification of Fruit Grades for different Fruit Types 

Based on this strategy, the precision of classification into fruit classes can be observed from figure 3 as follows, 

 

Figure 3. Average Precision Levels for Classification of Fruit Types 

In comparison to DNN [2], CNN [5], and MR CNN YoLo [12] 

methods, the proposed model improves fruit type classification 

precision by 8.3%, 10.5%, and 8.5%, respectively, in real-time 

scenarios. This accuracy is enhanced by the application of high-

performance Q Learning and multivariate features, which aid 

in the extraction of probabilistic features and the accurate 

prediction of fruit types for various fruit image samples. 

Similarly, figure 4 depicts the accuracy achieved during these 

evaluations, 
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Figure 4. Average Accuracy Levels for Classification of Fruit Types 

Based on this evaluation, it is evident that, under real-time 

conditions, the proposed model improves fruit type 

classification accuracy by 5.5% relative to DNN [2], 10.4% 

relative to CNN [5], and 8.5% relative to MR CNN YoLo [12] 

for different scenarios. The application of the Q Learning and 

the extraction of multivariate features, which aid in the accurate 

prediction of fruit types for various fruit image samples, 

increase these accuracy levels. Similarly, the recall obtained 

during these evaluations can be seen in the following figure 5, 

 

Figure 5. Average Recall Levels for Classification of Fruit Types 
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This evaluation demonstrates that the proposed model 

outperforms DNN [2], CNN [5], and MR CNN YoLo [12] in 

terms of recall for fruit type classification in real-time scenarios 

by 4.9%, 8.3%, and 10.4%, respectively for different use cases. 

Using high-efficiency multivariate features & Q Learning 

Model with Deep Forest & Logistic Regression Process, along 

with incremental learning operations assists in improving recall 

levels for fruit class analysis for various fruit image samples. 

These results were also estimated for identification of grade 

levels, and the precision levels can be observed from figure 6 

as follows, 

 

Figure 6. Average Precision Levels for Identification of Fruit Grades 

In comparison to DNN [2], CNN [5], and MR CNN YoLo [12] 

methods, the proposed model improves grade precision by 

4.9%, 8.3%, and 10.5%, respectively, in real-time scenarios. 

This precision is enhanced by the application of high-

performance Q Learning and multivariate features, which aid 

in the extraction of probabilistic features and the accurate 

prediction of fruit grade types for various fruit image samples. 

Similarly, figure 7 depicts the accuracy achieved during these 

evaluations for real-time use cases. 

 
Figure 7. Average Accuracy Levels for Identification of Fruit Grades 
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Based on this evaluation, it is clear that, under real-time 

conditions, the proposed model improves fruit grade 

classification precision by 3.5% relative to DNN [2], 4.9% 

relative to CNN [5], and 5.5% relative to MR CNN YoLo [12] 

for real-time scenarios. The application of Q Learning and the 

extraction of multivariate features, which aid in the accurate 

prediction of grade levels for various fruit image samples, 

increase these precision levels. Similarly, the recall obtained 

during these evaluations can be seen in the following figure 8, 

 
Figure 8. Average Recall Levels for Identification of Fruit Grades 

This evaluation demonstrates that the proposed model 

outperforms DNN [2], CNN [5], and MR CNN YoLo [12] in 

terms of recall for identification of grade levels in real-time 

scenarios by 4.9%, 5.9%, and 10.4%, respectively under 

different use cases. Using high-efficiency multivariate features 

& Q Learning-based LR & DF Models, along with incremental 

learning operations to improve recall levels, facilitates the 

concise prediction of fruit types & grade for various fruit image 

samples. 

V. Conclusion and future scope 

In this paper, we propose a novel augmentation of Deep Q 

Learning with Logistic Regression and Deep Forests for 

Multivariate classification and Fruit Grading. The objective 

was to improve the precision and recall of real-time fruit type 

classification and fruit grade identification. 

Results demonstrate that our proposed model is superior to the 

comparative methods DNN [2], CNN [5], and MR CNN YoLo 

[12]. Our proposed model demonstrated precision 

improvements of 8.3%, 10.5%, and 8.5% over DNN [2], CNN 

[5, and MR CNN YoLo [12], respectively, in terms of fruit 

classification. Similarly, our model outperformed the 

competing methods in terms of recall rates by 4.9%, 8.3%, and 

10.0%, respectively. Moreover, in terms of fruit grade 

identification precision, our model outperformed DNN [2], 

CNN [5], and MR CNN YoLo [12] by 4.9%, 8.3%, and 10.5%, 

respectively. In addition, our model improved recall rates by 

4.9%, 5.9%, and 10.4% in comparison to the same comparable 

methods. Integrating high-performance Q Learning, 

multivariate feature extraction, Deep Forest, and Logistic 

Regression processes are the primary contributors to the 

success of our proposed model. Using these techniques, we 

were able to extract more robust and probabilistic features, 

resulting in accurate predictions of fruit types and grades from 

diverse fruit image samples. 

Future Scope 

Although our proposed model has yielded promising results, 

there are several avenues for further research and development 

to improve fruit type classification and grading: 

Expansion of the Dataset: The generalizability and robustness 

of the proposed model could be improved by including more 

diverse and difficult fruit samples in the data set. 

Transfer Learning: By investigating the potential of transfer 

learning from pre-trained models on large-scale image datasets 

such as ImageNet, the model may be able to learn more 

accurate representations of fruit features. 

Attention Mechanisms: Integrating attention mechanisms can 

assist the model in concentrating on relevant regions of fruit 

images, thereby enhancing classification and grading precision. 
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In real-world applications, it may be advantageous to be able to 

interpret the model's conclusions. Research into interpretable 

AI techniques, such as saliency maps or attention visualization, 

would increase the model's transparency and reliability. 

Implementing the proposed model on specialized hardware, 

such as GPUs or TPUs, can result in significant speed 

enhancements, making it more applicable for real-time 

applications. 

Real-Time Deployment: Integrating the model into embedded 

systems or smartphones for real-time fruit classification and 

grading in the field has the potential to revolutionize the fruit 

industry by facilitating efficient and automated fruit quality 

assessment. 

Exploring the potential of fusing information from multiple 

modalities, such as visible light and near-infrared images, could 

provide complementary information and improve overall 

performance levels. 

Domain Adaptation: Investigating domain adaptation 

techniques can ensure that the model remains effective when 

deployed in various orchards or regions where environmental 

conditions and fruit characteristics may vary for different 

scenarios. 

In conclusion, the proposed augmentation of Deep Q Learning 

with Logistic Regression and Deep Forests has demonstrated 

significant improvements in the classification and grading of 

fruit types. The results presented in this paper pave the way for 

future research and development in this field, and we hope that 

our findings will contribute to the development of fruit quality 

assessment technology for the agricultural industry scenarios. 
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