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Abstract: The Internet's growth in popularity requires computer networks for both agility and resilience. Recently, unable to satisfy the 

computer needs for traditional networking systems. Software Defined Networking (SDN) is known as a paradigm shift in the networking industry. 

Many organizations are used SDN due to their efficiency of transmission. Striking the right balance between SDN and legacy switching capabilities 

will enable successful network scenarios in architecture networks. Therefore, this object grand scenario for a hybrid network where the external 

perimeter transport device is replaced with an SDN device in the service provider network. With the moving away from older networks to SDN, 

hybrid SDN includes both legacy and SDN switches. Existing models of SDN have limitations such as overfitting, local optimal trapping, and 

poor path selection efficiency. This paper proposed a Deep Kronecker Neural Network (DKNN) to improve its efficiency with a moderate 

optimization method for multipath selection in SDN. Dynamic resource scheduling is used for the reward function the learning performance is 

improved by the deep reinforcement learning (DRL) technique. The controller for centralised SDN acts as a network brain in the control plane. 

Among the most important duties network is selected for the best SDN controller. It is vulnerable to invasions and the controller becomes a network 

bottleneck. This study presents an intrusion detection system (IDS) based on the SDN model that runs as an application module within the 

controller. Therefore, this study suggested the feature extraction and classification of contractive auto-encoder with a triple attention-based 

classifier. Additionally, this study leveraged the best performing SDN controllers on which many other SDN controllers are based on 

OpenDayLight (ODL) provides an open northbound API and supports multiple southbound protocols. Therefore, one of the main issues in the 

multi-controller placement problem (CPP) that addresses needed in the setting of SDN specifically when different aspects in interruption, ability, 

authenticity and load distribution are being considered. Introducing the scenario concept, CPP is formulated as a robust optimization problem that 

considers changes in network status due to power outages, controller’s capacity, load fluctuations and changes in switches demand. Therefore, to 

improve network performance, it is planned to improve the optimal amount of controller placements by simulated annealing using different 

topologies the modified Dragonfly optimization algorithm (MDOA).  

Keywords: SDN, Controller Placement, ODL, Multi-Path Transmission, Security, Intrusion Detection, Dynamic Scheduling. 

 

I. INTRODUCTION 

Due to transmission efficiency, the SDN has been employed 

in several organizations. SDN uses machine learning techniques 

to progress the capability of resource scheduling [1]. The balance 

exploration and utilization in the multi-path selection process is 

applied for Gaussian distribution in the balancing module [2]. 

http://www.ijritcc.org/
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The various kinds of facility flows in multipath routing may 

work out the separate necessities in terms of bandwidth, obstruct, 

and other quality of service (QoS) metrics, but different networks 

have different multipath detection, the establishment of the 

network efficiency and also differ in selection strategies. 

Resources among multiple users can also be different in 

Allocation and utilization [3]. This network customs SDN 

protocols and traditional networking, with an approach to HSDN 

operating in the same conditions [4]. Controller software 

applications are delivered over SDN instead of hardware [5]. 

HSDN has enabled network engineers to generate new SDN 

technologies to support switched fabrics across application-

specific integrated circuits and multi-vendor hardware [6].  

Network security is responsible for IDS have been developed to 

detect the occurrence of attack streams and notify the network 

system administrators [7]. An extrapolation model of IDS is used 

to identify whether network traffic is normal or aggressive. Due 

to classical IDS's shortcomings in sophisticated combat attacks 

and security enhancements, intrusion detection utilizing ML and 

DL is gaining more attention [8]. 

Investigated the research community is used for malware 

detection, network intrusion detection, and botnet attack 

detection in ML techniques [9]. It leverages the standards-based 

connectivity of the ODL Virtualization Platform for Southbound 

Protocol, which defines the control platform between the 

communication regulator and information plane devices (such as 

virtual and physical switches). In an SDN-enabled network, the 

location of organizers and the routing of the accompanying 

switches to those controllers are typically required to achieve 

objectives like reducing latency, boosting dependability, and 

maximizing energy efficiency. [11].The problem of controller 

placement has received a great deal of research interest because 

it has a significant impact on almost all aspects of SDN, the 

network performance has state distribution options to fault 

tolerance [12]. An important subfield of optimization that deals 

with data uncertainties in optimization problems in Robust 

optimization. This framework only assumes that the impartial 

and constraint procedures belong to a definite set in the function 

space [13]. Currently, the optimization community was intended 

by Robust optimization the methodology for dealing with the 

uncertainty of data [14]. This consists of accounting for data 

uncertainty in the procedure of additional constraints included in 

the model and excluding solutions that may not be viable or 

optimal when there is variation in the entered data [15]. 

Therefore, the purpose research is to analyze safe multipath 

selection with optimal controller placement using optimization 

algorithms of hybrid software-defined networks. The remainder 

of this research is composed as follows: Section 2 provides a 

literature inspection of the work, Section 3 grants the problem 

definition and research motivation, and Section 4 the offered 

research methodology is described. Section 5 offerings a 

conversation of experiments and results, and Section 6 presents 

the research termination. 

II. LITERATURE SURVEY 

Liu et al[16] research Established on Fountain Code – 

FMPST to obtain Multipath Transmission Algorithm. 

Investigations have revealed that FMPST can recover data safety 

by three times more and decrease communication latency by at 

least 50% compared to other multipath transmission algorithms. 

Rohitaksha et al [17] exhibit an efficient technique to find the 

lowest track among either two nodes in an HSDN by reducing a 

complex network topology to a basic topology while considering 

the figure of hop count. Mininet's emulation test environment 

was set up for several various nodes and anatomized the results. 

Firouz et al [18] introduced the controllers has been installed in 

the best places. The comparison shows the ascender of the 

suggested algorithm of controller placement. Sun et al .'s [19] 

investigation of the CNN-GRU deep learning model-based 

LDoS attack detection technique. The gated frequent unit and the 

convolutional neural network (CNN). Demonstrates the 

experimental results that the contemplated method based on the 

model of hybrid deep learning outperforms learning algorithms 

in terms of recognition efficiency and accuracy for another 

traditional machine. Kaul et al [20] considered hybrid 

optimization strategies, LION and WHALE, to analyse strategies 

in the cloud in offline mode, where the computer was 

successfully installed and programmed to meet the user's needs. 

The recommended changes increased latency and decreased 

throughput. 

Yan et al [21] studied her NIDS, which uses high-fidelity 

unsupervised machine learning to detect both known and zero-

day intrusion attacks in genuine time. Demonstrates the results 

that Griffin's complexity is approximately 40% lower than 

existing NIDS and its accuracy is up to 19% higher. Moreover, 

even in avoidance situations, Griffin's AUC increased by up to 

9% and was compared to other solutions for good performance. 

Muthanna et al [22] advised an intelligent SDN-enabled hybrid 

framework in IoT environments that leverages Cuda Long Short 

Term Memory Gated Recurrent Unit (cuLSTMGRU) for 

efficient threat detection. At launch, this model achieved a 

protection accuracy of 99.23 with a short untrue positive rate. 

Besides validation, compared the results of the expected model 

with the current benchmark algorithm and two built models 

(i.e.,cuBLSTM and cuGRUDNN). Ravi et al[23] projected an 

end to a network assault model classification and network attack 

discovery employing the recurrent models based on deep 

learning. The findings of experimental research and the proffered 

method's performance on multiple benchmark network intrusion 

datasets show that it beats existing approaches and other widely 

utilized deep and machine learning models. is showing. Bour et 

al [24] studied a defence-in-depth mechanism to detect and 
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defend against three different types of flooding DDoS attacks 

mitigate. This representation compares well with similar 

schemes suggested in the literature concerning numerous metrics 

such as attack detection rate, detection accuracy, false positive 

rate, switch error rate, packet loss rate, response time, and CPU 

utilization will comparing the framework performs better. Bao et 

al [25] developed and integrated a powerful machine learning-

based SDN for network intrusion detection systems (NIDS). 

Research outcomes express that the planned design occupies 

about 23% of DSP hardware resources and 16% of FFs, LUTs, 

and BRAMs. This research study contributes to the optimization 

algorithms with optimal controller placement using hybrid 

software-defined networks for safe multipath selection. 

III. RESEARCH PROBLEM DEFINITION AND 

MOTIVATION 

The control plane separated taken utilizing the information 

plane and enabling programmable management of the network, 

software-defined networking (SDN) has demonstrated 

significant benefits in many real-world aspects. Therefore, as 

networks grow, a single controller SDN imposes severe 

limitations on various functions. Multiple controllers are 

therefore essential for highly scalable networks. The CPP 

determines the ideal various controllers and the deployment 

location, which affects the execution of the network. 

Additionally, there are many limitations on the performance of 

an individual SDN controller. Among the most significant 

difficulties in SDN frameworks with several organizers is the 

CPP. These properties affect network functionality. The NP-hard 

problem is defined as the CPP. It indicates the number of 

controllers required to cost-effectively handle the controller 

traffic load and the position of the controllers in the SDN. 

Similarly, as the range and typologies of security risks in modern 

networks have expanded, the implementation of SDN, a 

network-based IDS, has expanded the possibilities for its 

application. The amount of data in networks is growing rapidly, 

and connected devices present their security risks.  

Due to transmission efficiency, the SDN has been employed 

in numerous organizations. SDN uses machine learning 

techniques to improve the efficiency of resource scheduling. 

Existing models of SDN have limitations such as overfitting, 

local optimal trapping, and poor path selection efficiency. The 

SDN for real-time data processing can impact the resources and 

time required for reconfiguration. The network requires a 

dynamic resource planning scheme to support the SDN system, 

as network resource planning and information exchange routing 

strategies are also critical in emergencies. A NIDS is the process 

of detecting the presence of malicious or unwanted packets on a 

network. This process is approved by employing real-time traffic 

monitoring to look for any unusual network behaviour. These 

NIDS are important tools for detecting malicious activity and 

anomalous attacks to protect the network environment. 

Therefore, SDN does provide the ability to monitor network 

security issues and successfully detect them caused by the advent 

of customizable features. Currently, implemented the SDN based 

on machine learning (ML) to approach NIDS to defend the 

networks of computers and overcome security problems in the 

network. 

IV. PROPOSED RESEARCH METHODOLOGY 

SDN is a new architecture that separates network control and 

forwarding functions and allows direct programming of network 

control. Enables the data and control plane to be separated to 

simplify network management. This capability of SDN 

facilitates innovative applications and determines new network 

paradigms that NIDS can implement. Tactics Machine learning 

and deep learning (ML\/DL) can be implemented in SDN 

controllers to improve security and monitoring networks. 

Therefore, SDN architecture for dynamic resource allocation and 

scheduling is a fresh paradigm in networks. Despite that, SDN's 

centralized architecture simplifies overall network management 

and meets the needs of today's data centres. Consequently, SDN 

architectures offer significant advantages, the risk of emerging 

attacks is a significant issue that may hinder widespread adoption 

of SDN. SDN organizers are the main elements and intruders in 

attractive targets. 
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Figure 1. The proposed work's block diagram 

Figure 1 research methodology represents the block diagram. 

The research origination accelerated in the flexible nature of 

SDN and conventional networks are compared in the security 

measures increase such as prevention and threat detection. 

However, SDN offers significant benefits, some security 

challenges need to be addressed before the updated paradigm is 

widely adopted. Anomaly-based detection techniques are 

theoretically good at identifying unknown attacks but have poor 

low detection rates and analytical capabilities. 
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4.1 Hybrid Software-Defined Network 

This study presents a cross-network situation where an SDN 

device replaces an external perimeter transport device in a 

service provider network. However, other internal transfer 

devices continue to function. The utilization suggested the 

conquest approach is based on the subnet of free IPs. All IP 

addresses do not know that within a subnet is used. This allows 

a pool of free IP addresses to be managed on the controller. 

However, if a packet desires to be forwarded, the controller 

assigns the packet one of the free IPs from the pool. The terminus 

address field in the packet header is then pre-modified and set by 

the controller. Furthermore, the controller installs mapping and 

remapping on the SDN router's ingress and egress in flow entries. 

Architecture has only ingress and egress routers, replaced by 

SDN routers, the rest remain legacy routers  
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Figure 2. Architecture Diagram of Hybrid SDN 

Figure 2 the suggested strategy is displayed in a flowchart. 

Definite assumptions are made for the intended routing method 

to work efficiently, which are defined as follows-  

1. The network in each subnet was connected to one SDN 

switch in the legacy router. 

 2.  The controller should be available in all details about the 

network.  

 3. SDN functionality is only enabled on ingress and egress 

routers.  

4. A full mesh or subnets was formed by the topology.  

There is a memory limit for current tables in SDN routers and 

routing tables in legacy routers. A high number of requests can 

cause some flow entries to overflow. Another consideration is 

that the system needs to keep track of the whole amount of 

policies. In agreement with these conditions, the system 

architecture can impose certain restrictions, which are defined as 

follows-  therefore, make sure these and any policies added to the 

subnet are taken into account. Moreover, all subnets are 

frequently applied for this procedure and ultimately each 

subnet’s count is added to make a total count. Equation 1 the 

specified criteria represent.  

∑ 𝑃𝑃𝑖𝑁
𝑖=1 = 𝑃𝑃𝑡𝑜𝑡𝑎𝑙    

Where PPi denotes the amount of SDN switch policy paths, 

PPtotal indicates the total quantity of policy paths from each 

source to each destination in the system, and SDN switches are 

defined by the count of N that meets the criteria. The number of 

subnets mentioned in Assumption 1. 

The size of an SDN router's flow table is determined by three 

factors. First, the subnet has already been defined by the flow 

entries for hosts. These entries are required for reverse mapping 

to convert the target IP to a host-specific IP. Second, add entries 

that are directly for the target subnets or obliquely associated 

with this SDN router. Third, check if there are any unused entries 

in the SDN router's IP mapping and mark them as unmapped 

entries. Finally, add all three parameters to get the final total 

number of flows. This number of flows should be less than the 

SDN router of total flow capacity. Equation (2) specifies the 

above criteria. 

𝐻𝑠𝑟𝑐
𝑛 + 𝐹𝐸𝑛𝑜𝑛−𝑚𝑎𝑝

𝑛 + ∑ 𝐻𝑑𝑠𝑡
𝑗

≤ 𝐹𝑇𝑚𝑎𝑥∀𝑘 ∈ 𝑆
𝑝𝑘
𝑗=1   

Where, 𝐻𝑠𝑟𝑐
𝑛  represents the number of IPs in subnet src nth 

SDN switch that are directly connected and 𝐹𝐸𝑛𝑜𝑛−𝑚𝑎𝑝
𝑛   is the 

amount of flow entries that do not correspond to the nth SDN 

switch where 𝐻𝑑𝑠𝑡
𝑗

 is the numeral of IPs for the policy of 𝑗 th in 

the destination subnet, 𝐹𝑇𝑚𝑎𝑥  is the magnitude of the SDN 

switch's flow table, and 𝑝𝑘 is the quantity of multiple policies 

when the SDN switch acts as a source. where S represents a set 

of policies for an SDN switch that meets the prerequisites. 

𝑅𝑃𝑑𝑒𝑓
𝑖 + 𝑅𝑃𝑐𝑙𝑎𝑠ℎ𝑒𝑠

𝑖 + 𝑃𝑃𝑗 ≤ 𝑅𝑇𝑚𝑎𝑥∀𝑗 < 𝐿  

where, 𝑅𝑃𝑑𝑒𝑓
𝑖  represents the number of routing paths to 

perform legacy functions for  legacy routers and 𝑅𝑃𝑐𝑙𝑎𝑠ℎ𝑒𝑠
𝑖   

constitute the issue of routing paths issued to legacy routers due 

to IP conflicts. The router 𝑃𝑃𝑗  can handle it. Where j is the 

number of policy paths that complete the j-th legacy router, 

𝑅𝑇𝑚𝑎𝑥   is the size of the legacy router's routing table, and L is 

the set of legacy routers\/forwarding devices for which manual 

policy must be defined. The various policy options an 

administrator can implement in a system depend on the size of 

the SDN router's flow table. 

http://www.ijritcc.org/
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4.2 Multi-Path Selection 

Due to the planned cross-layer network resources and the 

complex planning process of network status monitoring such as 

RTT and bandwidth, equidistant multipath networks are very 

difficult to achieve. Kronecker Neural Networks (ANNs) 

provided the neural networks for adaptive activation capabilities 

in a general framework. Additionally, in this object, we 

reconstruct a set of completely related layers of the CNN 

architecture from scratch using meta-heuristics based on coral 

reef optimization. Multipath selection for this combination 

method is used to improve efficiency in SDN. 

4.2.1 Deep Kronecker Neural Network 

The Kronecker product structure serves as the foundation for 

DKNN, which implicitly enforces a latent individually smooth 

property of coefficients. The DKN also facilitates model 

interpretation by helping us identify the node sections that are 

most important to the result. Specifically, a fully convolutional 

network (FCN) and CNN are two networks that DKN mimics. 

This approach enables the necessary model interpretability in 

addition to the maximum dimension reduction. 

Provide the fixed positive integer defined by K. Given the 

parameters of the FNN Θ𝐹𝐹 = {𝑊𝑙 , 𝑏𝑙}𝑙=1
𝐷 , the n-th block weight 

matrix and block bias vector are indicated by, 

1𝐾×𝐾⨂𝑊𝑙 = [
𝑊𝑙 ⋯ 𝑊𝑙

⋮ ⋱ ⋮
𝑊𝑙 ⋯ 𝑊𝑙

] ∈ ℝ𝑁𝒍𝐾×𝑁𝒍−𝟏𝐾 1𝐾×1⨂𝑏𝑙 =

[
𝑏𝑙

⋮
𝑏𝑙

] ∈ ℝ𝑁𝒍𝐾   

Where ⊗ the product was provided by Kronecker. Let's a 

block activation function were defined to apply per block denotes 

in �⃗� . Therefore, 𝑧𝑗 ∈ ℝ𝑛 for 1 ≤ 𝑗 ≤ 𝐾, let 𝑧 = [𝑧1,· · · , 𝑧𝑘]
𝑇 ∈

ℝ𝑛𝐾. Then build a neural network from the block weight matrix 

and block bias vectors as follows: Take 𝑧0 = 𝑧 as input and 𝑧1 =

(1𝐾×𝐾⨂𝑊𝑙)(1𝐾×1⨂𝑧0) + 1𝐾×1 ⊗ 𝑏1. For 2 ≤ 𝑙 <  𝐷, 

𝑧𝑙 = (1𝐾×𝐾⨂𝑊𝑙)�⃗� (𝑧𝑙−1) + 1𝐾×1 ⊗ 𝑏1  

However, 𝑧𝐷 = (11×𝐾⨂𝑊𝐷)�⃗� (𝑧𝐷−1) + 𝑏𝐷. In this case 

𝑧𝐷is a D-layer FNN with a large number of 𝐾𝑁1 neurons in the 

lth layer, but the amount of network parameters remains the same 

as 𝑢𝐹𝐹 . 

Kronecker networks have K-times as many neurons in any 

hidden layer as in feed-forward (FF) networks. Furthermore, the 

total amount of parameters varies by 2K (D-1) owing to the 

Kronecker product. Simultaneously, Kronecker networks may be 

watched as an original kind of neural network that generalizes 

the existing class of feed-forward neural networks, especially to 

take advantage of functions of adaptive activation. 

Any grouping of initiation functions may be utilized in 

ANNs, a broad framework for adaptive activation functions. 

Therefore, there is no obvious way to choose these activation 

functions. In this context, propose a rough activation function 

and call the corresponding ANN a rough net (a neural network 

with a rough activation function). In the wild network, we choose 

{\u03c6_1 } as the standard activation functions such as ReLU, 

tanh, ELU, Sine, Swish, Softplus, and the remaining {𝜑𝑘}𝑘=2
𝐾  

activation functions are selected to 

𝜑𝑘(𝑥) = 𝑛 𝑠𝑖𝑛((𝑘 − 1)𝑛𝑥) 𝑛 𝑐𝑜𝑠((𝑘 −

1)𝑛𝑥) ∀2 ≤ 𝑘 ≤ 𝐾           (6) 

Where 𝑛 ≥  1 serves as a scaling factor and is a constant 

positive number. The word "random" means wildly 

fluctuating/irregular/noisy and is used to describe the activation 

function {𝜑𝑘}𝑘=2
𝐾 . The purpose of selecting such a variation term 

is to introduce a limited but highly non-monotonic and noisy 

effect from the outcome of any layer of the network to remove 

the saturated regions. 

An important role of the scaling factor n plays in the 

convergence of the network training process. Indicating the value 

there is no rule of digit for scaling factor, it depends on the 

specific problem. Numerical experiments show that for the 

regression problems such as function approximation and solving 

partial differential equations, specifying a value of n \u2265 1 

can speed up convergence, but the optimization algorithm 

becomes less sensitive as the value of n increases. may become. 

The trainable parameters are defined in scaling factors and are 

prepared such that the Rowdy-Net initial activation matches the 

corresponding default activation function. By contrasting 

Rowdy-Net's performance with that of fixed (default) and layer-

wise locally adaptive (L-LAAF) for a variety of regression and 

classification test scenarios, we show the effectiveness of 

Rowdy-Net in this section. For simplicity, describe fixed (f) and 

trainable (t) parameters for all three forms of instigation 

functions with their respective initializations. 

Fixed AF: 𝛼1
𝑙 = 1(𝑓); 𝛼𝑘

𝑙 = 0, ∀𝑘 ≥ 2(𝑓);

 𝜔1
𝑙 = 1(𝑓); 𝜔𝑘

𝑙 = 0, ∀𝑘 ≥ 2(𝑓), 

L-LAAF: 𝛼1
𝑙 = 1(𝑓); 𝛼𝑘

𝑙 = 0, ∀𝑘 ≥ 2(𝑓); 𝜔1
𝑙 =

1(𝑡); 𝜔𝑘
𝑙 = 0, ∀𝑘 ≥ 2(𝑓), 

Rowdy AF: 𝛼1
𝑙 = 1(𝑓); 𝛼𝑘

𝑙 = 0, ∀𝑘 ≥ 2(𝑡); 𝜔1
𝑙 =

1(𝑡); 𝜔𝑘
𝑙 = 0, ∀𝑘 ≥ 2(𝑡), 

Note this initialization makes the initial activation functions 

of both L-LAAF and Rowdy-Net for each hidden layer identical 

to the fixed activation functions. Further initialization is 

performed by multiplying the  scaling factor n in (6) by any 

trainable parameter, say, 𝜔1
𝑙 , the initialization is done such that 

𝑛𝜔1
𝑙 = 1, ∀𝑛. 

http://www.ijritcc.org/
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4.2.2 Coral Reefs Optimization Algorithm 

Coral reef optimization-primarily based meta-heuristics can 

perform a deeper seek of the quest space, hence compared to 

assisting gradient descent-based methods to locate better solution 

places. SCRO metaheuristics provide a powerful tool for 

evolving CNN models without the need for hyperparameter 

modifications. First, the study expands on statistics-driven 

CROs. The method consists of a final hybridization process that 

optimizes the best solution found by the last-generation 

metaheuristic using a backpropagation algorithm and performs a 

final fine-tuning training. The mutation operator on the other 

hand has also been extended to perform stratified operations 

implementing both parametric and structural mutation. 

The SCRO defined the evolutionary process as consisting of 

four operators: asexual reproduction, sexual reproduction, 

colonization, and predation. Evolutionary operators can apply 

various using a series of confidence intervals corresponding to 

population fitness values. A Gaussian distribution follows the 

basic assumption that these fitness values, yield a population 

with variance calculated as 

𝑆𝑓𝑗

2 =
∑ (𝑓𝑖𝑗−𝑓̅

𝑗)
2𝑁𝑗

𝑖=1

𝑁𝑗−1
, 𝑗 = 1,⋯ ,𝑀  

f_ij is the jth generation fitness value for the ith individual, 

Nj is the number of individuals in this generation, while 𝑓̅
 =

∑ 𝑓𝑖𝑗 𝑁𝑗⁄
𝑁𝑗

𝑖=1
 is the average fitness, M is the generation is the total 

number of  This final step aims to improve the solution through 

final fine-tuning. 

Initialisation: First, an empty riff with 𝑛 × 𝑛 positions is 

created. The worst solutions (those with larger loss values) are 

eliminated from the n2 random solutions generated by the 

initialization function. 

𝑓𝑖1 ∉ [0, 𝑓1̅ + 𝑆𝑓1]   

An initial set of solutions is randomly generated to perform a 

comprehensive search over the entire solution space. 

Asexual Reproduction: Operators of asexual reproduction 

carry out the process of fragmentation followed by budding. 

First, fragmentation computes individuals whose fitness 

confirms the following formula. 

𝑓𝑖𝑗 ∈ [0, 𝑓�̅� − 𝑆𝑓𝑗
 ]   

Sexual Reproduction: Implemented the original SCRO 

contained two types of sexual reproduction: external and 

internal. The crossover operation is similar to performing the 

former replication in evolutionary algorithms, but this version of 

the SCRO algorithm does not perform this operation, since only 

mutations are considered. In the inner replica, random mutations 

are carried out to all people recognized via the fitness function.  

  𝑓𝑖𝑗 ∈ [0, 𝑓�̅� + 𝑆𝑓𝑗
 ]   

If the number of individuals meeting the previous conditions 

does not happen at the lowest threshold (miniprep), random 

corals from the remaining population are included in the set. 

Each iteration in this ensures that reproduces the minimum 

number of individuals. 

Settlement: Populations obtained by the two reproductive 

methods mentioned above already established on the reef must 

compete with corals. A random reef location is then selected for 

each separate in the new population. If the new solution is a 

better fit or the position is open, the person will be assigned to 

this position. This process can be recurrent up to 5 times earlier 

the new solution is discarded. The main fitness function is 

categorical cross-entropy, but significantly improved accuracy 

(denoted by Θ) also displaces previously specified individuals 

with solutions. This helps evade local minima and improve 

search diversity. Therefore, a new individual with fitness fi 

satisfies one of the following conditions replace the reef with 

fitness fi in an individual: Each individual's fitness is determined 

by evaluating all training examples using an individually coded 

model. Similarly, during the evolutionary search is unchanged 

with the convolutional block, evaluate to need the presentation 

of the last set of entirely associated layers using the predictions 

made in the last flattened layer as input. is. This loss function is 

calculated as: 

  𝑐𝑎𝑡𝑒_𝑐𝑟𝑜𝑠𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑦 =

−
1

𝑁
∑ 𝑙𝑜𝑔𝑝𝑚𝑜𝑑𝑒𝑙[𝑦𝑖𝜖𝐶𝑦𝑖

]𝑁
𝑖=1  

Wherever, according to the evaluated model 𝑝𝑚𝑜𝑑𝑒𝑙  [𝑦𝑖𝜖𝐶𝑦𝑖
]  

is the possibility that Pattern I belong to the class 𝐶𝑦𝑖
. The best 

path is determined from multiple sources in the SDN network. 

The parametric mutations perform the best-fit individuals 

selected to affect weights and biases. The parametric mutations 

perform the great fit individuals are decided on to affect weights 

and biases. The closing people undergo structural modifications 

along with hyperparameter mutations (simplest activation 

functions are mutated) and connectivity mutations (connections 

between nodes are activated or deactivated). 

4.3 Dynamic Resource Scheduling 

The fundamental function has resource planning and 

allocation of slicing the network in 5G networks. Dynamically 

adjust resource allocation from the learning-based dynamic 

scheduling schemes that utilize DRL. 

http://www.ijritcc.org/
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4.3.1 Deep Reinforcement Learning (DRL) 

An extension of reinforcement gaining knowledge is the 

DRL using deep neural networks to 

represent the value capabilities. The period “agent” getting the 

reinforcement is used for the role of a selection-maker to 

interact with the surroundings. Markov selection process is 

applied to demonstrate this sequential decision problem. it may 

be defined by way of a tuple, which includes a country set S, an 

action set A, a country transition characteristic 𝑃(𝑠𝑡+1|𝑠𝑡 , 𝑎𝑡),  a 

praise function 𝑅(𝑠𝑡 , 𝑎𝑡), the finite making plans horizon T and 

a discount issue γ for calculating the anticipated discounted go 

back 𝔼[∑ 𝛾𝑡𝑟𝑡
𝑇−1
𝑖=0 ]. 

A program can manage subsequent slots by intervening 

appropriately in any state, such as: 

𝑥𝜏 = {𝜖𝜏, 𝜓𝜏, 𝑞𝜏 , 𝑙𝜏}   

As 𝜖𝜏 collective system cost at time 𝜏, and 𝜓𝜏 =

{𝑐𝑘𝑘,1
𝜏 , 𝑐𝑘𝑘,2

𝜏 , … , 𝑐𝑘𝑘,𝑁
𝜏 } vector of length N indicates the 

computing power of a compute node as follows: 

𝑐𝑘𝑘
𝜏 = 𝐾 − ∑ 𝛼𝑤

𝑎𝑘𝑛
𝑜𝑁

𝑛=1    

Where, 𝑐𝑘𝑘
𝜏  is the remaining capacity of each compute node 

k with slot 𝜏. Somewhere, 𝑞𝜏 = {𝑞𝑘,1
𝜏 , 𝑞𝑘,2

𝜏 , … 𝑞𝑘,𝑁
𝜏 }. Furthermore, 

𝑙𝜏 = {𝑑𝑎,𝑘,1
𝜏 , 𝑑𝑎,𝑘,2

𝜏 , … , 𝑑𝑎,𝑘,𝑁
𝜏 } define 𝑑𝑎,𝑘

𝜏 = [𝑙𝑎 − 𝑙𝑘] measuring 

distance among users' devices and nodes. 

Reward Function 

Equivalent to the coverage gradient set of rules, the simplest 

manner to update the intrinsic reward characteristic is to 

consume∇𝜃𝑖𝑛𝑗𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝜇), the gradient of policy overall 

performance with appreciation to the fitness feature 𝑗𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝜇)  

to calculate. Considering that a change in the inherent 

recompense function parameter 𝜃𝑖𝑛 it affects the guideline 

𝜇(𝑠|𝜃𝜇) and may affect 𝑗𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝜇), the gradient ∇𝜃𝑖𝑛𝑗𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝜇) 

may be unglued into two gradients. 

The agent contains two modules. One is a policy module 

based on the DDPG algorithm and the other is a unique reward 

module built according to our approach. 

Through our system, the rate state awards for specific 

measures as follows: 

max
𝑣𝜏

𝐸[∑ 𝑟𝜏(𝑠𝜏 , 𝑣𝜏)
𝑟
𝜏=0 ]

 

It represents also tries to obtain a new maximum  discounted 

reward 𝑅𝜏 in the future. 

 𝑅𝜏 = 𝑟𝜏 + 𝛾𝑅𝜏 + 1  

Whereas, 𝛾 is a discounted amount 0 ≤ 𝛾 ≤ 1. 

The essential reward engine consists of a fitness 

network 𝑄𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑠𝑡 , 𝑎𝑡|𝜃
𝑓𝑖𝑡𝑛𝑒𝑠𝑠) which estimates the value of 

an action centred on fitness, and an intrinsic reward network 

𝑅
𝜃𝑖𝑛
𝑖𝑛 (𝑠𝑡 , 𝑎𝑡) issue rewards state by state. For strategy modules, 

the critical network𝑄(𝑠𝑡 , 𝑎𝑡|𝜃
𝑄) estimates the  value of actions 

based on  total rewards, and the actor-network 𝜇(𝑠𝑡|𝜃
𝜇) maps 

states to deterministic actions. Interaction with the environment, 

the agent achieves activities 𝑎𝑡 from the actor-network according 

to the state 𝑠𝑡 , and the environment returns to fitness  𝑟𝑡
𝑓𝑖𝑡𝑛𝑒𝑠𝑠

 

and external rewards 𝑟𝑡
𝑒𝑥  to the agent. Fitness  𝑟𝑡

𝑓𝑖𝑡𝑛𝑒𝑠𝑠
 works 

within a fitness network. Specific reward network parameters 

can be updated as follows: 

 ∇𝜃𝑖𝑛𝐿𝑖𝑛𝑡𝑖𝑛𝑠𝑖𝑐 = ∇𝜃𝑖𝑛𝑗𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝜇) = ∇𝜃𝜇𝑗𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝜇)∇𝜃𝑖𝑛𝜃𝜇

  

The precise praise community besides the goal network, 

which is a duplicate of another community, is used for goal 

action value estimation and goal policy calculation. The target 

network of the parameters is updated by soft parameter 

replacement, which improves the stability of learning. Noise is 

additional to the action to facilitate exploration using a Gaussian 

process. After interacting with the environment, agents are 

trained on specific procedures. 

4.4 SDN Controller and IDS 

The SDN organizer is accountable for centralized 

communication with all programmable elements of the network, 

providing a holistic view of the network. ODL is an exposed 

foundation modular platform that adapts and automates networks 

of any size. The key layers of the ODL architecture are the 

Controller Platform Layer and the Service Abstraction Layer 

(SAL). These are Southbound (SB) plugins that communicate 

with network devices and Northbound (NB) plugins that 

communicate with valid applications using the controller. The 

essential function can provide a controller platform layer 

containing modules. Modules in this layer, therefore, define the 

behaviour of the network and are selected by the controller. DoS 

attack mitigation application is at this layer. When the controller 

generates proactive rules are populates the flow table with rules 

before a packet arrives. The functionality of the switch is 

respected for these proactive rules prevent flooding. However, it 

is conceivable to install reactive rules that allow data forwarding 

without flooding and send data only to the appropriate egress 

port. 

The controller will become the community bottleneck and is 

susceptible to intruders. The IDS advanced inside the network 

detects threats via monitoring the transmitted packets. IDS 

detects unusual and malicious activity by internal and external 

http://www.ijritcc.org/
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intruders. Consequently, this study offered a contractile auto-

encoder with a triple attention base for the intrusion detection 

process is classified. 

4.4.1 Contractive Auto-Encoders 

The regularization period of the equation yielding a goal 

feature become obtained by the Contractive car-encoder (CAE) 

𝐽𝐶𝐴𝐸(𝜃) = ∑ (𝐿 (𝑥, 𝑔(𝑓(𝑥))) + 𝜆‖𝐽𝑓(𝑥)‖
𝐹

2
)𝑥∈𝐷𝑛

  

Relationship with Weight Decay  

It is straightforward to look that the squared Frobenius 

standard of the Jacobian corresponds to an L2 weight 

deterioration in the event of a linear encoding. In this unique case 

𝐽𝐶𝐴𝐸and 𝐽𝐴𝐸+𝑤𝑑 are same. observe that in the linear case, 

preserving weights small is the most effective way to have a 

contraction. However, the hidden units of their saturated regime 

with a sigmoid non-linearity, contraction and robustness also can 

be completed by way of equitation. 

Relationship with Sparse Auto-Encoders 

Variants of autoencoders that stimulate sparse 

representations aim for the majority of the components of the 

representation to approach zero in each instance. To bring these 

features close to zero, they should be computed with the left-

saturation part of the sigmoidal nonlinearity. It is nearly flat and 

has a very small first derivative. This gives us a small entry 

corresponding to the Jacobian 𝑗𝑓(𝑥). Therefore, a sparse 

autoencoder that emits many near-zero features is likely to 

accommodate strong shrinkage mappings, even if shrinkage and 

robustness are not explicitly the learning criteria that were 

recommended. 

Relationship with Denoising Auto-Encoders 

Vincent et al, have found that robustness to input interference 

is also one of the motivations behind noise-cancelling 

autoencoders. (2010). However, CAE and DAE fluctuate within 

the following approaches: CAE explicitly promotes robustness 

of the representation f(x), while DAE promotes robustness of the 

reconstruction (g ◦ f) (x) (that is simplest partially and indirectly 

sturdy illustration, the z-invariant requirement is shared between 

the two elements of the autoencoder). This property makes CAE 

a better preference than DAE for gaining knowledge of 

beneficial feature extractors. 

4.4.2 Triple Attention Classifier 

A triple-attention-based model is contemplated for detecting 

anomalies in heterogeneous graphs. The edge-level interest, 

view-degree interest, and node-type attention are indicated by the 

Triple interest. A given heterogeneous diagram has two types of 

nodes, C and S, where a type C node has three views and a type 

S node has two views. Each association of opinions is entered 

into the HGT separately and the overall embedding is generated 

through view-level attention-based aggregation. Anomalies may 

be perceived by ranking the anomalies after decoding by 

structure, attribute and node type decoders. 

Multi-View Heterogeneous Graph Encoder 

Heterogeneous graphs distinguish between vertices and 

edges. Of course, if aggregating the attributes of adjacent nodes 

are to get the node embeddings, the node embeddings can 

aggregate by allowing the network to be aware of the edge 

diversity and absorb the reputation of each edge. The embedding 

of nodes can be able to get it better based on importance. 

Networks like GCN failed to detect edge heterogeneity. In HGT, 

the network uses attention mechanisms to automatically learn the 

meaning of each edge and provide tools. Therefore, he uses HGT 

as an encoder to encode the given heterogeneous graph. To get 

the embedding of goal node t into supply node s of (s, e, t), 

heterogeneous multi-head attention 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡) 

denoted utilizing 𝐴𝑡𝑡𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡) and message 

𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡) denoted via𝑀𝑒𝑠𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡).  

𝐻(𝑙)[𝑡] = ∑ 𝐴𝑡𝑡𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡) × 𝑀𝑒𝑠 (𝑠, 𝑒, 𝑡) ∀𝑠∈𝑁(𝑡)

  

𝐴𝑡𝑡𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡) = softmax
∀𝑠𝜖𝑁(𝑡)

(Concat
𝑖∈[1,ℎ]

𝐴𝑡𝑡 −

ℎ𝑒𝑎𝑑(𝑠,𝑒,𝑡)
𝑖 )  

 𝑀𝑒𝑠𝑒𝑑𝑔𝑒(𝑠, 𝑒, 𝑡) = Concat
𝑖∈[1,ℎ]

 𝑀𝑒𝑠 − ℎ𝑒𝑎𝑑(𝑠,𝑒,𝑡)
𝑖  

Where the 𝑖 − 𝑡ℎ attention head is calculated by 

 𝐴𝑡𝑡 − ℎ𝑒𝑎𝑑(𝑠,𝑒,𝑡)
𝑖 = 𝑘𝑖(𝑠)𝑊𝜙(𝑒)

𝐴𝑡𝑡 𝑄𝑖(𝑡)
𝜇<𝜏(𝑠),𝜙(𝑒),𝜏(𝑡)>

√𝑑

  

 𝑘𝑖(𝑠) = 𝐾 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑠)
𝑖 (𝐻(𝑙−1)[𝑠])

  

Linear projection K-Linear:ℝ𝑑⟶ℝ
𝑑

ℎ projects τ (s)- type node 

s into Key vector 𝐾𝑖(𝑠) where h is the number of attention heads, 

d is the overall vector dimension and 
𝑑

ℎ
 

 𝑄𝑖(𝑡) = 𝑄 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡)
𝑖 (𝐻(𝑙−1)[𝑡]
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Similarly 𝑄 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡)
𝑖  is a linear projection projecting the 

target node t into the 𝑖 − 𝑡ℎ Query vector 𝑄𝑖(𝑡). 𝑊𝜙(𝑒)
𝐴𝑡𝑡 𝜖𝑅

𝑑

ℎ
×

𝑑

ℎ is 

an edge-based weight matrix for edge type 𝜙(𝑒) 

𝑀𝑒𝑠 − ℎ𝑒𝑎𝑑(𝑠,𝑒,𝑡)
𝑖 = 𝑀 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡)

𝑖 (𝐻(𝑙−1)[𝑠]) 𝑊𝜙(𝑒)
𝑀𝑒𝑠  

refers to the 𝑖 − 𝑡ℎ message head. 𝑀 − 𝑙𝑖𝑛𝑒𝑎𝑟: ℝ𝑑⟶ℝ
𝑑

ℎ is a 

linear projection. 𝑊𝜙(𝑒)
𝑀𝑠𝑒𝜖𝑅

𝑑

ℎ
×

𝑑

ℎ is a matrix incorporating edge 

dependency.𝜇𝜖ℝ|𝐴|×|𝑅|×|𝐴| is an adaptive scale tensor to 

attention. Then the embedding of target node t can be obtained 

by 

 𝐻(𝑙)[𝑡] = 𝜎(𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡)𝐻
(𝑙)[𝑡]) +

𝐻(𝑙−1)[𝑡]  

If 𝜎 is the real function, then 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡) is a linear projection 

that projects the vector of target nodes t onto the attribute 

dimension of that particular type. AHEAD enters a view for each 

node of type HGT that is encoded separately. This means that 

there are a total of K Q HGT models for target node t. where 𝐾 =

∏ 𝐾𝑇(𝑠)∀𝑠𝜖𝑁(𝑡)∪{𝑡}  Of course, the HGT has K outputs, each an 

embedding of the view of the target node t. Map each view's 

attributes to the same space before passing them to the HGT. For 

Edge (s,e,t), the process of the i-th opinion of t and the j-th view 

of s feeding into the HGT can be described as follows. 

  𝐻(0)(𝑡𝑖) = 𝐻 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡)
𝑖 (𝑋𝜏(𝑡)

𝑖 )

  

𝐻(0)(𝑆𝑗) = 𝐻 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑡)
𝑖 (𝑋𝜏(𝑠)

𝑗
)

  

Where, 𝐻 − 𝐿𝑖𝑛𝑒𝑎𝑟𝜏(𝑣)
𝑖 : ℝ𝜏(𝑣)

𝐷𝑖  
 indexed by the form of nodes 

v’s. This means that each node type has a unique linear projection 

to compress the size of every view's attributes. 𝑇𝑖  denotes the i-

th view of t and 𝑆𝑗  denotes the j-th view of s.    

Structure and Attribute Decoder 

A structural decoder aims to compute a reconstructed 

adjacency matrix based on the output of the encoder. As 

mentioned in the introduction, each edge type has its adjacency 

matrix. Certainly, each edge type has its own reconstructed 

adjacency matrix. The attribute decoder aims to reconstruct the 

attribute information for each view. Attribute information for 

nodes of 𝜏 (𝑣) -type through an associated layer is reconstructed. 

Node-Type Decoder  

Therefore, node heterogeneity is the main distinguishing 

feature between heterogeneous and homogeneous diagrams, the 

node type decoder makes the model more suitable for 

heterogeneous diagrams. 

Anomaly Detection 

The convergence of L allows AHEAD to gradually grasp 

potential anomaly information. After the training process, we use 

the anomaly score to indicate how anomalous node v is. This is 

expressed as: 

 𝑠(𝑣) = 𝜆1||𝐴𝜙(𝑒)[𝑣] − �̃�𝜙(𝑒)[𝑣]||2 + 𝜆2||𝑋𝜏(𝑣)[𝑣] −

�̃�𝜏(𝑣)[𝑣]||2 + (1 − 𝜆1 − 𝜆2)||𝑇[𝑣] − �̃�[𝑣]||2  

Where 𝜆1 and 𝜆2 are hyperparameters to balance the weights 

between the three terms. It can rank anomalies based on anomaly 

scores. Or, in terms of probabilities, the following expression is 

the prospect that node v is anomalous. 

 𝑝(𝑣) =
𝑠(𝑣)

max
∀𝑣𝜖𝑉

(𝑣)
  

To capture network structure heterogeneity, node properties, 

and network structure information, in this study, attention to 

three levels, edge level, Level node type, and namely attribute 

level the specially designed encoders designed in a single node. 

The decoder obtains the anomaly groove for any node using the 

reconstruction terms for structure, attributes, and node types. 

4.5 Multi-CPP 

SDN's centralized controller-based totally architecture 

simplifies control aircraft design. but, an individual controller 

has restrained potential to deal with network events, and may 

effortlessly become a bottleneck in phrases of reliability and 

scalability. One solution to this difficulty is to custom multiple 

controllers in the control plane. The problem of controller 

placement in large networks remains a difficult challenge due to 

its high complexity and difficult performance trade-offs. 

Intended a new approach called simulated His annealing using 

an MDOA. 

4.5.1 Simulated Annealing with MDOA 

Suggested an adapted dragonfly optimization and established 

before solving the design model for the DER mix. Obtained the 

results were competitive, indicating that the planned 

improvements to the standard DA increased the solution-finding 

potential. The contemplated approach uses MDA to optimize the 

gain parameters. In SDN surroundings, the greatest controller 

placement reduces latency in communique between controllers 

and switches. consequently, adopted a simulated glow algorithm. 

The intention is to transition the device from a random 

preliminary state to a nation with minimum energy. SA may be 

utilized for very hard computational optimization issues wherein 

precise algorithms fail. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 8 

DOI: https://doi.org/10.17762/ijritcc.v11i8.7932 

Article Received: 01 May 2023 Revised: 28 June 2023 Accepted: 27 July 2023 

___________________________________________________________________________________________________________________ 

 
    154 
IJRITCC | August 2023, Available @ http://www.ijritcc.org 

Because SA is based on probabilistic models, it can solve 

nonlinear global problems. The objective function (F(x)) is 

provided below in maximized and minimized form. In the 

maximized form, defining an objective function is possible as 

𝐹(𝑥𝑂𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) = max
𝑥 𝑖𝜖�⃗� 

𝐹(𝑥 )   

Equation (34), represents the impartial function as the 

optimal vector that solves the problem of placing the controller 

at the right place in the network for the maximal function of 𝑥𝑖,𝑗 

represented by 𝐹(𝑥𝑂𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗). In underestimated form, the objective 

function may be expressed as 

𝐹(𝑥𝑂𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) = min
𝑥 𝑖𝜖�⃗� 

𝐹(𝑥 )   

The objective function used in equation (35) is  the optimal 

vector that solves the problem of properly positioning the 

controller for the smallest function of 𝑥𝑖,𝑗 represented by 

𝐹(𝑥𝑂𝑃𝑇⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) is represented. 

For the phases of SA, a new optimal point is selected. If ∆𝐹 <

0, (𝑥′𝑖,𝑗)𝑁𝑒𝑤
 and (𝑥𝑖,𝑗) Current is the new optimal points and 

𝐹(𝑥′𝑖,𝑗)𝑁𝑒𝑤
= 𝐹(𝑥𝑖,𝑗)𝐶𝑢𝑟𝑟𝑒𝑛𝑡

 is used for the next process. 

Otherwise, the possibility of the density function (𝑃𝑟(∆𝐹)) is 

computed, which can be formulated as 

𝑃𝑟(∆𝐹) = 𝑒𝑥𝑝(−∆𝐹 𝑇𝐿(𝑖𝑡𝑟)⁄ )   

Calculating the opportunity of the density characteristic 

Pr(∆F) is used for Equation (36), that's a fashionable equation for 

all parameters. Then, a random range (Θ) is generated to attain 

the optimum role. If Θ is less than 𝑃𝑟(∆𝐹), then (𝑥′𝑖,𝑗)𝑁𝑒𝑤
 Now 

is the greatest point of (x_(i,j) )_Current and the next phase 

proceeds. The system is expressed as 

𝑃𝑟 = {
(𝑥′𝑖,𝑗)𝑁𝑒𝑤

,     𝑖𝑓 Θ𝜖[0,1] < 𝑃𝑟(∆𝐹)

∆𝐹 = 𝐹(𝑥′𝑖,𝑗)𝑁𝑒𝑤
− 𝐹(𝑥𝑖,𝑗)𝐶𝑢𝑟𝑟𝑒𝑛𝑡

,    𝐸𝑙𝑠𝑒

  

The probability in equation (37) consists of two parts: the 

controller's position  in terms of distance and time, and the 

density function(∆𝐹). 

In this research, Based on the SA discovery process 

described, multiple controllers are optimally placed in his SDN 

environment. This process is repeated until the optimal slider 

position is reached. 

4.5.2 Modified Dragonfly Optimization Algorithm 

The metaheuristic algorithm is a dragonfly algorithm 

founded on swarm intelligence based on the fixed and dynamic 

nature of dragonfly behaviour.  

 The suggested optimization starts by initializing a 

population of "n" dragonflies (i.e. controllers “𝐶 =

𝜑1, 𝜑2, . . . , 𝜑𝑛”) in the exploration space (i.e. SDN). 

𝐶 = 𝜑1, 𝜑2, . . . , 𝜑𝑛   

After the initialization process, the fitness of each dragonfly 

in the current swarm population is calculated. Fitness is 

calculated based on a multi-objective function. First, estimate the 

propagation delay between the switch and controller. Data 

transmission time from the controller to the switch in a network 

is known as propagation delay. Mathematically, it is estimated as 

follows. 

𝛼𝑙𝑎𝑡 = 𝑡𝑖𝑚𝑒[𝑇𝐷]   

where, 𝛼𝑙𝑎𝑡suggests latency and TD show data switch from 

the controller to replace. the load balancing capability (𝛼𝑙𝑜𝑎𝑑) 

between the transfer and the controller is measured primarily 

based on the load aspect calculation.   

Fitness measurements based on four herd behaviours of 

dragonflies are estimated within the search space. The four 

behaviours are segregation, alignment, cohesion, and attraction 

to food sources that help populations find optimal solutions 

globally. First, run the separation process to find out the current 

bubble position and the neighbouring bubble positions. 

   𝛽1 = −∑ (𝑥𝑖𝑡 − 𝑥𝑗𝑡)
𝑛
𝑗=1    

Where 𝛽1 indicates a separation of the dragonflies, 𝑥𝑖𝑡  

denotes a current position of a dragonfly, 𝑥𝑗𝑡  symbolizes the 

position of the neighbouring dragonflies, 'n' is some 

neighbouring dragonflies in search of Space. The second process 

is alignment. This shows the speed of the dragonfly and the speed 

of neighbouring dragonflies. 

𝛽2 =
1

𝑛
∑ Τ𝑗(𝑡)

𝑛
𝑗=1    

Where, 𝛽2 represents the direction, Τ𝑗(𝑡) represents the 

velocity of the neighbouring dragonfly, and 'n' indicates the 

neighbouring dragonfly. Third, the agglomeration processes 

determine the tendency of the dragonflies to steer toward nearby 

centres of mass. 

𝛽3 =
1

𝑛
∑ [𝑥𝑗𝑡 − 𝑥𝑖𝑡]

𝑛
𝑗=1    
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From (42), indicates that 𝛽3 represents the dragonfly 

aggregation process, 𝑥𝑗𝑡  indicates the situation of the 

neighbouring dragonfly, 𝑥𝑖𝑡 is the current dragonfly position, and 

n is the number of neighbours. Finally, we estimate the attraction 

process to the food source based on the current position of the 

dragonfly and the site of the food source. 

𝛽4 = |𝑥𝑓 − 𝑥𝑖𝑡|   

From (43), perceive that 𝛽4 represents the attraction to the 

food source, 𝑥𝑓 represents the spot of the food source, and 𝑥𝑖𝑡  

represents the current position of the dragonfly. 

The current registration mark position is updated with its 

neighbours, 

𝜒𝑖(𝑡+1) = 𝜒𝑖(𝑡) + ∇𝜒𝑖(𝑡+1)   

From (44), 𝜒𝑖(𝑡+1) represents the updated position of the 

registration mark, 𝜒𝑖(𝑡) is the current position of the registration 

mark, and, ∇𝜒𝑖(𝑡+1)is the step vector used to indicate the 

direction of movement of the registration mark? indicates A 

dragonfly to identify a dragonfly.       

 Based on updated results, the world's best solution is 

determined. Based on the analysis results, the optimal quantity 

of controllers is selected and placed in the network to improve 

overall network performance. Furthermore, it's far pretty ideal to 

lay out a green community to enhance network throughput and 

transport rate and decrease latency. 

V. EXPERIMENTATION AND RESULTS DISCUSSION 

Evaluated the simulation results based on various parameters 

such as packet delivery rate, packet loss rate, throughput and 

average delay. Simulation results of existing technologies are 

discussed in terms of numerous performance indicators such as 

average delay, throughput, packet loss rate and packet delivery 

rate. This section describes the experimental analyzes performed 

to evaluate the production of the submitted method. The 

unsurpassable regulator is designated from among many SDN 

controllers constructed on many package characteristics. The 

unsurpassable controller is cloned to 7 controllers and a multi-

controller placement is performed. Position and distance are 

taken into account for efficient multi-controller placement and 

mitigating controller placement issues. Optimal selection and 

placement of multiple controllers improve communication 

efficiency among switches and controllers. 

 

 

Figure 3. Average Network Path Stretch for Varying Sizes of Topology 

Figure 3 shows a graphic representation of the typical 

network path coverage for different controller platform 

architectures. Network path length on average is minimal when 

using the ODL controller indicating the results. Therefore, this 

approach also works well for NOX controllers where the 

minimum path distance is calculated, but ODL outperforms his 

two other controllers for large networks. 

 

 

Figure 4. Average Flow Table Entry Consumption for Varying Sizes of 

Topology 

Figure 4 graphically shows the consumption of flow entries 

by different topologies on different controller platforms. Figure 

5 graphically illustrates flow entry usage by different topologies. 

From this observation, it is clear that the planned HSDN policy-

based routing approach saves flow table space in the range of 

87.512% to 81.052%. The largest savings occurs for the ODL 

controller, consuming an average of 12488.75 flow entries in 

different topology spaces. A small variation of 0.029% in flow 

entry consumption for NOX and ODL controllers was observed 

 

 

Figure 5. Average Packet Latency Exploration Based On the Number of Nodes 
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Figure 5 shows the standard packet delay for different 

network sizes of the suggested system. With 100 nodes, the 

typical packet delays for BAT, WOA, BA, and CRO are 0.65, 

0.6, 0.46, and 0.41. The same technique yielded packet delays on 

average of 0.9, 0.8, 0.66, and 0.53 when the node reached the 

120th level. However, existing technologies BAT and WOA 

have longer packet delays. With 150 H. nodes, the BA reaches 

0.9 and the typical packet delay CRO reaches 0.6, which is 

roughly between 1.2 and 1.3. The intended OMP-CRO is speedy. 

Complicated as compared to all other processes. A node chooses 

the first-rate route with fewer hops and less node sharing. The 

consequence approaches in shorter delays and better utilization 

of bandwidth. 

 

 

Figure 6. Comparison Performance of Load Balancing 

Figure 6 shows the network load balancing performance. It 

might be understood from the figure that the standard 

nonconformity of MTSS is the smallest, and MTSS is always 

below the ECMP and DLB load under different flow rates. This 

shows that the flow distribution is relatively uniform and the 

network load is relatively balanced. 

 

 

Figure 7. Comparison Analysis with Average Utilization of Network 

Figure 7 demonstrates the regular bandwidth usage at various 

flow rates. Average utilization decreases as flow increases for all 

three algorithms. When the flow is low, the network has little 

data and the connection bandwidth is sufficient, so the load of 

the three algorithms is relatively high. While the current rate is 

high, the utilization of the three algorithms all decline. However, 

the overall utilization rate of MTSS is higher than that of the 

other two algorithms. ECMP and DLB are more likely to cause 

network congestion, so the average bandwidth utilization is 

lower. 

 

 

Figure 8. Transmission Delay Comparison Analysis  

Figure 8 indicates the three algorithms behave similarly for 

transmission rates below 30 Mbps, which shows that the lower 

the transmission rate is, the lighter the network load is, and there 

is no congestion. However, with the increase in the rate, the delay 

of ECMP increases gradually, which indicates that the 

congestion is serious and the network performance is declining. 

Because ECMP itself determines it cannot distinguish which link 

is with a light load, and which link load is heavy, the data cannot 

be transferred to the lower load link. The result shows the count 

of packets waiting in the queue increases, greatly increasing 

latency. However, in the case of different traffic rates, MTSS is 

more stable in delay, because the algorithm can get the load of 

each link in the whole network topology, and then switch the 

packet to the optimal one. 

 

 

Figure 9. Damage Function for the Rowdy and Fixed Activation Functions 

Figure 9 presented the loss capabilities for the constant 

activation characteristic and the layer-by-way-of-layer 

neighbourhood version (L-LAAF) difficult activation feature. In 

all instances, the take look used a gaining knowledge of fee of 

9e-5, the activation feature become a hyperbolic tangent, the 

count of residual points changed into 10,000, and more than one 

side information points were four hundred. The FNN consists of 

three hidden layers containing 60 neurons in every layer. For this 

problem, Rowdy-Net5 converges faster neither Fixed nor L-

LAAF converge after 20,000 iterations.  
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Figure 10. Reliability Analysis with Existing Techniques 

Figure 10 suggests an assessment of the planned MC-SDN 

process and some previous research on generation count 

reliability. expanded reliability in increasing the number of 

iterations. Controller placement became done with unwell-

adjusted optimisation techniques in existing methods and 

inefficient inter-controller verbal exchange in the SDN 

community, main to the unreliability of parent nine. From the 

determination, it's far clear that the offered MC-SDN technique 

achieves high reliability in comparison with other previous 

research. The suggested MC-SDN approach accomplishes a 

dependability of roughly 0.95 for 100 iterations. This is 0.07 

higher than the SA-FFCCPP method and 0.11 higher than the 

same number of iterations at the GSOCCPP method. 

 

 

Figure 11. Average RTT Analysis with Response Time  

Figure 11 shows the average RTT analysis and response 

times. In the considered study, the optimal controller is 

designated using an FA algorithm that considers a large number 

of the controller features that reduce the RTT compared to prior 

art studies. Comparative data demonstrates that the suggested 

MC-SDN method, when compared to other approaches already 

in utilise, achieves low RTT. It achieves the suggested MC-SDN 

scheme with an average RTT of about 11ms. This is 4ms 

shortened compared to the SA-FFCCPP method and 8ms shorter 

than the GSOCCPP method.  

 

 

Figure 12. Training Performance Under Various Parameters 

In this article, we will step-by-step check some important 

parameters during training, as shown in Figure 12. Service 

frequency has a significant impact on exercise performance. So, 

set 100 slots in each frame. System performance improves as the 

number of cells managed by each node increases. However, since 

nodes manage cells that require an additional resource cost, we 

set the number of cells managed by each node to 6. As one of the 

key characteristics of SLA priority, the dynamic resource 

percentage determines the cell's delay guarantee. The set of 𝜀 =

 1.5 because the heavy weight of the edge asset portion means 

that the impact of the core network resource is negligible. 

 

  

  

 

Figure 13. Average Performances of Different Agents 

To assess the effect of introducing the inherent prize function 

on the extrinsic reward function, the average presentation of 

different agents on each criterion across 1000 test scenarios was 

calculated as shown in Fig. 13. Figure 9 illustrates, the regular 

recital of the IRDDPG agent is superior to that of the DDPG 

agent for both risk suitability and overall suitability criteria, but 

in conditions of time steps the two algorithms show similar 

performance. showed. Additionally, Figure 8, observed the 

difference in performance of different agents on each criterion. 

The average performances of agents A, B, and C show that 

different weight contributions to the external reward function 

strongly influence policy performance. However, the formation 

of a unique praise characteristic reduces the performance 

difference among unique guidelines because of the range of 

weight contributions.  
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VI. RESEARCH CONCLUSION 

SDN is a classic centralized network architecture for 

managing and operating networks. Logically centralized control 

with one controller simplifies network management and 

facilitates network problem resolution. The main reason for this 

migration is to boom the number of programmable visitors and 

boom the ability of community control operations such as 

community tracking, load balancing and strength control. 

Security resources provide many security advantages to an SDN 

network, but they may not be deployed in physical locations that 

can best accommodate the diverse and growing security needs of 

different users. SDN offers the potential for flexible use of 

security resources within the network. Therefore, this article, 

investigated safe m-multipath selection using DKNN and reef 

optimization techniques. Furthermore, DRL is applied to 

dynamic resource scheduling in SDN. Choosing the best SDN 

controller for the network is one of the most important tasks. For 

this purpose, the study used his open-source SDN controller, 

ODL. Additionally, controller placement is a critical process in 

large-scale SDN. The SDN performance is maximized and 

controller placement reduces average SDN latency. It uses meta-

heuristics-based optimization techniques to improve throughput 

and minimize latency. The optimal solution for placing the 

controller under the multi-objective function is achieved by the 

optimization algorithm Simulated Annealing with Modified 

Dragonfly. Simulation findings demonstrate that the suggested 

strategy outperformed other cutting-edge research in multiple 

controller combinations. Networking is done to improve 

connectivity and scalability among controllers and switches. It 

then makes use of an optimization set of rules to choose the 

satisfactory controller primarily based on controller abilities to 

enhance community performance in SDN environments with the 

best reliability of 0.96 for every. 
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