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Abstract—Recent advancements in artificial intelligence, automation, and the Internet of Things (IoT) enable farmers to better monitor and 

diagnose all agricultural procedures with super-intellectual accuracy. These technologies also contribute to boosting the productivity of 

agriculture, which increases the country’s economy. Though these technologies help farmers increase productivity, the detection of plant 

diseases still needs heightened scrutiny for prevention and cultivation. Plant disease categorization has expanded with the introduction of deep 

learning algorithms, but it still needs more innovation in terms of accuracy and computing burden. Thus, a novel deep learning model based 

on capsule networks with firefly optimization and potent multi-layered feedforward prediction networks is proposed in this research. The 

handcrafted features in this proposed system are optimized before being extracted using a capsule network, which reduces the complexity 

overhead and is suitable for IoT devices with limited resources. Finally fed to the feed forward layers for better classification. The extensive 

experimentation has been tested with the Plant Village databases, which contain more than 50,000 images of healthy and infected plants. 

Performance criteria including recall, specificity, recall, accuracy, and f1-score are used to assess the proposed algorithm's performance. 

Additionally, its efficiency and computational cost are contrasted with those of other recent models. The suggested model has greater 

performance (95%) with reduced computing overhead, according to experimental data, which is advantageous for the new prediction approach 

and the welfare of the farmer. 

Keywords- Artificial Intelligence; the Internet of Things (IoT); Capsule Networks; Firefly Optimization; Multi-layered Feedforward layers; 

 

I. INTRODUCTION 

Agriculture has been central to the human race's survival, 

development, and existence, as it is the primary source of 

their daily food. Even today, agriculture plays an important 

role in every nation’s GDP and provides nearly 50% of the 

total employment in the country. [1] Many factors, such as 

climate change, artificial fertilizers, and a lack of manpower, 

have already affected the agricultural yield across the globe 

and are still beyond our control. In addition to the problems 

mentioned above, plant diseases are regarded as one of the 

most dangerous economic damages because they affect both 

food quality and yield production. [2]. 

These plant diseases are being identified using a variety of 

techniques and procedures. Nevertheless, some farmers are 

fortunate enough to afford labs and professional oversight. 

The majority of them lack the resources to pay for experts 

and tools that would enable them to identify plant diseases 

in their early stages and stop their spread. Farmers must also 

take the sample to the certified labs to diagnose the ailment 

in the plant. These labs' setup cost a lot of money and 

resources, and those resources would be better invested in 

other projects that would increase production. [3] In order to 

prevent such sickness, agricultural ecosystems that are 

complex and cognitive must be able to continuously monitor 

and anticipate such dangers [4]. 

To process images and analyze data effectively, machine 

learning and deep learning algorithms can be used. These 

cutting-edge methods have a lot of potential and consistently 

provide promising results. These algorithms can be used to 

create a unique ecosystem that can accurately anticipate 

plant illnesses. Machine learning predicts plant diseases 

using handcrafted features, which increases in complexity 

over time and has an impact on prediction performance. 

Presently, due to the features of deep learning algorithms, 

many researchers are using them for the effective prediction 

of plant diseases. Convolutional neural networks (CNN [5–
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9]) are a family of deep learning models that are used for 

efficient feature extraction and dimensionality reduction in 

the data and are utilised in contrast to other learning models 

for accurate classification of plant diseases. But when the 

quantity of datasets increases, the computational complexity 

of CNN also increases. Therefore, to obtain the more 

encouraging results in the classification of plant diseases, 

the CNN has been built utilising pretrained models such as 

Google Nets, Dense Net, and Mobile Net [10–12]. However, 

these methods need improvisation in terms of their low 

complexity and high false alarm rates. Additionally, these 

algorithms may fail to train on the larger crop datasets. 

II. MOTIVATION: 

This research suggests an innovative Firefly feature 

optimization assembly with capsule networks and multi-

layered feedforward networks to handle the larger crop 

datasets with greater false alarm rates and less computing 

complexity in response to the constraints. To the best of our 

knowledge, this is the first of its kind in assembling the 

different layers of learning models to achieve the three 

important objectives of low complexity, a low false alarm 

rate, and handling larger datasets. 

1. CONTRIBUTION OF THE RESEARCH: The 

paper's primary contribution is as follows: 1. To 

choose features from capsules and build a 

lightweight network appropriate for the Internet of 

Things, the study suggests a hybrid feature 

optimization strategy based on the Firefly 

algorithm. This study also employs a capsule layer, 

which enables the system to record the spatial and 

angular relationships between various disease 

entities in a picture. 

2. Multiple performance indicators are generated and 

compared with those of other cutting-edge deep 

learning models as part of a comprehensive 

experimentation process that validates and assesses 

the proposed method. 

ORGANIZATION OF THE PAPER: The paper is 

structured as follows: 

THE WORKS RELATED TO SECTION II: 

Machine Learning and Hybrid model for plant disease 

detection  

A method for recognising and classifying diseases that 

affect weeds and crops was proposed by Le et al. First, the 

noise in the input photos was eliminated using 

morphological opening and closing approaches. A modified 

framework known as the filtered local binary pattern 

technique with contour mask and coefficient k was utilised 

to determine the features from the processed sample (k-

FLBPCM). The SVM classifier was trained to categorise a 

range of plant diseases using the attributes that were 

acquired. The approach outlined in [13] improves the 

classification accuracy of plant diseases, however it may not 

be effective with samples that exhibit perspective distortion. 

Pathogens that harm tea plants may have a hierarchy, 

according to Sun et al[14] .'s hypotheses. The Harris 

technique was used to extract the main points from an input 

sample after it had been divided into blocks using the 

"Simple Linear Iterative Cluster (SLIC)". The fuzzy salient 

region contour was constructed using the convex hull 

technique, and the key points were extracted using the "Gray 

Level Co-occurrence Matrix (GLCM)" method. The SVM 

classifier was then taught to recognise the ailments affecting 

the leaves of the tea plant. The approach provides a higher 

classification accuracy, but at a high computational cost. 

Ramesh as well as others [15] suggested a system for 

categorising plant diseases. The "Random Forest (RF)" 

model was trained to use these characteristics to identify the 

data into normal and infected groups using "Histogram of 

Oriented Gradients (HOGs)" features. The approach is 

strong in terms of crop disease categorization, but its 

performance might be better.  

A classification system for disorders affecting turmeric 

leaves was provided by Kuricheti et al. [16]. After pre-

processing, the K means approach was used to perform edge 

detection on the input image. Then, features were extracted 

using the GLCM method, and the SVM method was trained 

to categorise the leaves. Although this method yields 

superior results for identifying plant diseases, it is unable to 

outperform other methods on samples with significant 

brightness changes. 

Deep Learning and Hybrid model for plant disease detection  

Few-Shot Learning, created by Arguesoa et al. [17], is a DL-

based approach for identifying and categorising fungal 

diseases (FSL). The Inception V3 framework was first used 

to determine the key points. An SVM with several classes 

was then fed the features that had been gathered (SVM). 

Although this method is resistant to categorization of 

agricultural diseases, the results are displayed on a small 

dataset and must be verified on a large and varied corpus. A 

CNN-based architecture was created by P. T. Miller et al. 

[18] to localise and classify the tomato crop sickness. This 

method uses three convolutions and max-pooling layers to 

identify and categorise the key points in the input samples. 

Although this method is more accurate in classifying tomato 

diseases, it has the drawback of being overfit over a limited 

number of classes. 

http://www.ijritcc.org/
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According to Richey et al. [19], a method has been 

developed for identifying and classifying illnesses that 

impact maize crops using a mobile app. To compute the 

deep key points from the input photographs and categorise 

them, a DL-based model dubbed "ResNet50" was trained 

over the ImageNet database. The method offers a 

smartphone-based approach for classifying agricultural 

diseases, however due to memory, processing, and battery 

power limitations, it is computationally intensive and not 

well suited for smartphones. A brand-new DL-based 

categorization system for diseases affecting tomato crops 

was presented by Zhang et al. [20]. In their customised 

Faster-RCNN technique, the researchers suggested using the 

deep residual framework to extract data rather than the 

VGG16 model. Furthermore, the edge pixel data were 

grouped using the k-means clustering method. Although it 

has a more financial impact, this technology enhances 

disease identification findings for tomato crops. 

Early on, a method for recognising and categorising tomato 

leaf disease was devised by Batool et al. To train the "KNN" 

to classify the photos as healthy or impacted, deep feature 

points were first collected from the input pattern using the 

"Alex Net" platform. KNN improves prediction 

performance, however it is a slow and time-consuming 

technology. Karthik et al. [22] developed a DL-based 

approach to identify illness in tomato leaves. The deep 

properties of the input sequence were computed using a 

residual network. After that, a CNN model was trained to 

produce critical points that might be used to distinguish 

between healthy and sick leaves. Despite being more 

accurate in classifying leaf diseases, this technique is not 

economical. 

The deep key points of diverse plants were calculated using 

various DL-based models, such as "Alex Net, Google Net, 

DenseNet201, ResNet50, and ResNet101" frameworks, 

according to an ensemble technique proposed by Turkoglu 

et al. [23]. Following that, SVM training was done on the 

calculated attributes to classify various plant diseases. The 

approach does, however, raise plant leaf classification 

performance at the expense of more expensive feature 

calculation. 

Capsule network-based plant disease classification 

In [24], Shradha Verma et al investigated capsule networks 

for identifying disinfected plants. The author adopted the 

standard capsule network, which plays a significant role in 

the agricultural field in terms of "texture, orientation, and 

pose" more accurately than deep learning algorithms. 

Capsule network architecture collects each and every feature 

into a similar capsule group to frame the entire network. 

Though the capsule network achieved better accuracy than 

the CNN model, the model has not been validated with 

segmented or real-time datasets.  

Loise Wanjiru et al adopted the capsule network for 

classifying plant diseases in [25]. For the categorization of 

tomato leaf diseases, a new model based on the integration 

of Caps Net and support vector machines (Caps Net-SVM) 

was investigated. The SVM model was utilised as a robust 

classifier, while the capsule network was optimised for 

feature extraction. The major goal was to improve support 

vector machine classification by employing artificial 

features retrieved by the capsule network model. The Caps 

Net-SVM model was found to be capable of autonomously 

extracting features from raw photos and performing final 

classification. 

G. Altan et al The "Caps NET architecture" was introduced 

to investigate the efficiency of the algorithm in the detection 

of plant leaf diseases using decreased capsules on leaf 

photos. Plant leaf diseases are prevalent and common 

illnesses that have a disastrous impact on agricultural 

production and harvests. Even little stains that may have an 

impact on the timing and duration of seed dressing can be 

thoroughly analysed using Caps NET. The proposed "Caps 

NET" model aimed to enhance the learning capability of DL 

models and examine the applicability of various feature 

learning techniques for bell pepper crops. Images of healthy 

and ill leaves were sent to Caps NET [26]. 

Kwabena et al suggests using the Gabor and Capsule 

networks to identify photos of tomato and citrus diseases 

that are blurred, distorted, and hidden [27]. With its filters 

restricted to fit a Gabor function, the convolutional layer 

used to implement the Gabor layer. Compared to the CNN 

model, the architecture complexity is relatively high.   

M. Peker et al. [28] proposed the ensemble capsule network 

with five channels for plant disease detection. To achieve 

the best performance in detecting the texture, shape, or leaf 

affected area more accurately, Gabor, PCA, and filter 

networks were combined with a capsule network. The 

limitation of this network is its high training complexity, 

and overfitting problems arise at the pre-processing level. 

SECTION-III 

III. PROPOSED METHODOLOGY: 

3.1 SYSTEM OVERVIEW  

A hybrid and efficient model called FLY-CAPNETS is 

suggested to predict plant illnesses from the gathered 

photos. FLY-CAPNETS combines the three separate 

learning layers to produce a highly accurate prediction of 

http://www.ijritcc.org/
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plant diseases. The overall pipelined architecture is shown in 

Figure 1. The three learning layers along with their 

applications used in this research are tabulated in Table 1 

 

Table 1 List of the Ensembled Layers used in the TEN-CAPNETS 

SL.NO Learning Layers Advantages  

01 VGG-19 Transfer learning Feature Extraction mechanism 

02 Capsule networks 

03 Multi-layered Feed Forward layers Better prediction of plant diseases. 

 

The VGG-19 learning network serves as the feature 

extractor unit in the suggested model. The model employs 

transfer learning and a state-of-the-art Capsule network in 

place of the last layer to extract the relative spatial and 

orientational link between the numerous image entities of a 

plant. Additionally, feedforward layers rather than 

traditional thick layers are used for better complexity 

prediction. Another way the suggested model learns is 

through the ensemble networks, which replace a pipeline of 

components and go straight from the input to the desired 

output. By learning directly from labelled data, this 

technique eliminates the need for a time-consuming feature 

extraction phase and speeds up decision-making. End-to-end 

models are essential for creating artificial intelligence 

systems due to their effectiveness, efficiency, and data-

driven nature. The following subsection discusses the 

materials used for training, transfer learning, capsule 

networks, and finally feedforward layers.

 

Figure 1 shows the proposed architecture's overall framework. 
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3.2 MATERIALS AND METHODOLOGIES: 

Plant Village, an open-access repository of photos on plant 

health acquired from a source [29], has been used for 

training and testing in this work to help with the 

development of mobile disease diagnosis. The Plant Village 

dataset's 54,306 images show 14 different plants. There are 

a total of 38 classes, of which 12 exhibit various plants with 

healthy leaves and 26 show various plant illnesses. Table 2 

provides a description of the entire dataset. Figure 2 

provides an illustration of samples of both healthy and sick 

plants. 

Table 2: Representation of dataset 

Plant Name Types of the Plants                Class Label No of Samples  

Tomato Bacterial Spot 1 28,226 

Early Blight 2 

Healthy 3 

Late Blight 4 

Leaf Mould 5 

Septoria Leaf Spot 6 

Spider Mites 7 

Target Spot 8 

Mosaic Virus 9 

Yellow Leaf Curl 

Virus 

10 

Apple Apple Scab 11 3173 

Black Rot 12 

Cedar Apple Rust 13 

Blueberry Healthy 14 1502 

Cherry Healthy 15 7029 

Healthy 16 

Powdery Mildew 17 

Corn Gray Leaf Spot 18 4089 

Common Rust 19 

Healthy 20 

Northern Leaf Blight 21 

Grape Black Rot 22 12890 

Esca Black Measles 23 26782 

Healthy 24 

Leaf Blight 25 

Orange Haunglonbing 26 1201 

 

Peach Bacterial Spot 27 902 

Healthy 28 

Pepper bell Bacterial Spot 29 2503 

 Healthy 30 

Potato Early blight 31 12901 

Healthy 32 

Late Blight 33 

Raspberry Healthy 34 1290 

 

Soyabeans Healthy 35 890\ 

 

Squash Powdery Mildew 36 5690 

 Healthy 37 

Leaf Scorch 38 
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(a) 

 
(b) 

 
(c) 

 

(d) 

Figure 2 : Visual Representation of Health and Illness in a) healthy apple, b) pepper bell with bacterial spot, c) an apple with black rot, d) a 

tomato plant are examples of plants. 

                                             

3.3 FEATURE EXTRACTION UNIT-ENSEMBLED 

FEATURE EXTRACTION AND CAPSULE NETWORK: 

The ensemble of the pretrained model and capsule networks 

is covered in this section. The research's models are listed as 

follows: 

3.3.1 CAPSULE NETWORKS -AN OVERVIEW: 

Capsule networks [30] have recently been proposed as a 

remedy for this issue with existing networks. The encoding 

of geographic information and the propensity for an object 

to be present is carried out by capsules, which are 

collections of neurons. The network of capsules has a 

capsule that contains details about each entity in an image: 

1. Entity existence probabilities 

2. Parameters for Entities' Instantiation. 

To transmit the essential spatial relationship between low-

level and high-level elements inside the image, the input 

vectors' matrix is multiplied by the weight matrix.                                                              

𝑌(𝑖. 𝑗) = 𝑊𝑖,𝑗 𝑈(𝑖, 𝑗) ∗ 𝑆𝑗    (1) 

The weighted input vectors are added to determine which higher level 

capsule the current capsule will forward its output to.                                                            

𝑆(𝑗) = ∑ 𝑌(𝑖, 𝑗) ∗ 𝐷(𝑗)𝑗        (2)  

Ultimately, non-linearity is applied using the squash 

function. The squashing function maintains the orientation 

of a vector while reducing its length to a range between 0 

and 1.                                                            𝐺(𝑗) = 𝑠𝑞𝑢𝑎𝑠ℎ(𝑆(𝑗)   

(3) 

3.2 PROPOSED FEATURE EXTRACTION: 

The network receives 3-megapixel plant pictures with 

dimensions of 224 by 224. The input size of the suggested 

network is written as (y; 224 224 3), where y is the batch 

size. When inputs are fed into the capsule network, features 

or representations are extracted from them by passing them 

through four layers of convolution, LeakyRelu activation, 

and a max-pooling layer after each layer. The final layer of 

features is the feed-to-capsule network, which extracts the 

relative spatial and temporal aspects. By feeding these 

features to the firefly optimised flatten layer, the features are 

subsequently selected from the capsule networks. 

3.3 FEATURE OPTIMIZED FLATTEN LAYERS: 

In these flattened, feature-optimised layers, the firefly 

algorithm is adopted for the selection of the better features 

from the capsule networks and also reduces the complexity 

of the proposed algorithm. The detailed description of the 

http://www.ijritcc.org/
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Firefly optimization algorithms is discussed in the preceding 

section. 

3.3.1 FIREFLY OPTIMIZATION ALGORITHM: 

The Firefly algorithm, which is recognized as a member of 

the swarm intelligence algorithm family, was developed by 

Yang [31]. It's usual to see fireflies, sometimes known as 

lighting bugs, flashing their lights in the sky during the 

summer. Fireflies flash to either entice a possible mate or to 

ward off predators. Another important characteristic of 

fireflies is the way their light weakens as I get farther away 

from the brighter one and the way the air also influences this 

light's strength by absorbing it as the gap widens. As a 

result, there is a clear connection between light intensity and 

fitness value. However, in order to develop an algorithmic 

working principle, we must first build three hypotheses due 

to the intricacy of firefly natural behavior. The following 

assumptions are made: 

1. It was supposed that all fireflies were unisex and 

that all of them experienced attraction. 

2. The attractiveness of fireflies is inversely 

correlated with their brightness, and it decreases 

with increasing separation. 

3. The practical solutions of the objective function are 

used to calculate the brightness or light intensity. 

The hypotheses make it clearly clear that the light intensity 

of fireflies, I(r), is inversely related to distance r since it 

decreases with increasing distance and, once again, light is 

also absorbed while it travels through the air. The letter y 

stands for the coefficient of light absorption. The variation 

in firefly light intensity I(r) with respect to distance r is 

shown by equation (4).. 

I(r) =I0e-yr2                                          (4) 

where I0 represents the source's starting intensity value, and 

the attractiveness parameter can be defined in one of two 

ways as illustrated in                                                         

𝛽(𝑟) = 𝛽0e-yr2                                      (5) 

In zero at the beginning, attractive parameters are written as 

0. 

The equation below provides the behavioral rule for 

computing firefly positions.                                               

𝑥i+1=𝑥i+ 𝛽(𝑟(𝑖, 𝑗))(𝑥𝑗 − 𝑥𝑖) + 𝐴𝐸              (6) 

When E is the random number vector and A is the 

randomization factor, the Gaussian distribution is used to 

derive both variables. The value of attraction is represented 

by the xi+1second term, where xI is the ith position of the 

firefly.  

Firefly attraction qualities like those indicated in (4), (5), 

and (6) are employed to improve feature extraction. The 

fitness function is intended as a multi-objective problem 

with the goal of reducing computational complexity and 

improving performance, as was indicated in [31]. 

We have considered feature selection as a multi-objective 

optimization function with two objective functions: low 

feature count and high classification accuracy, in order to 

obtain the best results. For each iteration, the fitness 

function is thus provided as follows.                                    

Fitness  Function = µ𝛼(𝐴) + 𝛽(
𝑆

𝑁
)                   (14) 

The function represents accurate categorization (A). N 

stands for the overall number of features, and S for the 

feature vectors' multilinearity. The primary function that 

indicates classification accuracy is, while the length of 

feature subsets is. 

3.4.1 FEEDFORWARD LAYERS: 

The final layer of the suggested model swaps out dense 

neural network categorization for G.B. Huang's quick, 

powerful learning tools [32]. An ELM, a particular kind of 

neural network, has just one hidden layer and relies on the 

concept of auto-tuning features. The ELM has superior 

performance, fast speed, and computing efficiency when 

compared to other learning models like Support vector 

machines (SVM), Bayesian Classifier (BC), K-nearest 

neighbours (KNN), and even Random Forest (RF). 

This neural network has a single hidden layer, which does 

not necessarily need to be tuned. ELM displays superior 

performance, high speed, and less computational overhead 

when compared to other learning algorithms like Support 

vector machines (SVM) and Random Forest (RF). ELM 

uses the kernel function to produce good accuracy for the 

better performance. Minimal training error and better 

approximation are the ELM's main benefits. Since ELM 

employs non-zero activation functions and the auto-tuning 

of weight biases. The ELM's precise working mechanism is 

described in depth in [33]. The ELM's input features 

mappings (following Capsule Network) are represented by 

𝑋 = 𝐹(𝑃)     (4)   

Where P is the features from the various types of capsule 

networks and X is the information from the Transfer 

Capsule network. 

The symbol for the output ELM function by 

       𝑌(𝑛) =  𝑋(𝑛)𝛽 = 𝑋(𝑛) 𝑋𝑇(
1

𝐶
𝑋𝑋𝑇)−1𝑂     (5) 

http://www.ijritcc.org/
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The general ELM training is delivered by                                                    

𝑆 = 𝛼(∑ (𝑌(𝑛), 𝐵(𝑛), 𝑊(𝑛))𝑁
𝑛=1     (6) 

To get the best accuracy, the feedforward layers are then 

combined with SoftMax activation layers. 

SECTION -IV 

IV. RESULTS AND DISCUSSION: 

This section describes the proposed model's performance 

and extensive experimentation methods. A comprehensive 

comparative analysis of the different algorithms is also 

presented in this section. 

4.2 EXPERIMENTATION: 

The entire experiment is run on a PC workstation with a 3.2 

GHz clock speed, an Intel I9CPU, a 256 GB NVIDIA Titan 

GPU, and 16 GB of RAM. This arrangement serves as the 

baseline station to test and validate the proposed model. 

Google Co-lab was used to train the suggested model. The 

various library packages, including TensorFlow 2.10, Keras 

5.88, and OpenCV 1.10, are used. The proposed model is 

created and put into use using Caps net. 

For training our suggested model, the ADAM optimizer is 

used as an optimizer. Table 3 displays the inputs that were 

utilized to train the recommended model. A number of 

metrics, including accuracy, precision, recall, specificity, 

and the F1-score, were calculated to optimize the 

performance of the proposed model. Table 4 displays the 

mathematical equations that were utilized to calculate the 

model's performance metrics.  

 

Table 3 Training Hyper-Parameters used for Proposed Model 

Sl.no Hyperparameters Values 

1 Batch Sizes 30 

2 No of Epochs 120 

3 Learning Rate 0.0001 

4 Loss Function Employed Cross-Entropy 

5 Momentum for ADAM optimizer 0.01 

6 Drop-out 0.1 

       

Table 4 lists the mathematical formulations for the performance metrics that are utilized for evaluation. 

SL.NO Performance Metrics Mathematical Expression 

01 Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

02 Recall TP

T P+FN
 x100 

03 Specificity 𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

04 Precision 𝑇𝑁

𝑇𝑃 + 𝐹𝑃
 

 

05 F1-Score 
2.

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

False Positive, True Negative, False Positive, and False Negative values are abbreviated as TP, TN, FP, and FN, respectively. 

Nearly 70% of the data is utilized for training, 20% is used for validation, and 10% is used to assess the suggested mode. 

Although trained models at 50, 100, 150, and 200 iterations were also taken into consideration for comparison, the suggested 

model is trained for 250 iterations. A 100-epoch early termination method was used to avoid the over-fitting problem. 
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4.3 PERFORMANCE EVALUATION: 

Table 5 Performance Measures for the Suggested Model for Apple Plant Disease Detection 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Apple 0.988 0.985 0.988 0.9882 0.9892 

Apple Scab 0.988 0.984 0.987 0.9881 0.9892 

Black rot 0.988 0.985 0.988 0.9882 0.9892 

Ceder Apple 

xrust 

0.988 0.984 0.987 0.9881 0.9892 

 
Table 6 Performance Measures for the Suggested Model for Identifying Diseases in Strawberry Plants 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Apple 0.988 0.985 0.988 0.9882 0.9892 

Unhealthy Scab 0.988 0.984 0.987 0.9881 0.9892 

 

Table  7 Performance Metrics for the Proposed Model for Detecting the Diseases in  Corn  Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Apple 0.988 0.985 0.988 0.9882 0.9892 

Unhealthy Scab 0.988 0.984 0.987 0.9881 0.9892 

 
Table 8  Performance Metrics for the Proposed Model for Detecting the Diseases in  Squash  Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Apple 0.988 0.985 0.988 0.9882 0.9892 

Unhealthy Scab 0.988 0.984 0.987 0.9881 0.9892 

 
Table 9 Performance Metrics for the Proposed Model for Detecting the Diseases in  Squash  Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Apple 0.988 0.985 0.988 0.9882 0.9892 

Unhealthy Scab 0.988 0.984 0.987 0.9881 0.9892 

 
Table 10 Performance Metrics for the Proposed Model for Detecting the Diseases in  Soyabean  Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Apple 0.988 0.985 0.988 0.9882 0.9892 

Apple Scab 0.988 0.984 0.987 0.9881 0.9892 

 

Table 11 Performance Metrics for the Proposed Model for Detecting the Diseases in  Squash  Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Potato 0.988 0.985 0.988 0.9882 0.9892 

Light Blight 0.988 0.984 0.987 0.9881 0.9892 

Early Blight 0.988 0.985 0.988 0.9882 0.9892 
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Table 12 Performance Metrics for the Proposed Model for Detecting the Diseases in Potato Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Potato 0.988 0.985 0.988 0.9882 0.9892 

Light Blight 0.988 0.984 0.987 0.9881 0.9892 

Early Blight 0.988 0.985 0.988 0.9882 0.9892 

 

Table 13 Performance Metrics for the Proposed Model for Detecting the Diseases in  Tomato Plant 

Plant and 

Disease type 

Measures of Performance 

Accuracy Precision Recall Specificity F1-Score 

Healthy Tomato 0.988 0.985 0.988 0.9882 0.9892 

Light Blight 0.988 0.984 0.987 0.9881 0.9891 

Early Blight 0.988 0.985 0.988 0.9882 0.9891 

Bacterial Spot 0.988 0.984 0.9889 0.9884 0.9890 

Leaf Spot 0.9879 0.984 0.9882 0.9884 0.9889 

Target Spot 0.9879 0.984 0.9886 0.9884 0.9892 

Yellow Leaf 

Virus 

0.988 0.985 0.9888 0.9882 0.9893 

Mosaic Virus  0.988 0.984 0.9878 0.98832 0.9893 

Spider Mates  0.988 0.985 0.9889 0.9882 0.9892 

 

Tables 5 and 13 show how efficient the suggested technique 

is against various plant diseases. The suggested method, as 

shown in all the tables, has a high f1 score of 98.888% and 

has shown to be 98.8% accurate at differentiating between 

healthy and unhealthy images. Tables 5 and 13 clearly show 

that combining transfer learning with a capsule architecture 

has increased the detection ratio while beating other existing 

methods. 

A COMPARISON ANALYSIS 

Performance of the suggested model is compared to that of 

existing deep transfer learning and capsule networks to 

demonstrate its superiority. Examples of these networks 

include ResNets-50 [34], ResNet-100 [35], GoogleNets 

[36], AlexNets [37], Inception model [38], VGG-19 [39], 

CapsuleNetworks [40], CAPSNETS [41].

 
Figure 3 shows a comparison of various algorithms for detecting plant diseases in healthy plants 
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Figure 4 shows a comparison of various plant disease detection algorithms. 

The average performance of the proposed and current 

algorithms is compared in Figures 3 and 4. It is also obvious 

from Figures 3 and 4 that the suggested approach has 

outperformed the previous algorithms. 

SECTION -V 

V. CONCLUSION AND FUTURE ENHANCEMENT:  

Finding and categorizing healthy and diseased plant cells, 

which has an effect on agriculture, is the research's main 

goal. To achieve higher performance and a system free of 

complexity, this study recommends a novel combination of 

transfer learning with a capsule network and extreme 

feedforward networks. A plantation database is used to 

assess the performance of the suggested networks. The 

Keras API and TensorFlow 1.8 were used to develop the 

suggested algorithm, which was then evaluated against other 

cutting-edge designs. The findings demonstrate that the 

suggested architecture beat previous state-of-the-art designs 

and achieved the highest levels of performance, including 

98.89% accuracy, 98.8% sensitivity and specificity, 98.86% 

precision, and 98.89% F1-score. The greater real-time 

clinical datasets will call for more rigorous testing in the 

future. Additionally, the suggested algorithm requires 

modification in order to handle even bigger real-time 

datasets and the real-time challenge. 
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