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Abstract: In today's era of rapid smart equipment development and the Industrial Revolution, the application scenarios for Internet of Things 

(IoT) technology are expanding widely. The combination of IoT and industrial manufacturing systems gives rise to the Industrial IoT (IIoT). 

However, due to resource limitations such as computational units and battery capacity in IIoT devices (IIEs), it is crucial to execute computationally 

intensive tasks efficiently. The dynamic and continuous generation of tasks poses a significant challenge to managing the limited resources in the 

IIoT environment. This paper proposes a collaborative approach for optimal offloading and resource allocation of highly sensitive industrial IoT 

tasks. Firstly, the computation-intensive IIoT tasks are transformed into a directed acyclic graph. Then, task offloading is treated as an optimization 

problem, taking into account the models of processor resources and energy consumption for the offloading scheme. Lastly, a dynamic resource 

allocation approach is introduced to allocate computing resources to the edge-cloud server for the execution of computation-intensive tasks. The 

proposed joint offloading and scheduling (JOS) algorithm creates its DAG and prepare a offloading queue. This queue is designed using 

collaborative q-learning based reinforcement learning and allocate optimal resources to the JOS for execution of tasks present in offloading queue. 

For this machine learning approach is used to predict and allocate resources. The paper compares conventional and machine learning-based 

resource allocation methods. The machine learning approach performs better in terms of response time, delay, and energy consumption. The 

proposed algorithm shows that energy usage increases with task size, and response time increases with the number of users. Among the algorithms 

compared, JOS has the lowest waiting time, followed by DQN, while Q-learning performs the worst. Based on these findings, the paper 

recommends adopting the machine learning approach, specifically the JOS algorithm, for joint offloading and resource allocation. 

Keywords: Internet of Things (IoT), Industrial IoT, Task Offloading, Resource Allocation, Optimal, Machine Learning. 

I. Introduction 

Every day, your business generates a vast amount of data as it 

undergoes digitization across its entire value chain, from 

procurement to production to delivery and service. This digital 

transformation connects various aspects of your organization, 

and advancements in digital technologies such as autonomous 

plant operations, efficient electrical drives, and controls further 

support these efforts [1][2]. The term "digitalization" in 

business refers to the innovative use of digital technologies to 

fundamentally change the business model, unlock new revenue 

streams, and provide value-added services or products to 

customers. As a result, Industry 4.0 is revolutionizing how 

companies manufacture, enhance, and distribute their products 

[3][4]. Manufacturers are integrating emerging technologies 

like the Internet of Things (IoT), cloud computing, analytics, 

and artificial intelligence (AI) and machine learning into their 

production facilities and overall operations. The significance of 

digitalization in business became evident during the pandemic, 

as digitally transformed businesses experienced less disruption 

and recovered more quickly compared to those that had not 

embraced digitalization [5]. Industry 4.0, combined with the 

Industrial Internet of Things (IIoT), equips businesses with 

advanced sensors, embedded software, and robotics, enabling 

data collection, analysis, and improved decision-making. The 

real value emerges when data from production operations is 

combined with operational data from enterprise systems like 

ERP, supply chain, and customer service, enabling 

unprecedented visibility and insights from previously isolated 

information [6]. Utilizing high-tech IIoT devices in smart 

factories leads to increased productivity and improved quality. 

AI-powered visual insights replace traditional manual 

inspection models, reducing manufacturing errors and saving 

time and money. With minimal investment, quality control 

personnel can set up a smartphone connected to the cloud, 

enabling remote monitoring of manufacturing processes from 

virtually anywhere [7][8]. 

Manufacturers can utilize machine learning algorithms to 

promptly detect errors, thereby avoiding costly repairs at later 

stages. The concepts and technologies of Industry 4.0 are 

applicable to various industrial sectors, including discrete and 

process manufacturing, oil and gas, mining, and others. The 

emergence of the Industrial Internet of Things (IoT) has led to 

an increased volume of information generated through the 

connection between people and smart objects. This connectivity 
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introduces new challenges in terms of the interaction between 

humans and connected devices, which can occur anytime and 

anywhere. One such challenge is resource allocation. While 

cloud computing and IoT offer virtually limitless processing 

resources, they also introduce the risk of unacceptable 

processing delays for time-critical Industrial Internet of Things 

(IIoT) applications. Moreover, as the volume of generated data 

continues to surge, different levels of resources are required to 

handle this data effectively [9][10]. Dynamic resource 

allocation is a solution that ensures efficient, reliable, and 

scalable processing of this data. By processing only the 

necessary data, unnecessary data transfer and storage are 

reduced, resulting in the optimal utilization of computing 

resources [11]. Cloud computing enables organizations to 

access a pool of computing resources via the internet, allowing 

them to scale their resources based on demand. It facilitates 

efficient allocation of computing resources by quickly 

provisioning and de-provisioning resources as needed, without 

relying on physical hardware.  

 
Fig. 1. Components of Dynamic Resource Allocation in IIoT 

The IoT ecosystem comprises numerous smart objects, and 

effective communication and operation of these objects require 

resource allocation. Resource allocation is necessary for several 

reasons: 

• Ensuring Quality of Service (QoS) by allocating resources 

appropriately. 

• Managing system irregularities to maintain reliability. 

• Reducing idle time of devices waiting for resource 

allocation. 

• Enabling dynamic resource scheduling and optimal 

utilization of available resources. 

• Minimizing power consumption. 

To achieve these goals, machine learning algorithms can be 

trained to analyze data, identify patterns, and establish 

relationships between variables like resource usage, system 

load, and application performance. This analysis enables 

predicting future resource requirements and optimizing real-

time resource allocation [12][13]. This paper introduces a joint 

approach for optimal task offloading and dynamic resource 

allocation. By leveraging machine learning algorithms to 

analyze data traffic and learn resource usage patterns, this 

approach enhances energy efficiency, reduces power loss, and 

minimizes costs. It ensures efficient resource allocation, 

effectively utilizing energy and minimizing power wastage.  

The key features of paper are: 

• The paper presents a methodology for optimal offloading 

and resource allocation in highly sensitive industrial 

Internet of Things (IIoT) tasks.  

• The methodology involves converting tasks into a directed 

acyclic graph (DAG), formulating offloading as an 

optimization problem, and implementing a dynamic 

resource allocation approach using collaborative Q-

learning.  

• This approach aims to minimize energy consumption while 

meeting latency and reliability requirements by effectively 

distributing tasks between edge devices and cloud servers 

based on workload and task requirements. 

The remaining section of the paper is organized as: Section 2 

presents the literature review of the resource allocation in 

industrial IoT, section 3 presents the proposed methodology 

with algorithm, section 4 presents the results and discussion for 

proposed methodology. Section 5 presents the conclusion and 

future work. 

II. Literature Review 

The summarized studies focus on enhancing resource 

management, optimization, and performance in Industrial 

Internet of Things (IIoT) networks using machine learning, 

deep reinforcement learning (DRL), and blockchain 

technologies. Zhang et al. [14] proposed a FL algorithm 

assisted by DRL for managing data from IIoT equipment, 

achieving high accuracy. Manogaran et al. [15] introduced a 

method combining learning-assisted slicing and resource 

allocation processes to improve service reliability for 6G users. 

Liu et al. [16] presented a DRL-based framework for 

optimizing performance in blockchain-enabled IIoT systems. 

Zhang et al. [17] developed a deep reinforcement learning-

Resource 
Management

• Resource 
management is 
responsible for 
monitoring the 
availability and 

utilization of 
computing

Resource Allocation

• involves the 
allocation of 
computing 
resources to 

specific tasks or 
applications.

Load Balancing

• involves 
distributing the 
workload across 

different 
computing 
resources to 

optimize their 
utilization

Predictive Analytics

• used to forecast 
future resource 
needs based on 
historical data, 
system trends, 

and other factors. 
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based resource management scheme for real-time optimal 

resource allocation decisions in DNN inference. Shi et al. [18] 

addressed spectrum resource management challenges in the 

IIoT network using a Modified Deep Q-learning Network 

(MDQN). Fan et al. [19] proposed a joint task offloading and 

resource allocation scheme for accuracy-aware machine 

learning-based IIoT applications. Tang et al. [20] proposed a 

multi-exit-based Federated Edge Learning (ME-FEEL) 

framework to enable maximum device participation in IIoT 

networks with limited resources. Bommisetty et al. [21] 

presented a Phasic Policy Gradient (PPG) based Time-Slotted 

Channel Hopping (TSCH) schedule learning algorithm for 

improving throughput and energy efficiency in TSCH 

networks. Yang et al. [22] introduced an optimization 

framework for blockchain-enabled IIoT systems to reduce 

energy consumption. These studies collectively contribute to 

advancing IIoT network management and optimization using 

innovative technologies. Rosenberger et al. [23] applied deep 

reinforcement learning (DRL) for intelligent resource 

allocation in Industrial Internet of Things (IIoT) devices. The 

study demonstrated low resource usage and transferable learned 

behavior. Boobalan et al. [24] discussed the integration of 

Federated Learning (FL) with IIoT to ensure data privacy. They 

provided an overview of privacy, resource, and data 

management, and highlighted potential applications and future 

research directions. Tang et al. [25] proposed a deep 

reinforcement learning-based algorithm for resource allocation 

in Satellite Internet of Things (S-IoT). The algorithm balanced 

resource efficiency, QoS requirements, and power control, with 

promising results shown in simulations. Li et al. [26] addressed 

resource management challenges in mobile-edge computing 

(MEC) for IoT. They proposed a cloud-edge collaborative 

resource allocation framework using 6G and blockchain 

technology, and introduced a collective reinforcement learning 

(CRL) method for intelligent resource allocation. Fang et al. 

[28] presented a deep reinforcement learning-based resource 

allocation scheme for content distribution in a fog radio access 

network (FRAN). They utilized in-network caching and cloud-

edge cooperation to improve resource utilization and content 

delivery. Jayalaxmi et al. [29] introduced DeBot, a deep 

learning model for bot detection in industrial network traffic. 

They utilized a cascade forward backpropagation neural 

network (CFBPNN) and feature selection techniques, achieving 

high accuracy in bot detection. Yang et al. [30] proposed a 

clustering-based sharded blockchain strategy for collaborative 

computing in the IoT. They used K-means clustering and deep 

reinforcement learning to optimize user grouping, consensus 

nodes, and scalability of the sharded blockchain. Gong et al. 

[30] addressed resource allocation challenges in Low Power 

Wide Area Networks (LPWAN), specifically LoRaWAN. They 

proposed a dynamic reinforcement learning resource allocation 

(DRLRA) approach to improve performance in terms of 

consumption and reliability. Olatinwo et al. [31] conducted a 

bibliometric analysis and comprehensive review of resource 

management in IoT networks. They identified research 

challenges and opportunities, highlighting the growing 

importance of deep learning approaches for resource 

management. Tian et al. [32] investigated offloading decisions, 

CPU frequencies, and transmit powers optimization in multi-

Mobile Edge Computing (MEC) and multi-IoT device 

networks. They developed a deep reinforcement learning-based 

algorithm to minimize computing pressure, energy 

consumption, and task dropping cost. Lei et al. [33] proposed 

an adaptive resource allocation method for Industrial Internet 

of Things (IIoT) nodes. The method evaluates the self-

similarity of observation data to prioritize nodes dynamically 

and uses the Deep Q Network (DQN) algorithm.  

III. Proposed Methodology 

In this paper, a methodology for addressing the challenge of 

optimal offloading and resource allocation for highly sensitive 

industrial Internet of Things (IIoT) tasks. The goal is to 

efficiently distribute computational tasks between edge devices 

and cloud servers to maximize system performance and 

minimize resource consumption. To achieve this, the 

methodology adopted a collaborative approach that involves 

multiple components. In first step, the computation-intensive 

IIoT tasks are converted into a directed acyclic graph (DAG). 

This representation helps capture the dependencies and 

relationships between different tasks, allowing for better 

analysis and optimization. Next step formulate the task 

offloading as an optimization problem. They develop models 

that describe the available processor resources and energy 

consumption associated with the task offloading scheme. By 

considering these factors, they aim to find the optimal 

allocation strategy that minimizes energy consumption while 

meeting the latency and reliability requirements of the IIoT 

tasks. Finally, in last step a dynamic resource allocation 

approach is presented. This approach aims to allocate 

computing resources from the edge-cloud server to the 

computation-intensive tasks effectively. By dynamically 

adjusting the resource allocation based on the workload and 

task requirements, the system can efficiently utilize available 

resources and adapt to changing conditions. 

3.1 System Model 

The system is modelled as edge-cloud server for providing 

resources to industrial IoT networks, as presented in fig 2.  
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Fig. 2. Resource Allocation Support to IIoT with Edge-Cloud Server 

The entire network framework is composed of task processing 

layer (IIoT layer), Server layer (Edge-Cloud). In task 

processing layer, all task related informations are collected such 

as task completion time (TCT), task length (TL) and task size 

(TS). According to this information, queue is maintained to be 

migrated. Whereas server layer provides all necessary 

information related with processing units, storage, data transfer 

capacity, speed, for virtual machines with respective host 

servers. These task layer’s information as well as datacenter 

layer’s information is helpful for designing best scheduling 

algorithms for obtaining optimal solution.The paper aims to 

schedule a set of tasks according to available virtual machines 

(VMs) in the cloud to minimize cost, latency and energy. The 

schematic flow of proposed system is presented below in fig 3. 

 

Fig. 3. General Flow of Joint Offloading and Resource Allocation in Edge-Cloud Server for IIoT 

Task Processing Layer: The Task Processing Layer (TPL) 

manages the workload of IIoT devices or tasks using a Directed 

Acyclic Graph (DAG) representation. The DAG consists of a 

set of vertices (V) and edges (E), denoted as 𝐺𝐷𝐴𝐺 = {𝑉, 𝐸}. 

Each vertex represents a task, and the edges represent the 

dependency constraints between tasks and the offloading 

queue. Task 𝑇𝑗 can only be executed after task 𝑇𝑖  is completed. 

Tasks that can be executed in parallel are placed at the same 

level in the graph. For example, if among 10 tasks, 

𝑇1, 𝑇5, 𝑎𝑛𝑑 𝑇8 can be executed in parallel, they will be placed at 

the same level. Workflow scheduling is considered a 

Industrial IoT 

Edge 

Cloud Server 

Communication Network 

Task Processing Layer  

Server Layer 
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scheduling problem in order to minimize execution time while 

ensuring a balanced overall load. 

Server Layer: The server layer (SL) presents an edge-cloud 

infrastructure using multiple instances of virtual machines 

(𝑉𝑀), each with its specific characteristics. Each 𝑉𝑀 (ith 𝑉𝑀) 

is characterized by its processing capacity (𝑉𝑀𝑖𝑐
), data transfer 

rate (𝑉𝑀𝑖𝑑𝑟
), and bandwidth (𝑉𝑀𝑖𝑏

). These characteristics are 

represented as random variables. In addition to these 

characteristics, cost optimization is also considered as one of 

the crucial factors for server performance. 

3.2 Joint Offloading and Scheduling Algorithm 

The proposed joint offloading and scheduling (JOS) algorithm 

model is composed of two steps (Fig 4): (i) Optimal DAG 

creation and offloading queue generation, (ii) workflow load 

prediction and dynamic scheduling.  

 

Fig. 4. Schematic Flow of Proposed JOS Algorithm 

When an IIoT task arrives, the Task Processing Layer (TPL) 

extracts the relevant features from the task. These features 

capture important information about the task, such as its 

computational requirements, dependencies, and priority. The 

Based on the task features, the Job Offloading System (JOS) 

generates a Directed Acyclic Graph (DAG). The DAG 

describes the dependencies and relationships between tasks and 

aids in task execution order determination. JOS creates an 

offloading queue, which is an ordered list of jobs sorted by 

priority. Prioritization is determined via collaborative q-

learning-based reinforcement learning, with aspects such as 

task urgency, resource availability, and system efficiency 

considered. Section 3.3 describes the collaborative q-learning. 

The traffic information acquired from the offloading queue is 

provided by JOS to the Resource Scheduler Layer (SL). This 

data assists SL in forecasting system demand and making 

appropriate resource allocation decisions. SL analyses received 

traffic data and using machine learning methods to forecast 

system demand. These algorithms may estimate the system's 

resource requirements based on historical data, present system 

status, and other factors. SL finds the appropriate allocation of 

resources for executing the jobs in the offloading queue based 

on the load forecast. This allocation takes into account aspects 

including available resources, task priority, and system limits. 

The approach for resource allocation seeks to maximise system 

performance and efficiency. 

Based on their priority, the algorithm iterates over the jobs in 

the offloading queue. To execute each task, the allotted 

resources from SL are assigned. Allocating computing 

resources such as CPU, memory, and network bandwidth falls 

under this category. The work is completed with the resources 

allotted. The specific execution mechanism is determined by 

the task's nature and the system architecture. Depending on the 

offloading decisions made by JOS, it could involve running the 

task locally or offloading it to remote resources. During task 

execution, the system monitors the tasks' progress and 

performance. Any system status updates, such as resource 

utilisation or job completion, are logged. This enables the 

system to handle a constant stream of tasks, modifying its 

resource allocation and task execution procedures in response 

to the dynamically changing workload and system conditions. 

Algorithm 1 contains the whole algorithm. As a result, the 

proposed Joint offloading and resource allocation algorithms in 

dynamic IIoT contexts offer several benefits. They boost 

system performance by optimising job distribution and resource 

allocation, ensuring that current resources are exploited to their 

full potential. Load balancing works by dynamically splitting 

duties between local devices and the cloud, minimising 

resource bottlenecks. By reducing energy consumption at local 

devices, offloading work to the cloud improves energy 

efficiency. The solutions are scalable and flexible to shifting 

workloads and needs. They also reduce latency by utilising 

cloud resources to expedite task execution. Additionally, cost 

optimization is achieved by reducing infrastructure and 

maintenance costs and utilizing cost-effective cloud resources. 

 

Allocate Optimal Resources 

Predict the Offloading Load  

Offloading Queue 
Generation 

Input Tasks DAG 

TPL SL JOS 

Scheduled Task Offloading and Its 

Execution on allocated server 
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Algorithm 1: Joint Offloading and Scheduling Algorithm 

1: Initialize System 

2: When IIoT tasks arrive 

3: TaskFeatures←TPL.extractTaskFeatures(IIoTTask) 

4: JOS.createDAG(TaskFeatures) 

5: OffloadingQueue 

←JOS.prepareOffloadingQueue(collaborativeQTable) 

6: TrafficInfo ← 

JOS.getTrafficInformation(OffloadingQueue) 

7: LoadPrediction ←SL.predictLoad(TrafficInfo) 

8: ResourceAllocation ← 

SL.allocateResources(LoadPrediction) 

9: for each Task in OffloadingQueue 

ExecuteTask(Task, ResourceAllocation) 

ExecuteTask(Task, ResourceAllocation) 

AllocateResources(Task, ResourceAllocation) 

Execute(Task) 

UpdateSystemStatus(Task) 

10: Repeat the process for subsequent IIoT task arrivals 

3.3 Collaborative Q-Learning for JOS Algorithm 

Collaborative Q-learning is a type of reinforcement learning 

designed with numerous agents that collaborate to learn an 

optimal policy within shared environment. The base of this 

model is Q-learning algorithm for reinforcement learning. In 

conventional Q-learning single agent cooperates with the 

shared environment and train itself to make optimal decisions 

by updating a Q-value table. Q-value table determines the 

decision based on past certain events. However, in proposed 

collaborative Q-learning approach, multiple agents are 

deployed to work together and perform learning as a joint 

policy that maximises the total rewards for the decision. In 

collaborative Q-learning, each agent makes their own state-

action pair and generate their respective Q-values. Then their 

decisions are fused together and their collaborative results are 

termed as final Q-value. The basic idea behind collaborative Q-

learning is to extend the Q-learning algorithm to handle the 

complexities of several agents. Each agent is equipped with a 

Q-value table that converts state-action pairs to Q-values. 

Unlike single-agent Q-learning, however, Q-value updates take 

into account not only the agent's own experiences, but also the 

experiences of other agents in the team. Collaboration in Q-

learning can take place in a variety of ways. Agents sharing 

their Q-values with one another is a popular strategy. Another 

alternative is to use a centralised Q-value function. Instead of 

each agent maintaining its own Q-value table, all potential 

state-action pairings are stored in a centralised repository. 

Agents can then access and update this centralised Q-value 

function based on their own experiences. This strategy allows 

for more efficient agent coordination and communication. 

Collaborative Q-learning can be used to a wide range of multi-

agent scenarios, including cooperative tasks in which agents 

work together to achieve a common goal and competitive 

scenarios in which agents compete against one another. The 

goal is to create a collaborative policy that maximises the 

overall performance of the team. 

Algorithm 1: Collaborative Q-Learning  

1: Initialize 

- Q-value tables for each agent 𝑄1, 𝑄2, . . . , 𝑄𝑛 

- Shared environment 𝐸 

- Hyperparameters: learning rate alpha, discount factor 

gamma, exploration rate epsilon 

2: Repeat the following steps for each episode: 

    Reset the environment 𝐸 

    Initialize the state 𝑆   

3:     Repeat the following steps until the episode 

terminates: 

4:         For each agent i = 1 to 𝑛 

            select the action a with the maximum Q-value 

for the current state from 𝑄𝑖  

            Take action a, observe the next state S', and 

receive the reward R 

            Update the Q-value of the current state-action 

pair 𝑄𝑖  (S, a): 

            𝑄𝑖  (S, a) = (1 - alpha) * 𝑄𝑖  (S, a) + alpha * (R + 

gamma * max(𝑄𝑖  (S', a'))) 

            Update the state S to S' 

            If any termination conditions are met: 

                   Break the loop 

5: Reduce epsilon according to the exploration rate decay 

schedule    

6: Return the learned Q-value tables 𝑄1, 𝑄2, . . . , 𝑄𝑛 

 

IV. Results and Discussion 

To evaluate the effectiveness of the JOS, the proposed 

algorithm is implemented using Matlab R-2020a. The 

simulations were conducted on an Intel i5, 3.7Ghz PC with 8 

GB RAM.In this work, node-server computing system 

consisting of IIoT tasks and multiple edge-cloud servers is 

designed. The parameters of the simulation are shown in table 

1. 

Table 1. System Parameters Used 

Parameters Value 

Maximum Number of IIoT devices 500 

Maximum Number of servers 50 

Bandwidth of edge server 12MB/s 

Bandwidth of IoT nodes 300MB/s 

Data Size 250kb-1Mb 

Ideal delay of request 0.4-0.6s 

In this research work, following parameters are used: 
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Average Response Time: Response time of resource allocation 

refers to the time it takes for a system or process to allocate 

resources to a particular task or request. It can be defined 

mathematically as follows:  

𝐴𝑅𝑇 =
|𝐴𝑙𝑙𝑜𝑐𝑡𝑖𝑚𝑒 − 𝐴𝑟𝑟𝑖𝑣𝑎𝑙𝑡𝑖𝑚𝑒|

𝑁
 

Where, 𝐴𝑙𝑙𝑜𝑐𝑡𝑖𝑚𝑒  = Allocation time 

𝐴𝑟𝑟𝑖𝑣𝑎𝑙𝑡𝑖𝑚𝑒  = Arrival time 

N = Number of tasks 

Average Delay: Time taken to allocate resources and execute 

all task is termed as average delay. It can be defined 

mathematically as follows:  

𝐴𝐷 =
|𝐸𝑥𝑒𝑡𝑖𝑚𝑒 − 𝐴𝑙𝑙𝑜𝑐𝑡𝑖𝑚𝑒|

𝑁
 

Where, 𝐴𝑙𝑙𝑜𝑐𝑡𝑖𝑚𝑒  = Resource Allocation time 

𝐸𝑥𝑒𝑡𝑖𝑚𝑒  = Execution time 

N = Number of tasks 

Average Energy Consumption: Total amount of energy 

required to execute all tasks. It can be defined mathematically 

as follows:  

𝐴𝐸𝐶 =
𝐸𝑛𝑒𝑟𝑔𝑦 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑜 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑛 − 𝑏𝑖𝑡𝑠

𝑁
 

Below in fig 5, the paper presents the result analysis of the 

conventional approach based dynamic resource allocation 

versus machine learning based resource allocation. In fig 5 (a) 

average response time graph is plotted with respect to varying 

IIoT devices. Similarly, fig 5(b) presents the average delay 

occurred during decision making is plotted with respect to 

varying IIoT devices. In fig 5(c), energy consumption is plotted 

with respect to varying IIoT devices. From these graphs it is 

clearly visible that machine learning approach outperforms 

better as compared to conventional approach in terms of all 

relevent parameters. Therefore, we have adopted machine 

learning approach for providing joint offloading and resource 

allocation benefits to the server. 

   
(a) Response Time (b) Average Delay (c) Energy Consumption 

Fig 5. Comparison of Conventional Approach Versus Machine Learning based Dynamic Resource Allocation 

In this section, we have presented a result analysis for two 

cases. One for variable number of IoT nodes/users and another 

for variable size of tasks. The result was evaluated in terms of 

response time as well as energy used. Fig 6 shows the energy 

usage of proposed algorithm with variable task size. In this case 

number of IoT nodes/users are fixed and task size is varied. The 

task size was taken from 250Kb to 1000Kb. The result analysis 

shows that with increases size of task energy utilization also 

increases. Fig 7 shows the response time of proposed algorithm 

with variable number of users. In this case number of IIoT 

devices are varied and task size is fixed. The number of IIoT 

devices was taken from 100-500. The result analysis shows that 

with increases size of users, response time also increases. 
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Fig 6. Energy Usage with Variable Task Size 

 
Fig 7. Response Time with Variable User  

 
Fig 7. Comparative State-of-Art  
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Based on fig 7, it appears that the values for JOS, DQN, and Q-

learning increase as the number of node increases. This could 

suggest that the performance or effectiveness of these 

algorithms improves with a larger number of nodes. Here are 

some possible inferences based on the given data: 

• JOS seems to have the lowest average waiting time (AWT) 

as compared to DQN and Q-learning. 

• DQN consistently has higher AWT than JOS but lower 

than Q-learning with varying nodes.  

• Q-learning has the highest values among the three 

algorithms in every scenario, indicating that it exhibits the 

worst performance or achieves the highest AWT whereas 

proposed JOS have lowest performance.  

V. Conclusion 

In recent years, the integration of IoT devices in networking 

applications has become increasingly common. However, 

managing and monitoring these networks has become 

challenging due to the large number of devices, complex 

systems, and high data volumes generated. To address these 

difficulties, researchers have explored the use of machine 

learning techniques to develop dynamic decision-making 

mechanisms for IoT systems, considering the incomplete 

information available about the environment. In this context, 

the methodology presented in the paper provides a 

comprehensive framework for addressing the challenges of 

offloading and resource allocation in highly sensitive industrial 

IoT environments. The algorithm aims to optimize the overall 

system performance by intelligently offloading tasks, 

predicting the system load, and allocating resources efficiently. 

The collaborative q-learning and machine learning approaches 

help in making informed decisions regarding task prioritization, 

load prediction, and resource allocation, ensuring efficient 

utilization of available resources and timely execution of IIoT 

tasks. According to results presented, the proposed approach 

effectively reduces the average delay of tasks, leading to 

improved performance in IoT systems. The result compares 

conventional resource allocation with machine learning-based 

resource allocation in terms of response time, delay, and energy 

consumption. The proposed algorithm's energy usage increases 

with the size of the task, while the response time increases with 

the number of users. Among the algorithms compared (JOS, 

DQN, and Q-learning), JOS has the lowest average waiting 

time, followed by DQN, and Q-learning performs the worst. 

Based on these findings, the paper recommends adopting the 

machine learning approach, specifically the JOS algorithm, for 

joint offloading and resource allocation. 
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