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Abstract: This research paper explores the application of deep learning and supervised machine learning algorithms, specifically Long Short-

Term Memory (LSTM), for stock market prediction. The study focuses on the closing prices of three companies - Tata Steel, Apple, and 

Powergrid - using a dataset sourced from Yahoo Finance. Performance evaluation of the LSTM model employed RMSE, MAPE, and accuracy 

metrics, along with hyperparameter calibration to determine the optimal model parameters. The findings indicate that a single-layer LSTM 

model outperformed a multilayer LSTM model across all companies and evaluation metrics. Furthermore, a comparison with existing research 

demonstrated the superiority of the proposed model. The study emphasizes the effectiveness of LSTM models for stock price prediction, 

underscores the significance of proper hyperparameter tuning for optimal performance, and concludes that a single-layer LSTM model can 

yield superior results compared to a multilayer model. 
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I. INTRODUCTION 

Stocks that are also called shares or equities, represent 

ownership in a company. Compared to other asset classes, 

stocks produce higher investment returns. Stock market is 

known for being volatile, dynamic and nonlinear [1] as it 

depends on various factors such as performance of the 

company, economic conditions, investor’s sentiment, political 

events and global trends which can result in huge losses, so an 

accurate prediction of stocks is needed for desirable profits. The 

act of attempting to anticipate the future stock value is called 

stock price prediction. Stock price prediction, however, is a 

very complex and challenging task. It is observed that the 

change in stock values has some pattern and isn’t random 

therefore it can be anticipated by carefully studying the 

historical stock data. The advancements in deep learning and 

machine learning techniques have made stock price prediction 

possible with high accuracy [2]. 

Many works have been performed in this field and the 

algorithms used include linear regression [3], ARIMA [4], 

LSTM [5], RNN [6], random forest [7], CNN [8], etc. Previous 

works have worked in datasets from yahoo finance [9], NSE 

(National Stock Exchange) [10], kaggle[11], google finance, 

quandl etc. 

In this study, we use deep learning and machine learning 

techniques, particularly LSTM, to forecast stock values based 

on historical stock data. We utilized the dataset fetched from 

Yahoo Finance, consisting of 10 years of daily closing prices 

for three prominent companies: Tata Steel, Apple, and 

PowerGrid. The dataset was split into an 80% training set and 

20% testing set, ensuring a robust evaluation process. We 

focused our analysis on the closing price as the target variable, 

as it is a crucial indicator. The time step selected for our study 

was [5]100 days. To assess the performance of our LSTM 

models, we employed three commonly used evaluation metrics: 

Mean Absolute Percentage Error (MAPE), Root Mean Squared 

Error, and accuracy [22]. Hyperparameter calibration was a 

crucial step in optimizing the LSTM neural network. We 

experimented with different architectures by altering the 

quantity of layers in the network, including one, two, and four 

layers [23]. Our results consistently demonstrated that the 

single-layer LSTM model outperformed the multi-layer model 

for all three companies across all three-evaluation metrics. This 

finding suggests that a[24][25] simpler architecture can 

effectively capture the underlying patterns in stock price data, 

resulting in more accurate predictions. Furthermore, we 

compared our proposed single-layer LSTM [51] model with 
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other research works and the comparative analysis revealed that 

our model outperformed previous approaches [26][27][50]. 

The remaining section of this research work is structured as 

followed:  section 2 discuss the study of earlier works in the 

field of stock price prediction. Section 3 is focused on the 

proposed methodology using LSTM to construct a stock price 

prediction model with high accuracy. In section 4, 

implementation of the work is discussed by calibrating the 

hyperparameters. The subsections in section 4 discuss the 

comparative analysis of different layers of LSTM and result 

analysis of various evaluation metrics and comparative analysis 

of previous research works. Section 5 concludes the work and 

future scope. 

II. LITERATURE SURVEY 

In this literature survey, we provide an overview of existing 

research works that used machine learning and deep learning 

techniques for stock market prediction. [12] aims at building a 

brand-new stock price prediction model. For estimating the 

closing value of the following stock trading day, the LSTM 

model is used to first compute the investor sentiment prior [28] 

to the stock opening by fine-tuning the BERT model, then 

aggregate the generated investor sentiment and the fundamental 

stock quotation data. [13]aspires to offer a unique strategy that 

combines the LSTM deep neural network for time series [29] 

prediction with great regard for past stock data and the 

similarities between those stocks and their closest competitors 

[30]. Their model performed better than the competing 

approaches (vanilla LSTM, linear regression, convolutional 

neural network and random forest), according to results 

obtained from experiments on 4 active stocks from US stock 

market and three from Vietnamese stock market. 

[14]Demonstrate the model which applies a CNN [31] [32] [55] 

[56]  framework with arrays as the input map. They were able 

to demonstrate that the intended approach produces potent 

outcomes through in-depth experimental findings employing 

the Taiwanese stock market. [15] desire to review new research 

on SVMs, neural networks and hidden Markov models used to 

forecast stock market fluctuations [33][34]. Also claims that 

the two most effective machine learning techniques in the field 

of stock price prediction are neural networks and SVM [35][36]. 

Additionally, a model for HMM-based stock market forecasting 

is proposed. In [16]they seek a time series data from PT. 

Ramayana Lestari SentosaTbk. from 02/03/2020 to 15/09/2021. 

Their model used an LSTM  [53]  [54] with same no. of epochs 

but varied numbers of activation functions, optimizers, and the 

nodes, which produced different outcomes and levels of 

accuracy and lately proposed the superior function which is far 

better compared to the activation functions of Sigmoid, Tanh, 

and Relu. [17]uses 10 stocks' daily closing prices which were 

utilized to train and assess the effectiveness of the model. Their 

experimental findings show that the suggested technique STPA 

outperforms other methods in terms of precision,F1-Score and 

recall rate for forecasting change in stock trends, and focuses on 

the significance of combining sentiment analysis of news 

headlines with daily stock data to forecast trends and stock 

prices, and the LSTM (Long Short-Term Memory) [52] cells are 

utilized for price prediction time series, also suggests using the 

ensemble technique XGBoost [39] to predict market trends. 

[18]Applied an attention mechanism to direct the model's 

attention to important information[40] and use an LSTM neural 

network because of its benefits in time-series data analysis 

[41].The auto-regressive integrated moving average (ARIMA) 

[49], neural network (NN), and LSTM were utilized in [19]  to 

forecast [42] the closing prices data for Bursa Malaysia from 

February 1, 2020 to January 19, 2021. Every one of the models 

will be assessed utilizing RMSE [43] and MAPE. [20] proposes 

a deep learning method (RNN) [44][45] [46] to forecast the 

stock market because of its benefits in processing time series 

data they use Apples stock data from August 2009 – August 

2020. Their loss was close to 0.1% and their accuracy [47][48] 

for prediction is around 95% . 

From the study of literature survey, it is noted that the focus 

of earlier research was mostly on the calibration of a small 

number of hyperparameters. It is noted that no research has ever 

been conducted in-depth on LSTM and how its layers function. 

III. METHODOLOGY 

Long Short-Term Memory (LSTM), is a form of recurrent 

neural network (RNN) which is frequently used in various 

natural language processing (NLP) applications and speech 

recognition. The main benefit of LSTMs over conventional 

RNNs is that they can overcome the vanishing gradient issue 

that occurs in deep neural networks while training on lengthy 

data sequences. 

LSTM can capture long-term dependencies of data [37][38], by 

using a series of specialized memory cells that can selectively 

recall or forget information over time. The forget, input, and 

output gate are three primary gates found in each memory cell 

in an LSTM network. These gates manage the information flow 

into and out of the memory cell, deciding what data to retain 

and what data to discard [21]. Fig 1 shows the architecture of 

LSTM. 
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Figure 1.   LSTM architecture 

A. Working 

Forget Gate: It is used to delete data that is no longer relevant 

to the cell state. The gate receives two inputs, yt (current time 

input) and jt-1 (output of previous cell), which are multiplied 

with weight matrices and after that bias addition is performed. 

Then, through an activation function the result is passed which 

produces output in binary form. If output of the cell state is 

equal to 0, then the information is forgotten, however if it is 

equal to 1, then the information is saved for future use. 

Input gate: The cell state is modified by adding relevant data by 

the input gate. In Fig 1, section B shows the working of input 

gate. In input gate data is regulated through sigmoid function 

and information to be remembered is filtered using inputs yt and 

jt-1. Then, using tanh function, a vector is generated that contains 

every possible value between yt and jt-1which produces an 

output that ranges from [-1,+1]. For extracting the necessary 

information, the values of vector and the manipulated values are 

multiplied. 

Output gate: It is in charge of extracting relevant information 

from the current cell state and delivering it as output. In Fig1, 

section C shows the working of output gate. First, tanh function 

is utilized to generate a vector in the cell. Sigmoid function 

regulates the data. Then it is filtered by the remembered values 

using inputs (yt and jt-1). The values of the vector and 

manipulated values are multiplied and delivered as output 

which will act as the input for the next cell. 

The working of gates in LSTM can be described by following 

equations[22] – 

It= α1(Wiyt + Uimt-1 + βi)            (1) 

Ft= α1(Wfyt + Ufmt-1 + βf )            (2) 

Ot= α1(Woyt + Uomt-1 + βo )         (3) 

mt = ft⋅mt-1  +  It ⋅α1(Wmyt + βm)     (4) 

jt = ot⋅α2(mt)                                 (5) 

Where It is vector of input gate, Otis vector of output gate, at an 

instant of time t, ytis input vector, jtis output vector, mtis 

memory cell state, Ft is the vector of forget gate, Wn& Un are 

weight matrices, βn is bias vector and αnis activation function. 

IV. IMPLEMENTATION 

A. Dataset 

The dataset utilized is a key component in machine learning. 

Because even a small alteration or error in the data can have a 

significant impact on the conclusion, the dataset should be as 

precise as possible. So we fetched our dataset from yahoo 

finance [23], the most trusted site for stock data using the 

yfinance library. We worked on the dataset of Tata Steel. We 

took 10 years of daily data from 01/01/2010 to 31/12/2019.  

The dataset has 7 parameters: date, open, close, high, low, 

volume and adjacent close. We worked on the closing 

parameter. Dataset is then divided into training and testing 

sections. Because this ratio produced the best results, we used 

80% of data for training and the 20% for testing the model. 

Dataset details are shown in Table I. 

 

Figure 2.  Proposed architecture of stock price prediction 
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TABLE I.      DATASET DETAILS 

Dataset 10 years dataset (1/1/2010 - 

31/12/2019) 

Parameters Featu

re 

selecti

on 
Training data-

80% 

Testing data-

20% 

Tata 

Steel 

1/1/2010 

- 

31/12/2017 

1/1/2018 

- 

31/12/2019 

Date, Open, 

Close, High, 

Low, Volume, 

Adjacent close 

Close 

Apple 

Powergri

d 

B. Proposed Model 

      The training data needs to be scaled down using the 

minmaxscaler() from sklearn.preprocessing library. In this step, 

data normalization is done i.e., each value will lie in a particular 

range (0 to 1) to increase training stability and effectiveness of 

the model. 

The x_train and y_train must now be defined. Let's look at an 

illustration to help you grasp their idea. Here, we're using a set 

of 100 days. Assume that the first 100 days' worth of a stock is 

represented as v1, v2, v3, v4, and so on. Now, rather than being 

a random number, the following value, v101, will depend on the 

prior 100 values (v1-v100). Similarly, v102's value will depend 

on prior 100 days value (v2-v101), and so forth. As a result, the 

101th value will be appended in y_train and the 100 days value, 

on which the 101th day value depends, will be appended in 

x_train. After that, they are transformed into numpy arrays so 

that they can be fed to the model. 

We made keras sequential model that allows addition of layers 

in neural network in sequence. Our proposed LSTM model has 

1 LSTM layer with 100 memory units (cells) and uses the 

hyperbolic tangent (tanh) activation function. With a dropout 

rate of 0.1, a dropout layer is added which means that 10% of 

the input units will be randomly set to 0 during each training 

epoch. Dropout is a regularization strategy that, in order to 

avoid overfitting, randomly removes some neurons during 

training. At the end the model has 2 dense layers. One fully 

connected layer with 50 neurons and tanh activation function 

and other a final dense layer with a single neuron which will 

output the predicted value. Proposed LSTM model architecture 

is shown in Fig 3. 

Model is then compiled using Adam optimizer which has 

default learning rate of 0.001 and MSE (mean squared error) 

loss. Adam is a optimization technique which is a hybrid of 2 

gradient descent (RMSP and momentum). 

(6) 

We fit the y_train and x_train into the model for training with 

100 epochs and batch size 32 where epochs are the number of 

iterations that needs to be made of training dataset for the 

training of the LSTM model and is used when all the training 

data is used all at once. 

 

Figure 3.  Architecture of proposed LSTM model 

For testing, since we are considering the 100 days set, for 

making the first prediction we need the previous 100 days' data 

from the training part therefore we are going to append the 

testing data and the last 100 days of training data to make the 

final data frame for testing which is then scaled down. Now 

we’ll consider x_test and y_test in the testing dataset just like 

x_train and y_train in the training data which are then converted 

into numpy arrays. 

x_test is then provided to the model to make the predictions 

(y_predicted). So, y_test is the original data and y_predicted is 

the forecasted data. Both are then scaled up and are plotted. 

C. Evaluation Metrics 

RMSE (Root Mean Squared Error): It computes the average 

difference between the actual values in the test dataset and the 

predicted values. The RMSE formula is: 

(7) 

In above equation, ŷi is the forecasted value, yi is the original 

value and n is the number of samples. 

MAPE (Mean Absolute Percentage Error):It calculates the 

difference between the test dataset's actual values and the values 

that were anticipated in percentage form. The MAPE equation 

is: 

(8) 

Where N is the number of samples, F is forecasted value and A 

is the original value. 

Accuracy: It is measured through RMSE and MAPE using the 

following formula - 

Accuracy = 100% * (1 - (RMSE/mean (actual values))) * (1 - 

MAPE/100)           (9) 

http://www.ijritcc.org/
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D. Results and Analysis 

On the LSTM neural network, hyperparameter calibration is 

done to determine the optimum model hyperparameter values 

that minimize the difference between expected and actual 

values on a given dataset. Mean squared error loss is used 

throughout. For calibration the hyperparameters considered are: 

1. The number of LSTM layers: This number describes how 

many LSTM layers are stacked on top of one another to create 

the entire LSTM design. A group of memory cells that process 

the input sequence are present in each LSTM layer. 

2. Units: The quantity of memory cells or neurons found in each 

LSTM layer is referred to as units. The model becomes more 

complex as the number of units increases, but there is also a 

greater chance of overfitting. 

3. Activation function: This is a non-linear function that is 

applied to the output of every LSTM cell to introduce non-

linearity and aid the model's ability to learn intricate patterns. 

Sigmoid, tanh, and ReLU are frequently used activation 

functions in LSTM models. 

4. Dropout: This describes a regularization strategy that 

randomly drops certain neurons during training to prevent the 

model from overfitting. Dropout encourages the model to learn 

more robust features by lowering the correlation between the 

neurons. 

5. Dense layer: This term describes a completely connected 

layer that uses linear transformation to make the final prediction 

from the output of the LSTM layer. The intricacy of the problem 

and the desired result determine how many units should be in 

the dense layer. 

6. Optimizer (Default learning rate): The algorithm used to 

adjust the model's weights during training is referred to as the 

optimizer. To enhance the effectiveness and efficiency of the 

model, the optimizer reduces the loss function and modifies the 

weights. LSTM models frequently employ optimizers like 

Adam, RMSprop, and SGD. 

7. Epochs: This term describes the number of times the 

complete training dataset is run through the model. One epoch 

is considered complete when all the training samples have been 

processed once through the model. 

8. Batch size: This term describes the quantity of samples that 

are processed in a single iteration during training. Large batch 

sizes can accelerate training but also increase memory usage 

and increase the risk of overfitting. A small batch size can help 

the model to generalize better but it can slow down the training 

process. 

 

TABLE II.   CALIBRATION OF HYPERPARAMETERS IN 1 LSTM LAYER MODEL 

Units Activation 

function 

Dropout Dense 

layer 

Optimizer Epochs Batch 

size 

RMSE MAPE 

50 relu 0.1 

 

1 adam 50 32 1.4392 2.2473 

100 1.2931 1.9939 

150 1.3344 2.0484 

100 linear 1.3176 2.0131 

tanh 1.2887 1.9663 

sigmoid 1.8397 2.9498 

tanh 0.2 1.3039 1.9970 

0.1 2(50,1) 1.1942 1.8079 

2(100,1) 1.2412 1.8915 

2(50,1) sgd 1.8792 2.9900 

adagrad 2.1028 3.3758 

rmsprop 1.3980 2.1066 

adadelta 3.1326 4.9957 

adam 100 1.1508 1.7391 

150 1.1573 1.7832 

100 64 1.1708 1.7756 

Suitable parameters 

100 tanh 0.1 2(50,1) adam 100 32 1.1508 1.7391 
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TABLE III.   CALIBRATION OF HYPERPARAMETERS IN 2 LSTM LAYER MODEL 

Units Activation 

function 

Dropout Dense 

layer 

Optimizer Epochs Batch 

size 

RMSE MAPE 

50, 50 relu 0.1, 0.1 1 adam 50 32 1.6103 2.5556 

50, 100 1.5609 2.4728 

100, 100 1.4376 2.2162 

100, 150 1.4036 2.1814 

150, 150 1.3288 2.0436 

150, 200 1.5570 2.3791 

150, 150 linear 1.3637 2.0897 

tanh 1.2415 1.8819 

sigmoid 1.9661 3.0380 

tanh 0.1, 0.2 1.2513 1.9013 

0.1, 0.1 2(50,1) 1.1662 1.7813 

2(100,1) 1.2237 1.8703 

2(50,1) sgd 2.5185 4.0792 

adagrad 2.8006 4.5550 

rmsprop 1.7996 2.8340 

adadelta 3.2235 5.1859 

adam 100 1.1876 1.8030 

50 64 1.3210 2.0079 

Suitable parameters 

150, 150 tanh 0.1, 0.1 2(50,1) adam 50 32 1.1662 1.7813 

 

TABLE IV.   CALIBRATION OF HYPERPARAMETERS IN 4 LSTM LAYER MODEL 

Activation 

function 

Dropout Dense 

layer 

Optimizer Batch 

size 

Epochs Units RMSE MAPE 

relu 0.1 1(1) adam 32 50 50 1.7670 2.8350 

linear 1.4574 2.3042 

tanh 1.4455 2.2778 

sigmoid 2.2567 3.5705 

tanh 0.2 1.5897 2.5140 

0.1 2(50,1) 1.4095 2.2039 

2(100,1) 1.3251 2.0644 

2(150,1) 1.3219 2.0329 

2(200,1) 1.2883 1.9635 

2(250,1) 1.2849 1.9721 

3(50,50,1) 1.3149 2.0330 

3(100,100,1) 1.2522 1.9117 

3(150,150,1) 1.4033 2.2184 

4(50,50,50,1) 1.2717 1.9603 

4(100,100,100,1) 1.3817 2.1262 

3(100,100,1) sgd 3.6012 5.9270 

adagrad 3.7913 6.2719 

rmsprop 1.9010 2.9869 

adadelta 4.5954 7.2104 

adam 64 1.5403 2.3962 

32 100 1.4020 2.1190 

50 100 1.2408 1.8767 

150 1.5249 2.2980 

Suitable parameters 

tanh 0.1 3(100,100,1) adam 32 50 100 1.2408 1.8767 

 

In Table II, III and IV calibrations of hyperparameters is 

performed on 1, 2 and 4 LSTM layer model respectively to find 

the most optimized or suitable hyperparameters for that 

particular number of LSTM layers. Comparison of the 3 models 

(1, 2 and 4 LSTM layer) are shown in Fig 4, 5 and 6 from which 

we can conclude that for Tata Steel single layer LSTM model 

outperforms multilayer LSTM model. 

We tested our models for 2 more datasets (Apple andPowergrid) 

and their results are shown in Table V. 
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Figure 4. Original vs predicted price of Tata Steel for 4 LSTM layer model 

 
Figure 5. Original vs predicted price of Tata Steel for 2 LSTM layer model 

 
Figure 6. Original vs predicted price of Tata Steel for 1 LSTM layer model 

TABLE V. COMPARISON OF DIFFERENT LSTM LAYER MODELS FOR 

DIFFERENT COMPANIES DATASETS 

Dataset LSTM 

layers 

RMSE MAPE Accuracy% 

Tata 

Steel 

1 1.1508 1.7391 96.10 

2 1.1662 1.7813 96.03 

4 1.2408 1.8767 95.79 

Apple 1 0.8664 1.2988 96.97 

2 1.0061 1.5771 96.42 

4 1.0981 1.7179 96.10 

Powergrid 1 1.9128 1.0003 97.70 

2 2.0537 1.0800 97.52 

4 2.1988 1.1530 97.35 

Graphical representation of how different companies datasets 

react to different LSTM layer models can be seen in Fig 7, 8 and 

9. 

 
Figure 7.  RMSE values for different companies datasets for different LSTM 

layer models 

 
Figure 8.  MAPE values for different companies datasets for different LSTM 

layer models 

 
Figure 9.  Accuracy values for different companies datasets for different 

LSTM layer models 

From Table V and Fig. 7,8 and 9 we can conclude that single 

layer LSTM can perform better than multi-layer LSTM.  

TABLE VI.  COMPARISON OF PROPOSED MODEL WITH OTHER 

MODELS. 

Dataset Compared 

Models 

RMSE MAPE Accuracy

% 

Apple LSTMSAA [24] 3.364 2.184 95.08 

Proposed model 3.0921 2.0727 95.41 

S&P 500 RCSNet[25] 46.471 - - 

Proposed model 15.383

1 

0.6355 98.51 

Tata 

Consumer 

Bi-LSTM 

Multitask 

Learning[26] 

7.8734 - - 

Proposed model 5.5036 1.6925 96.07 
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Figure 10.  Comparison of proposed model with previous research works 

based on RMSE. 

We compared our proposed model with previous research 

works [24][25][26]which are shown in Table VI. Fig 10 shows 

graphical representation of comparison of proposed model with 

other models based on RMSE. 

V. ACKNOWLEDGEMENT 

This research was funded by “Research Support Fund of 

Symbiosis International (Deemed University), Pune, 

Maharashtra, India” 

VI. CONCLUSION AND FUTURE WORK 

The present research work aimed to predict the stock prices of 

3 companies - Tata Steel, Apple & PowerGrid using the LSTM 

neural network. The study used 10 years of daily stock data 

obtained from yahoo finance and worked on closing price with 

a time step value of 100 days. The dataset was split into a 

training set (80%) and a testing set (20%). The study employed 

RMSE, MAPE and accuracy as evaluation metrics.  

Calibration of hyperparameters is performed on LSTM to find 

the optimum values of model’s hyperparameters for achieving 

the best outcomes on a given dataset. The study compared the 

performance of multi-layer and single-layer LSTM models and 

found that the single-layer model outperformed the multi-layer 

model for all three companies in terms of RMSE, MAPE and 

accuracy. With single layer best results for Tata Steel, Apple 

and PowerGrid were achieved with RMSE – 1.1508, MAPE – 

1.7391 & accuracy – 96.1%, RMSE – 0.8664, MAPE – 1.2988 

& accuracy – 96.97% and RMSE – 1.9128, MAPE – 1.0003 & 

accuracy – 97.7% respectively. The study also compared its 

model with other research works. LSTMSAA’ s[24]RMSE and 

MAPE values are 3.364 & 2.184 and proposed model’ s values 

are 3.0921 & 2.0727 respectively. RCSNet[25] and Bi-LSTM 

Multitask Learning’ s[26] RMSE values are 46.471& 7.8734 

and proposed model’ s values are 15.3831 & 5.5036 

respectively. 

For future work, the study suggested exploring varying length 

of datasets, different parameters, different time steps length, 

more evaluation metrics and additional companies datasets to 

support the findings that the single-layer LSTM can perform 

better than multi-layer LSTM. 
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