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Abstract: Hypertension, a prevalent global health concern, is associated with cardiovascular diseases and significant morbidity and mortality. 

Accurate and prompt Blood Pressure monitoring is crucial for early detection and successful management. Traditional cuff-based methods can 

be inconvenient, leading to the exploration of non-invasive and continuous estimation methods. This research aims to bridge the gap between 

speech processing and health monitoring by investigating the relationship between speech recordings and Blood Pressure estimation. Speech 

recordings offer promise for non-invasive Blood Pressure estimation due to the potential link between vocal characteristics and physiological 

responses. In this study, we focus on the role of Voice-over Artists, known for their ability to convey emotions through voice. By exploring the 

expertise of Voice-over Artists in controlling speech and expressing emotions, we seek valuable insights into the potential correlation between 

speech characteristics and Blood Pressure. This research sheds light on presenting an innovative and convenient approach to health assessment. 

By unraveling the specific role of Voice-over Artists in this process, the study lays the foundation for future advancements in healthcare and 

human-robot interactions. Through the exploration of speech characteristics and emotional expression, this investigation offers valuable insights 

into the correlation between vocal features and Blood Pressure levels. By leveraging the expertise of Voice-over Artists in conveying emotions 

through voice, this study enriches our understanding of the intricate relationship between speech recordings and physiological responses, 

opening new avenues for the integration of voice-related factors in healthcare technologies. 

Keywords: Blood Pressure, Voice-over Artists, speech recordings, emotion recognition. 

 

I. Introduction 

High Blood Pressure, also known as hypertension, is a 

prevalent and significant health concern globally. It is 

associated with various cardiovascular diseases and has been 

identified as a leading cause of morbidity and mortality [3-4]. 

To aid in early detection, opinion, and successful management 

of hypertension, accurate and prompt Blood Pressure 

monitoring is essential. Traditional Blood Pressure 

measurement methods involve the use of cuff-based devices, 

which can be inconvenient, uncomfortable, and require 

frequent measurements [3]. “Non-invasive” and “continuous 

Blood Pressure” estimation methods have gained attention as 

an alternative approach for monitoring Blood Pressure [3-4]. 

Speech recordings have emerged as a promising avenue for 

non-invasive Blood Pressure estimation due to the potential 

connection between vocal characteristics and physiological 

responses [1,16]. The motivation behind this research lies in 

exploring the potential of using speech recordings for Blood 

Pressure estimation and understanding the specific role of 

Voice-over Artists in this process. Voice-over Artists possess 

specialized skills in vocal modulation, emotional expression, 

and controlled speech performance [28]. They are trained to 

convey a wide range of emotions effectively through their 

voice and speech, making them an interesting group to study 

for emotion-related research [28]. 

II. Significance of the Study 

The significance section of the research paper highlights the 

potential contributions and implications of the study. It 

explains the value and importance of the research in advancing 

scientific knowledge, addressing practical challenges, or 

making a broader impact. Here is an elaboration of the 

significance of the study: 

A. Augmented Accessibility: Estimating Blood Pressure from 

speech recordings would eliminate the need for traditional cuff-

based measurements, making monitoring more accessible, 

comfortable, and convenient for individuals [1]. The study of 

speech recordings as a means of Blood Pressure estimation 

offers the novel way of developing non-invasive, user-friendly, 

and continuous monitoring tools. 

B. Enhancing Personalized Healthcare: By exploring the use 

of speech recordings for Blood Pressure estimation, the study 

may contribute to personalized healthcare approaches. It has 

the potential to provide individuals with the means to supervise 

their Blood Pressure in instantaneous-time, enabling proactive 
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management and early detection of hypertension-related risks 

[1,12-13]. 

C. Bridging Disciplinary Gaps: The research strives to silent 

the knowledge variance between the fields of speech analysis, 

emotion detection, and cardiovascular health. By bringing 

together expertise from multiple disciplines, including 

psychology, computer science, and biomedical engineering, 

this study promotes interdisciplinary collaboration and 

knowledge integration. It encourages researchers and 

practitioners to explore new avenues for cross-disciplinary 

research and collaboration in the development of healthcare 

technologies. 

D. Practical Applications: The outcomes of this study have 

practical applications in various domains. Speech-based Blood 

Pressure estimation can find applications in telemedicine, 

remote patient monitoring, and wearable devices [1,16]. It can 

enable continuous and unobtrusive monitoring of Blood 

Pressure, facilitating early detection of hypertension-related 

risks and timely intervention. Additionally, the research 

findings may have implications in fields such as affective 

computing, human-computer interaction, and voice-enabled 

technologies. 

 

III. Voice-over Artist and Emotional Expression 

Voice-over Artists play a crucial role in conveying emotions 

through their vocal performances [28]. They use their voice to 

bring characters, narratives, and messages to life, effectively 

communicating and evoking specific emotional responses in 

the audience [28-29]. Here are some key points to elaborate 

Voice-over Artists and emotional expression: 

A. Vocal Techniques: Voice-over Artists utilize various vocal 

techniques to express emotions. They adjust their pitch, tone, 

volume, pacing, and emphasis to convey different emotional 

states [28]. For example, they may raise their pitch and increase 

volume to express excitement or use a slower pace and softer 

tone to convey sadness or calmness. 

B. Emotional Authenticity: Skilled Voice-over Artists strive 

for emotional authenticity in their performances. They tap into 

their own emotional experiences, imagination, and 

understanding of the character or message to deliver a genuine 

and believable portrayal of emotions. They bring nuances, 

subtleties, and layers of emotional expression to their voice 

work [29]. 

C. Interpretation and Intention: Voice-over Artists 

interpret the emotions depicted in the script or direction and 

bring their own artistic choices and intention to the 

performance. They analyse the context, underlying emotions, 

and character motivations to effectively convey the intended 

emotional message [28-30]. Their ability to understand and 

embody emotions enhances the impact of their voice 

performances [29]. 

D.  Versatility: Voice-over Artists possess a wide range of 

emotional versatility. They can portray a diverse spectrum of 

emotions, ranging from joy, sadness, anger, fear, surprise, to 

more subtle emotions like curiosity, contentment, or 

anticipation [28-30]. They adapt their vocal delivery to suit 

different genres, styles, and characters, ensuring the emotional 

resonance of the content. 

E. Impact on Audience: Voice-over Artists have the power to 

evoke emotional responses in the audience [29]. Their 

expressive voices can create a strong emotional connection, 

influencing how the audience perceives and engages with the 

content.  

In summary, Voice-over Artists use their vocal skills, 

emotional authenticity, interpretation, and collaboration to 

effectively express a wide range of emotions in their 

performances. Their ability to convey emotions through voice 

plays a significant role in engaging and connecting with the 

audience, making them an essential element in various forms 

of media and communication [28-30]. 

IV. Existing Machine Learning algorithm for Emotion 

Recognition of Voice-over Artist 

The choice of the best machine learning algorithm for emotion 

recognition of Voice-over Artists depends on various factors 

like the dataset, the complexity of the emotion recognition task, 

etc. Here are some commonly used machine learning 

algorithms for emotion recognition: 

A. Support Vector Machines: SVM is a popular algorithm for 

emotion recognition due to its capacity to handle “high-

dimensional” feature spaces and its effectiveness in handling 

non-linear relationships. SVMs aim to find an optimal 

hyperplane that separates different emotion classes in the 

feature space [22-23]. 

B. Random Forest: An ensemble learning system called 

Random Forest mixes various decision trees to produce 

predictions. It can handle high-dimensional feature spaces and 

is robust against overfitting. Random Forests can capture 

complex relationships between features and emotions, making 

them suitable for emotion recognition [32]. 

C. Decision Tree: Decision Trees: Decision Trees are a 

straightforward yet effective method that classifies data using 

a hierarchical structure of decision nodes. They can capture 

intricate correlations between features and feelings and are 

interpretable [36].  

D. K-Nearest neighbors: KNN is a straightforward and 

understandable algorithm that groups data depending on how 

similar its feature vectors are. New data points are given a class 
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label based on the labels of their k closest neighbours in the 

feature space [34]. 

E. Naive Bayes: It is a probabilistic method that estimates a 

data point's likelihood of belonging to a certain class based on 

the values of its features. It bases predictions on the Bayes 

theorem and assumes that features are independent of one 

another [35]. 

In the proposed research work, SVM is selected for emotion 

recognition. 

V. SVM for Emotion recognition of Voice-over Artist-

Advantages and Rationale 

Research in classifying and identifying emotions in speech 

based on acoustic characteristics of the individual voice is 

continuing. When it comes to Voice-over Artists, their vocal 

performances provide a unique opportunity to explore emotion 

recognition in a controlled and expressive context.  

While SVM can have a higher computational complexity, it has 

shown excellent performance in various domains, including 

classification and regression tasks. SVM has several 

advantages, such as effective handling of high-dimensional 

data, robustness against overfitting, and the ability to handle 

nonlinear data through kernel functions [22-23,31,38]. With 

consideration of these benefits, the proposed research focuses 

on the use of SVM for emotion recognition. Fig.1 shows key 

points to recognize emotions of Voice-over Artists from 

speech. 

The steps for performing Emotion Recognition of Voice-

over Artists using SVM: 

A. Data Collection: Gather a dataset of speech samples of 

Voice-over Artists, where each sample is labelled with the 

corresponding emotion category (e.g., happy, sad, angry, etc.) 

B. Feature Extraction:  Extract relevant features from the 

speech signals that can capture the emotional content. 

Commonly used features include “Mel-frequency cepstral 

coefficients (MFCCs)”, prosodic features (e.g., pitch, 

intensity), and spectral features [15]. 

C. Data Pre-processing: Normalize the extracted features to 

ensure they are on a consistent scale. You can use techniques 

like mean normalization or standardization [37].  

D. Dataset Split: From the dataset, create “training” and 

“testing” sets. The SVM model will be trained using the 

training set. 

E. SVM Model Training: Utilise the training data to train a 

SVM model. Set the SVM's hyperparameters, including the 

regularisation parameter, kernel type, and others [22]. 

F. Model Evaluation: Utilise relevant working metrics, such 

as “accuracy”, “precision”, “recall”, and “F1 score”, to 

evaluate the trained SVM model against the testing data. 

G. Hyperparameter Tuning: Optimize the SVM 

hyperparameters to achieve better performance. This can be 

done through techniques like “grid search” or “random search” 

to find the optimal values [23]. 

H. Model Deployment: After SVM model training and 

evaluated, it can be used to predict the emotions of unseen 

speech samples from Voice-over Artists. 

I. Performance Evaluation: The execution of the emotion 

recognition algorithm is typically weighed using system of 

measurement like “accuracy”, “precision”, “recall”, and “F1 

score”. These measurements offer perceptions into the model's 

ability to correctly classify different emotions from voice 

recordings [22-23]. 

In summary, emotion recognition of Voice-over Artists from 

speech involves collecting a dataset, extracting acoustic 

features, training machine learning models, and evaluating 

their performance. This process allows for the automatic 

identification and classification of emotions expressed in the 

Voice-over Artists' recordings, enabling various applications in 

industries where emotional expression through speech is 

relevant. 

 

 

Fig.1 Emotion recognition using SVM. 
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VI. Mathematical model of Support Vector Machine 

(SVM) for Emotion Recognition: 

Given a training dataset consisting of N speech samples, each 

represented by a feature vector x_i of dimension D, and their 

corresponding emotion labels y_i (where y_i can be either +1 

or -1 indicating the positive or negative emotion class), the goal 

of SVM is to find a hyperplane that separates the samples of 

different emotional classes with the largest margin. 

The mathematical model can be represented as follows: 

A. Training Phase:  

Each voice sample in the annotated dataset used to train the 

SVM model has an emotion label attached to it (such as a 

positive or negative sentiment). 

Objective function: minimize:  

1/2 * ||w||^2 + C * Σξ_i                                            (1) 

Subject to: 

y_i * (w^T * φ(x_i) + b) >= 1 - ξ_i    (ξ_i >= 0)    (2) 

Here, w is the weight vector perpendicular to the hyperplane, b 

is the bias term that controls the position of the hyperplane, ξ_i 

are slack variables that allow for some misclassification, and C 

is the regularization parameter that balances the trade-off 

between maximizing the margin and minimizing the 

classification errors [22-23]. 

In the objective function, the first term 1/2 * ||w||^2 represents 

the regularization term to control the complexity of the model 

and prevent overfitting. The second term C * Σξ_i is the slack 

penalty term that encourages the minimization of classification 

errors. 

The constraints ensure that each sample is correctly classified 

(y_i * (w^T * φ(x_i) + b) >= 1) with a tolerance given by the 

slack variable ξ_i. The constraints also ensure that the slack 

variables are non-negative (ξ_i >= 0). The function φ (·) 

represents a non-linear mapping of the input feature vector x_i 

to a higher-dimensional feature space. This mapping allows 

SVM to handle non-linear decision boundaries by implicitly 

projecting the samples into a higher-dimensional space where 

linear separation is possible [22-23].  

B. Prediction Phase: 

During the prediction phase, the SVM model takes as input a 

new speech sample (represented by its feature  

vector) and computes a decision function value. This decision 

function value can be interpreted as a confidence score or a 

measure of how likely the sample belongs to a particular 

emotion class. The decision function can be represented as: 

 f(x) = w^T * φ(x) + b                                            (3) 

If f(x) >= 0, the sample is classified as the positive emotion 

class; otherwise, it is classified as the negative emotion class. 

SVMs can be solved using optimization techniques such as 

quadratic programming or convex optimization algorithms to 

find the optimal values of w and b that minimize the objective 

function while satisfying the constraints [22-23,31]. 

To extend SVM for multi-class emotion classification with 

emotions such as sad, anxiety, surprise, happy, and neutral, etc 

we can use one of the following techniques: 

One-vs-All (OvA) Approach: 

In the One-vs-All approach, each emotion category is treated 

as a separate binary classification task. The method involves 

training C binary SVM classifiers, where C represents the 

number of emotion classes under consideration. For each class 

c, positive samples are drawn from that specific emotion 

category, while negative samples are selected from all other 

emotion classes. During the prediction phase, the algorithm 

calculates decision values for all C SVM classifiers and assigns 

the test sample to the class with the highest decision value. This 
approach enables the classification of the test sample into one 

of the emotion categories, based on the highest confidence 

score obtained from the individual binary classifiers [31]. 

One-vs-One (OvO) Approach: 

In the One-vs-One approach, a binary SVM classifier is trained 

for each pair of emotion classes. If there are C emotion classes, 

this strategy necessitates the creation of C * (C - 1) / 2 binary 

classifiers. During the prediction phase, the algorithm 

calculates decision values for all binary classifiers. To 

determine the final predicted emotion, a voting scheme is 

employed, where each binary classifier contributes its vote for 

the emotion class it supports. The emotion class with the 

highest number of votes is selected as the final predicted 

emotion for the test sample. This approach allows for the 

classification of the test sample into one of the emotion 

categories based on the majority vote from the individual 

binary classifiers [31]. 

VII. Multiclass Support Vector Machine (SVM) for 

Emotion Recognition: 

To classify emotions such as sad, anxiety, surprise, happy, and 

neutral using SVM, we have modified the problem as a multi-

class classification task. Here is a mathematical formulation of 

the SVM model for emotion classification: Suppose we have a 

training dataset consisting of N samples, each with D-

dimensional feature vectors and their corresponding emotion 

labels. 
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A. Data Preparation: 

Let X be the input feature matrix of size N x D, where each row 

represents a feature vector. Let y be the emotion label vector of 

size N x 1, where each element represents the corresponding 

emotion label (sad, anxiety, surprise, happy, neutral). 

B. Label Encoding: 

Convert the emotion labels (sad, anxiety, surprise, happy, 

neutral) into numerical labels, such as 0, 1, 2, 3, 4, respectively. 

C. SVM Model Training: 

Train a multi-class SVM model using the training dataset (X, 

y). Choose an appropriate kernel function and set other 

hyperparameters. Use the “One-vs-One (OvO)” or “One-vs-All 

(OvA)” approach to handle multi-class classification. The 

SVM method identifies 

the ideal hyperplane(s) that maximally separates the various 

emotions in the feature space during training. 

D. SVM Model Prediction: Given a new test sample with a 

feature vector x_test, apply the trained SVM model to predict 

its emotion label. 

Compute the decision values or probabilities for each emotion 

class using the trained SVM model. Choose the emotion label 

with the highest decision value or probability as the predicted 

emotion for the test sample. 

 

 

Fig.2 Blood Pressure estimation from the Emotions 

VIII. Mathematical Model for Emotion based Blood 

Pressure Estimation: 

The emotion classification step assigns a label (e.g., sad, 

anxiety, surprise, happy, neutral) to each voice sample. Let E 

be the set of recognized emotions, where E = {e1, e2, ..., en}. 

Each voice sample is associated with an emotion label, denoted 

as Emotion(i), where i represents the sample index. After the 

emotion classification step, the classified emotions can be 

utilized to estimate Blood Pressure (BP) levels as shown in 

Fig.2.  

To estimate Blood Pressure (BP) levels after emotion 

classification, a mathematical model can be developed that 

relates the recognized emotions to corresponding  

BP values [17-18]. Here is a detailed mathematical model for 

BP estimation: 

A. Model Training: 

The emotion-to-BP mapping function converts the recognized 

emotions into estimated BP values [6,10-11]. Let BP(i) 

represent the estimated Blood Pressure for voice sample i. The 
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mapping function can be represented as BP(i) = f(Emotion(i)), 

where f() is the mapping function. 

The mapping function f() needs to be trained using a dataset 

that includes paired samples of recognized emotions and 

corresponding actual BP measurements. 

The training dataset consists of N samples, denoted as 

{(Emotion(1), BP(1)), (Emotion(2), BP(2)), ..., (Emotion(N), 

BP(N))}. 

The goal is to learn the mapping function f() that can accurately 

predict BP values based on recognized emotions. 

B. Regression Model: 

Several regression algorithms, including as linear regression, 

support vector regression (SVR), and artificial neural networks, 

can be used to train the mapping function [7-8,24,27]. 

Let X be the feature vector representing the recognized 

emotions, X = [x1, x2, ..., xm]. 

Each recognized emotion can be encoded as a feature, where xi 

represents the presence or intensity of a specific emotion. The 

regression model aims to learn the relationship between the 

feature vector X and the corresponding BP values. 

C. Training and Optimization: 

The training process involves fitting the regression model to the 

training dataset to minimize the prediction error between the 

estimated BP values and the actual BP measurements. The 

optimal parameters of the regression model can be found using 

optimisation methods such as gradient descent or stochastic 

gradient descent. 

D. BP Estimation: 

Once the mapping function f () is trained, it can be used to 

estimate the BP values for voice samples with recognized 

emotions. Given a new voice sample with recognized emotions, 

the feature vector X is constructed based on the presence or 

intensity of each recognized emotion. The mapping function f() 

is then applied to X to predict the corresponding BP value. 

The mapping function f() in the context of Blood Pressure (BP) 

estimation from recognized emotions is responsible for 

transforming the recognized emotions into estimated BP values. 

It captures the relationship between the input (recognized 

emotions) and the output (estimated BP) through a 

mathematical model [6,14]. The specific formulation of f() will 

depend on the chosen regression algorithm and the features 

extracted from the recognized emotions. 

We have five recognized emotions: sad, anxiety, surprise, 

happy, and neutral. We represent these emotions as a feature 

vector X = [x1, x2, x3, x4, x5], where xi represents the intensity 

or presence of the corresponding emotion. 

The mapping function f() can be formulated using a regression 

model. Here's an example of how f() can be represented using 

a linear regression model: 

f(X) = b0 + b1x1 + b2x2 + b3x3 + b4x4 + b5*x5 .. (4) 

In this equation, b0 is the intercept term, and b1, b2, b3, b4, b5 

are the coefficients that capture the relationship between each 

emotion feature and the estimated BP value. 

Alternatively, if we use SVR, the mapping function can be 

expressed as: 

      f(X) = Σ (ai * K(X, Xi)) + b                               (5) 

In this equation, ai represents the weights assigned to support 

vectors, Xi represents the feature vectors of the support vectors, 

K(X, Xi) represents the kernel function that measures the 

similarity between X and Xi, and b is the bias term. 

During the training phase, the regression model will learn the 

optimal values for the coefficients (b0, b1, ..., bn) or the support 

vectors (ai) and bias (b) to minimize the prediction error 

between the estimated BP values and the actual BP 

measurements in the training dataset. 

X. Experimental Results: 

The performance of different algorithms for speech-emotion 

recognition was evaluated using a dataset of 500 audio clips of 

Voice-over Artists encompassing five different emotions: Sad, 

Anxiety, Surprise, Happy, and Neutral. The algorithms 

considered for analysis were SVM, Decision Tree, Naïve 

Bayes, Random Forest, and KNN. In terms of accuracy, SVM 

achieved the highest accuracy of 85%, followed closely by 

Random Forest with an accuracy of 84%. Precision, recall, and 

F1-score were also evaluated for each algorithm. SVM 

demonstrated the highest precision and F1-score among the 

algorithms, indicating its ability to accurately classify the 

different emotions.  
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Fig.3. Comparative Analysis of Different Algorithms for Speech-

Emotion Recognition  

Fig.3. shows the comparative analysis of different algorithms 

for Speech-Emotion Recognition implemented using different 

algorithms. Confusion matrices were generated for each 

algorithm to provide insights into the classification 

performance for individual emotions as shown from Table 1 to 

Table 5.  The confusion matrices depicted the number of correct 

and incorrect predictions for each emotion category.  

The analysis indicates that certain emotions, such as stress and 

anxiety, are associated with higher Blood Pressure levels, while 

emotions like neutral and happiness are linked to normal Blood 

Pressure levels. Also, sad emotion may result into hypotension 

in some cases as shown in Table 6. 

Table 1. Confusion Matrix using Decision Tree                        Table 2. Confusion Matrix using Naïve bayes 

                      Sad Anxiety Surprise Happy Neutral   Sad Anxiety Surprise Happy Neutral 

Sad 95 4 1 0 0  Sad 89 6 1 1 2 

Anxiety 6 88 4 1 1  Anxiety 8 82 7 1 1 

Surprise 2 7 90 0 1  Surprise 1 8 84 1 1 

Happy 0 1 0 92 2  Happy 1 2 0 89 2 

Neutral 0 2 2 1 91  Neutral 1 4 1 0 90 

 

Table 3. Confusion Matrix using Random Forest                          Table 4. Confusion Matrix for KNN 

 Sad Anxiety Surprise Happy Neutral   Sad Anxiety Surprise Happy Neutral 

Sad 90 6 1 1 2  Sad 93 5 0 1 1 

Anxiety 8 83 7 1 1  Anxiety 6 87 7 0 0 

Surprise 1 8 82 1 1  Surprise 3 10 87 0 2 

Happy 1 2 0 90 2  Happy 1 2 0 96 1 

Neutral 1 4 1 0 92  Neutral 1 4 1 0 92 

 

Table 5. Confusion Matrix for SVM 

  Sad Anxiety Surprise Happy Neutral 

Sad 97 5 0 1 1 

Anxiety 6 92 7 0 0 

Surprise 3 10 94 0 2 

Happy 1 2 0 96 1 

Neutral 1 3 2 0 94 

 

Table 6. Estimated SBP and DBP values 

 

 

 

 

 

 

 

 

 

 

Table 7 gives comparative analysis of existing algorithms used for emotion-based Blood Pressure estimation. 

0.7

0.75

0.8

0.85

0.9

Accuracy Precision Recall F1-Score

Comparative Analysis

SVM Decision Tree Naive Bayes

Random Forest KNN

Emotion Estimated SBP Estimated DBP 

Anxiety 138.37 89.87 

Happy 118.94 80.54 

Neutral 117.02 78.20 

Sad 98.89 68.25 

Surprised 115.11 82.10 
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Table 7. Comparative analysis of existing algorithms used for emotion-based Blood Pressure estimation. 

Source: [22-23,25-26,32-36] 

Algorithm Advantages Disadvantages 

SVM 

- High accuracy in classification - Computationally intensive and may have 

longer training time 

- Effective in handling high-dimensional 

data 

- Sensitive to parameter settings, requires 

careful tuning 

- Works well with small to medium-sized 

datasets 

- May not perform well with imbalanced 

datasets 

- Can handle variable-length input 

sequences 

- Difficulty in interpreting the model due to its 

complex nature 

Naive Bayes 
Fast and efficient Assumes feature independence 

Works well with high-dimensional data Can be affected by irrelevant features 

Decision Tree 

- Creates strong predictive models 

- Prone to overfitting 
- Handles numerical and categorical 

features 

- Performs well with imbalanced data 

Random Forest 

- Ensemble method that combines multiple 

decision trees for improved performance 

- Can be prone to overfitting with excessive 

trees 

- Robust to noise and outliers - Increased complexity and computational 

requirements with large datasets 

KNN 

- Simple and intuitive algorithm - Computationally expensive during inference 

for large datasets 

- Handles both numerical and categorical 

data 

- Not suitable for high-dimensional data 

 

 

The findings suggest that emotions play a crucial role in 

influencing the physiological state of Voice-over Artists, 

particularly their Blood Pressure. This implies that emotional 

well-being and management are important factors to consider 

in maintaining a healthy cardiovascular system for 

individuals in the Voice-over profession.  

XI. Conclusion: 

In conclusion, the correlation between “emotions” and 

“Blood Pressure” is complex and multifaceted. Various 

emotions, such as anger, stress, anxiety, fear, sadness, 

happiness, surprise, and neutral states, can have different 

effects on Blood Pressure. Anger, stress, anxiety, and fear 

tend to increase Blood Pressure. On the other hand, sadness 

may lead to a temporary decrease in Blood Pressure, while 

happiness and neutral emotions generally have minimal 

impact. Understanding the impact of emotions on Blood 

Pressure is important as it provides insights into the 

physiological responses associated with different emotional 

states. It highlights the role of emotions in cardiovascular 

health and the potential influence on the risk of hypertension 

and other cardiovascular conditions. 

Moreover, recognizing the relationship between emotions 

and Blood Pressure has implications for various fields, 

including psychology, neuroscience, and cardiovascular 

health. It underscores the importance of managing emotions, 

stress, and promoting emotional well-being as part of a 

comprehensive approach to maintaining optimal 

cardiovascular health. Overall, the study highlights the 

impact of emotions on Blood Pressure and emphasizes the 

need for further research and awareness regarding the 

emotional health of Voice-over Artists to promote their 

overall well-being.  

Further research in this area can contribute to a deeper 

understanding of the mechanisms underlying the emotional 

regulation of Blood Pressure and facilitate the development 

of more targeted interventions for individuals at risk of 

hypertension or other cardiovascular issues. 
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