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Abstract—In wireless sensor networks, when the available energy sources and battery capacity are extremely constrained, energy efficiency 

is a major issue to be adressed. One of the main goals in the design of wireless sensor networks (WSNs) is to maximize longevity of battery life. 

Designers can benefit from the use of intelligent power utilization models to accomplish this goal. These models seek to decrease the number of 

chosen sensors used to record environmental measures in order to minimize power utilization while retaining the acceptable level of 

measurement accuracy. In order to simulate wireless sensor networks, we looked at real world datasets. Our simulation findings demonstrate that 

the suggested strategy can be used to accomplish significant goals by using the right number of sensors using deep learning, extend the lifespan 

of the wireless sensor networks. 
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I. INTRODUCTION 

A networked collection of sensor nodes is the definition of 

a wireless sensor network (WSN). The resources available to 

these tiny sensors are quite constrained. Each node in a typical 

sensor network is required to monitor a variety of 

environmental and physical factors, including temperature, 

sound, humidity, pressure, vibration, motion, and light. Due to 

a small battery capacity and numerous sensors dispersed over a 

big region, energy management in WSN is a significant 

problem. There is no power support with consistent power rate 

in sensor networks. A sensor's lifespan is severely constrained 

by its finite power supply. Consequently, reducing energy use 

is always a major concern. Several strategies have been devised 

to deal with this problem, but they have had only limited 

success in terms of dynamically regulating the energy 

requirements without sacrificing accuracy in the event of 

sensor failures. Depending on the sensor network's goal, 

sensors may work together to complete particular tasks. The 

natures of the monitored parameters and the numerous installed 

sensors have also resulted in a high degree of correlation in the 

collected data. Therefore, it is unnecessary to report each 

individual sensor reading; as a result, it is crucial to use 

intelligent network models with minimum power depletion 

algorithm that make use of information fusion [1]. 

It was underlined that in order to increase network lifetime, 

an energy-efficient management strategy must be used. The 

energy used for data transfer by sensor nodes is excessive. 

Therefore, avoiding energy waste and increasing network 

lifetime will be made possible by limiting the amount of 

useless communication [2]. The key problem facing WSNs is 

building an efficient power depletion system for sensor 

networks, especially those installed in remote places [3]. 

Significant research efforts have proposed intelligent models 

based on ML to address this issue [4]. The benefit of 

employing machine learning algorithms in WSNs was 

highlighted since they help remove needless redesign concerns. 

The authors also claim that machine learning techniques have 

aided in the creation of workable solutions that increase the 

network lifetime [5]. Additionally, a number of justifications 

were provided to highlight how crucial it is for WSN 

environmental monitoring applications to employ machine 

learning methods. First, due to unforeseen environmental 

behavior, sensor nodes might not function as planned. 

In these situations, machine learning algorithms can get 

around these issues by modifying themselves to the newly 

learned information. Second, the resulting mathematical 

models for the network could be quite complicated because the 

environments where WSNs are installed are unpredictable [6]. 

Machine learning algorithms can help create appealing and less 

complicated solutions. Third, a lot of correlated and redundant 

data is produced by sensor nodes. Machine learning algorithms 

are strong tools that may be used to research and locate 
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connected data, make judgments, forecasts, and categorize data 

[1, 6]. 

In the fields of machine learning, neural networks, and 

artificial intelligence, well-known algorithms like Naive Bayes, 

Multilayer Perceptron (MLP), and Support Vector Machine 

(SVM) are used and researched extensively. Beginning with 

the classification operation, MLP can successfully complete it. 

However, because of its intricate structure, MLP neural 

network training is challenging. SVM is regarded as a very 

potent algorithm in the data mining industry. In a large variety 

of scientific applications, it has been used with success [7-10]. 

Despite the significance of machine learning algorithms for 

WSN applications, there hasn't been much focus on comparing 

different algorithms, particularly when it comes to WSN 

energy management. Additionally, there have been few efforts 

to design a suitable intelligent energy management paradigm 

for these networks. Except for the one which is disclosed in 

prior work [11], authors are not aware of any previous work 

that supports the usage of a certain intelligent algorithm in 

comparison to others for WSNs. In that study, authors suggest 

use of MLP rather than Naive Bayes to create an intelligent and 

effective energy management model for WSNs. To assess their 

performance in terms of the percentages of accurate 

classification, a comparison between MLP and Naive Bayes 

was offered. According to simulation data, MLP significantly 

outperforms Naive Bayes in terms of selection accuracy given 

the same Lifetime Extension Factor. Due to its intricacy and the 

process of updating a sequence of weights, MLP, however, 

requires more time to train the network. As a result, during the 

deployment stage, sensor nodes could use a little bit more 

energy. 

By conducting a thorough comparison of different 

classification methods to design power efficient model for 

WSNs, LSVM is found to be best among them due to its 

simplicity [11, 12, 13]. The application of LSVM with linear 

kernel is more and produces better accuracy [14, 15]. 

Additionally, Yuan et al. [16] were able to draw the conclusion 

that, in contrast to other classifiers like MLP, SVM classifier, 

especially with linear kernel, has the capacity to learn and 

construct the necessary knowledge from less training samples 

while still providing good classification accuracy. 

According to authors, reducing the quantity of sensors for 

minimizing power depletion is comparable to reducing the 

quantity of features [2]. We employ deep learning technique for 

minimization of features, where features are rated according to 

the importance of their utilization in wireless sensor networks. 

That means, in order to achieve a certain level of accuracy, the 

sensors are first selected from the most to the least important. 

We utilized various publicly accessible datasets related to 

WSNs from the Machine Learning repository [3] for validating 

the suggested strategy. Different numbers of sensors are 

included in each data set (features). 

A. Motivation 

In this research, we provide a novel pattern recognition-

based formulation of energy-efficient WSNs that can still meet 

accuracy criteria when sensors fail. In this technique, features 

from data sets pertaining to various WSN application scenarios, 

such as human activity recognition system. For energy-efficient 

management, reducing the number of sensors is comparable to 

reducing the number of features in our formulation [2]. We 

employ a feature selection strategy for minimization, in which 

the characteristics are not prioritized in accordance with the 

importance of their application in the wireless sensor network. 

In order to create an intelligent model with deep learning and 

two activation functions for energy- efficient WSNs that meet 

certain accuracy, we first chose the sensors based on the 

criteria. 

The rest of paper is organized as follows. Section II 

discusses the related works, Section III represents 

Preliminaries, Section IV is purposed system and experimental 

result. Section VI gives conclusion and future Work 

II. RELATED WORK 

To improve the energy efficiency of WSNs, a number of 

intelligent models have been put out. In [17], the authors 

suggested a method for choosing sensors that can aid in 

figuring out the ideal number of sensor nodes for the network. 

By doing this, the network's lifespan can be extended while the 

number of sensor nodes can be decreased without impairing the 

decision-making process. In order to choose the best sensors 

for the network, the Bayesian methodology was employed for 

sensor selection. Additionally, a classifier called the Self-

Organizing Map (SOM) was employed. A selection strategy for 

reducing WSNs' energy consumption was put forth by the 

authors in [18]. Based on the importance of their use in the 

WSNs, the sensors in their scheme were ordered from the most 

to the least significant. Following that, the Naive Bayes 

classification algorithm was employed. On three well-known 

real sensor datasets, the methodology was tested. The findings 

indicated that using additional sensors will result in higher 

energy consumption and a shorter lifespan for the sensor 

network. However, if the sensors are ranked, the selection 

method is utilized first, then the intelligent classifier, 

lengthening the lifespan of the sensor network. This is as a 

result of using fewer carefully chosen sensors.  

In [19], the authors suggested a plan to enhance the lifespan 

of the sensor network while minimizing energy consumption. 

Based on a feature/sensor selection that reduces the number of 

used sensors, this is the case. The K-Nearest Neighbor (KNN) 

classification algorithm and selection algorithm are different. 
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Richter [20] proposed a method that includes the following five 

steps: signal recording, pre-processing, feature extraction, 

feature reduction, and classification. For wireless systems 

where it is important to swap or hand off the communication 

link from one base station to another for two key reasons: to 

preserve the signal quality and avoid interference, Narasimhan 

and Cox [21] suggested a Handoff algorithm. To disrupt the 

frequency hopping spread spectrum patterns, Song and Allison 

[22] created algorithms. The transmitter uses a recognized 

switching mechanism known as hopping or hopping pattern to 

broadcast on one frequency for a brief period of time before 

switching to another in a frequency-hopping spread spectrum. 

Due to rigorous battery constraints, Walchi and Braun's [23] 

suggested office monitoring system can discern between 

abnormal and typical office access. Consequently, it is 

necessary to classify office access patterns.  

The self-learning anomaly detection system for office 

monitoring with wireless sensor nodes' node-level decision unit 

is provided. The neural network-based resource reservation 

technique created by Yu and He [24] is simple to use and 

flexible for a variety of circumstances. When resources are 

scarce in wireless networks, it provides precise categorization 

about the user's erratic movement in tiny size cells and 

increased resource efficiency. Ongoing work on a distributed 

event detection system for WSNs was given by Dziengel, 

Wittenburg, and Schiller [25]. In contrast to other methods, 

their system is self-contained; for instance, it runs without the 

need for a central processing or coordinating component and 

actively utilizes the redundantly positioned sensor nodes in the 

network to increase detection accuracy. According to the 

experimental data in this work, distributed event detection is 

more accurate than local event detection on a single node. A 

solution for distributed event detection in WSNs was presented 

by Wittenburg [26] that enables a large number of sensor nodes 

to work together to determine which application-specific event 

has happened. In [27], the authors are designed an intelligent 

model using machine learning to forecast when mine fire 

hazards will occur in underground coal mines by taking data set 

for training and testing of the model. Compared to an offline 

monitoring system, this method is more trustworthy and 

sensitive to any threats. In [28], the authors have focused on 

wireless sensor networks (WSNs), sink mobility has gained 

popularity as a technique of data collecting since it dramatically 

enhances network performance. They have applied shark smell 

optimization method for designing mobile sink to collect data 

from different locations in shortest way. 

III. PRELIMINARIES 

A. Machine Learning and deep Learning 

There are many intelligence techniques which are used to 

design intelligent model for wireless sensor networks. They are 

machine learning and deep learning [29]. 

Machine learning helps in analysis of data and trains the 

machine by data sets and solves different types WSNs issues 

like IoT applications and other applications using different 

techniques such as regression, decision tree, random forest etc. 

Deep learning is subset of ANN. It is also layer based 

which is inspired by human nerve system. It is applied in 

various WSN applications like routing, energy harvesting, 

medical image processing, speech recognition etc. 

B. Dataset 

Here we have given a brief overview of the datasets used 

for the experimental comparison as well as the categorization 

algorithms. Three human activity reorganization datasets are 

used in this study and they are all briefly described in paper 

[30]. 

TABLE I.  DATASET 

Dataset 

No. of 

activitie

s 

Sensor 

(Accel.

) 

Sensor 

(Gyro.)  

Sensor 

position 

ActiveMiles 7 Yes Yes 
All place 

 

WISDM v1.1 6 Yes No 
Thigh 

 

Daphnet FoG 2 Yes No 

Trunk, 

thigh, 

ankle 

Skoda 10 Yes No Arms 

IV. PROPOSED SYSTEM 

With the aid of the deep learning, an intelligent neural 

network model for effective energy management in WSNs is 

proposed in this work. We have incorporated human activity 

reorganization datasets to accesses performance and accuracy. 

Additionally, the dataset is split into training and testing for 

each trial, with 70% of dataset for training and the remaining 

30% being used for testing. According to [18] the Lifetime 

Extension Factor is given by 

LTEF = Total number of sensors/Number of sensor used      (1) 

 Our purposed model operates in four steps which are as below 

and shown in figure 2. 

(1) Pre-processing. 

(2) Processing: Feature Selection. 

(3) Deep Learning. 

(4) Performance evaluation. 

 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7476 

Article Received: 28 May 2023 Revised: 19 July 2023 Accepted: 02 August 2023 

___________________________________________________________________________________________________________________ 

 

    631 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

 
Figure 2. Proposed model. 

A. Activate functions 

Sigmoid: 

It is one of the most popular non-linear activation functions. 

The sigmoid function changes values between 0 and 1. The 

sigmoid mathematical expression is given below. 

 

F (x) = 1/e-x   (2) 

 

It is important to remember that sigmoid is a non-linear 

function in contrast to the binary step and linear functions. This 

basically means that the output is also nonlinear when it has 

several neurons that have sigmoid function as their activation 

function. 

 

ReLU (Rectified Linear Unit): 

Another non-linear activation function that has grown in 

prominence in the deep learning field is the ReLU function. 

Rectified Linear Unit is referred to as ReLU. The ReLU 

function's primary advantage over other activation functions is 

that it does not simultaneously fire all of the neurons. This 

signifies that the neurons won't stop firing unless the linear 

transformation's result is less than 0. It has the following 

mathematical representation: 

 

F (x) = max (0, x)  (3) 

B. Experimental Result 

In this part, we will verify the performance of the proposed 

model by using three metrics. The metrics are energy 

consumption, accuracy and lifetime of networks. 

C. Simulation Environment 

The simulation works are done by using Python, an Intel 

core i5 with 2.00 GHZ CPU and 8GB RAM running on the 

platform Microsoft Windows10. 

D. Performance Metrics 

Energy consumption: For energy-efficient management, 

reducing the number of features. 

 

Network lifetime and Accuracy: It depends on number of 

selected features. 

E. Result Discussion 

We have taken four different data sets for the simulation 

work. The data sets used for this paper are summarized in the 

table below. 

The main goal is to demonstrate how the number of features 

chosen may impact accuracy and the life extension factor. The 

accuracy and lifespan of a sensor network depending on the 

total number of features employed across all sensor networks. 

TABLE II.  ACCURACY 

Dataset  Approach  Window Accuracy (%) 

Active Miles 
Cs1  

Cs2 
10s 

98.0 

99.0 

WISDM v1.1 

Cs1  

Cs2 

Cs3 

10s 

98.7 

97.4 

99.6 

Skoda  

(Node 16) 

Cs1  

Cs2 

Cs3 

Cs4 

10s 

98.7 

99.6 

96.8 

99.3 

TABLE III.  TABLE LIFETIME 

Feature  Lifetime extension factor 

10 
102/10=10.2 

 

20 
102/20=5.1 

 

30 
102/30=3.4 

 

40 
102/40=2.55 

 

50 
102/50=2.04 

 

60 
102/60=1.7 

 

70 
102/70=1.45 

 

80 
102/80=1.27 

 

90 
102/90=1.13 

 

102 102/102=1 
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We have observed from table II that the accuracy is not 

constant in all the cases due to different approaches and 

window size. The lifetime depends on the features selection 

because based on features we can able to identify the life time 

of WSNs. If we choose machine learning method then we all 

have taken individual parameters and experiments also 

increased more but, in our case, we have experimented only 

one experiment on every dataset because deep learning only 

able to identify the best parameters in every epoch. Deep 

learning can save the time compared to machine learning 

method. 

From table III, it is clear that the life time of WSNs has 

increased when a smaller number of sensors are used. 

However, the selection of features plays major role for life 

time, power consumption and accuracy of WSNs. 

V. CONCLUSION AND FUTURE WORK 

Wireless sensor networks have a very small number of 

energy sources. In this paper, we have suggested a feature 

selection method and deep learning technique for wireless 

sensor network for energy management. Using more important 

sensors with fewer ones lengthen the network's lifespan. In the 

case of a sensor network, management failure occurs by raising 

the quantity of sensors to address the specific standards for 

accuracy. The suggested plan thorough experimental 

assessment was used to validate various datasets related to 

wireless sensors networks and utilized in many contexts for 

applications. In the future, we intend to examine other data sets 

to attain more precision. 
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