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Abstract— Breast cancer (BC) is the common type of cancer among females. Mortality from BC could be decreased by identifying and 

diagnosing it atan earlierphase. Different imaging modalities are used to detect BC, like mammography. Even withproven records as a BC 

screening tool, mammography istime-consuming and hasconstraints, namely lower sensitivity in women with dense breast tissue. Computer-

Aided Diagnosis or Detection (CAD) system assistsaproficient radiologist to identifyBC at an earlier stage. Recently, the advancementin deep 

learning (DL)methodsareemployed to mammography assist radiologists to increase accuracy and efficiency. Therefore, this study presents a 

metaheuristic-based hyperparameter optimization with deep learning-based breast cancer detection on mammogram images (MHODL-

BCDMI) technique. The presented MHODL-BCDMI technique mainly focused on the recognition and classification of breast cancer on digital 

mammograms. To achieve this, the MHODL-BCDMI technique employs pre-processing in two stages: Wiener Filter (WF) based noise 

elimination and contrast enhancement. Besides, the MHODL-BCDMI technique exploits densely connected networks (DenseNet201) model 

for feature extraction purposes. For BC classification and detection, a hybrid convolutional neural network with a gated recurrent unit (HCNN-

GRU) model is used. Furthermore, three hyperparameter optimizers are employed namely cat swarm optimization (CSO), harmony search 

algorithm (HSA), and hybrid grey wolf whale optimization algorithm (HGWWOA). Finally, the U2Net segmentation approach is used for the 

classification of benign and malignant types of cancer. The experimental analysis of the MHODL-BCDMI method is tested on a digital 

mammogram image dataset and the outcomes are assessed in terms of diverse metrics. The simulation results highlighted the enhanced cancer 

detection performance of the MHODL-BCDMI technique over other recent algorithms. 

Keywords- Mammogram images; Breast cancer; DenseNet; Hyperparameter optimizer; Computer aided diagnoses. 

 

I.  INTRODUCTION 

The most deadly cancer among women in world is Breast cancer 

(BC) [1]. The early identification of malignancy helps in the 

disease diagnosis and it can help strongly to enhance the 

survival rate. For detecting BC, mammography is the most 

promising method among other methods and radiologists 

frequently preferred this method [2]. Mammogram images are 

generally noisy and of low contrast. In breast mammography, 

bright regions denote tumours. In few mammogram images, 

normal dense tissues and malignant tissues both may be present 

[3]. Only by applying thresholding, differentiating normal 

dense and malignant tissues is impossible [4]. Understanding 

the data of mass region of tumorous lesions in a mammogram 

is indispensable and helps to detect the cancer and its 

segmentation. Consequently, detection of tumorous lesions in 

mammogram images is an active area of research [5]. 

Computer-Aided Diagnosis (CAD) is devised using 

classification and feature extraction that is a useful method for 

doctors in detecting and diagnosing abnormalities. The primary 

goal of CAD technique is to solve the task of interpreting DMs 

[6]. The objective of the mechanism is to correctly interpret 

DMs and effectively diagnose cancer. The CAD structures have 

been framed to resolve the dependence of the operator 

concerning diagnosis and cut the costs of clinical 

complementary technology [7]. CAD evaluated the knowledge 

that a computer or person collects and provides an outcome to 

determine type of lesion and whether that is tumorous or not. 

Medical imaging technology that adopts CAD-related Machine 

Learning Technique (MLT) is commonly used for cancer 
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detection and diagnosis [8]. To ameliorate the efficiency and 

solve the deficiency of the CAD methods, the representation 

learning value was emphasized [9]. One of representation 

learning methods is Deep Learning (DL) that uses the 

hierarchical representations of image datasets as attributes. The 

key characteristic of DL is that it could encode it in higher level 

of function representation and consider the content without 

requiring post-processing [10]. 

This study presents a metaheuristic based hyperparameter 

optimization with deep learning-based breast cancer detection 

on mammogram images (MHODL-BCDMI) technique. 

Primarily, the MHODL-BCDMI technique employs pre-

processing in two stages: Wiener Filter (WF) based noise 

elimination and contrast enhancement. Next, the MHODL-

BCDMI technique exploits densely connected networks 

(DenseNet201) model for feature extraction purposes. For BC 

detection and classification, hybrid convolutional neural 

network with gated recurrent unit (HCNN-GRU) model is used. 

Meanwhile, three hyperparameter optimizers are employed 

namely cat swarm optimization (CSO), harmony search 

algorithm (HSA), and hybrid grey wolf whale optimization 

algorithm (HGWWOA).Atlast, U2Net segmentation approach 

is used for the classification of benign and malignant types of 

cancer. The experimental analysis of the MHODL-BCDMI 

method is tested on digital mammogram image dataset. 

II. RELATED WORK 

Zahoor et al. [11] intend to inspect ways for preventing the 

disease in addition to offer novel approaches of classification 

for minimalizing the risk of BC. With the reduction of the false 

positive rate, the accuracy of CAD method is enhanced. For 

deep feature extraction, The Modified Entropy Whale 

Optimization Algorithm (MEWOA) was devised. Salama and 

Aly [12] introduced an innovative structure for classification 

breast and cancer image segmentation. For classifying 

Mammographic Image Analysis Society (MIAS), various 

methods namely MobileNetV2, ResNet50, VGG16, 

DenseNet121and and InceptionV3 approaches have been 

implemented, Digital Database for Screening Mammography 

(DDSM) as well as Curated Breast Imaging Subset of DDSM 

(CBIS-DDSM) into malignant and benign. In [13], the authors 

presented a novel method, implemented on the Mini-MIAS 

dataset they are an inbuilt feature extraction and pre-processing 

approach utilizing K-mean clustering to select Speed-Up 

Robust Feature (SURF). A novel layer executes testing of 

the Multiclass SVM (MSVM) and DNN. 

Malebary and Hashmi [14] presented a BMC system i.e. Breast 

Mass Classification. It has developed architecture depends on 

an amalgamation of random forest (RF), LSTM of RNN, CNN, 

k- mean clustering, boosting methods for classifying the breast 

mass into malignant.normal, and benign. With existing 

classification systems, the BMC system is compared. In [15], 

introduced a computational structure to diagnose BC with the 

use of a ResNet50- CNN for categorizing mammogram images. 

To categorize and train the INbreast data into malignant or 

benign groups, the structure uses TL from the pretrained 

ResNet50 CNN on ImageNet. This innovative method 

facilitated initial classification and diagnosis of benign and 

malignant BC. Altameem et al. [16] applied mammography 

pictures for identifying BC. Four mammography imaging 

datasets with malignant, normal, and benign pictures utilizing 

different deep CNN (VGG-11, Inception V4, DenseNet121, and 

ResNet-164) methods as base classifiers are utilized. This 

method uses an ensemble method where Gompertz function has 

been exploited to frame fuzzy rankings of base classifier 

approaches. In stage one, from mammogram the breast area is 

mined and small square patches are made. In the next phase, 

breast mass was classified ad identified into BI-RADS classes. 

III. THE PROPOSED MODEL 

 
Fig 1: Overall flow of MHODL-BCDMI algorithm  

 

In this study, we have focused on the design and development 

of the MHODL-BCDMI technique on the recognition and 

classification of BC on digital mammograms. The presented 

MHODL-BCDMI technique follows several stages of 

operations namely preprocessing, DenseNet201 based feature 

extraction, HCNN-GRU based classification, metaheuristics 

based hyperparameter tuning, and U2Net segmentation. Fig. 1 

illustrates the overall flow of MHODL-BCDMI method. 

A. Image Pre-processing 

Initially, the pre-processing of the digital mammograms takes 

place in two stages: WF based noise removal and contrast 

enhancement. The WF is a signal processing technique used for 

noise reduction in images [20]. It is based on the assumption 

that the noise and the image are statistically independent, and 

the filter tries to estimate the underlying signal by minimalizing 

the mean square errors between the noisy image and the 

estimated signal. The WF is particularly effective in removing 

additive Gaussian noise from images. In addition, CLAHE is a 

widely used technique for contrast enhancement in digital 
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images. CLAHE improves the contrast of images by dividing 

the image into small, overlapping regions, and equalizing the 

histogram of each region separately. The contrast enhancement 

is limited to avoid over-amplification of noise or artefacts that 

might be present in the image. 

B. Feature Extraction 

To derive arelevant set of feature vectors, the DenseNet201 

model is exploited in this study. The DenseNet201 exploits the 

condensed network to create model that is extremely 

parametrically effective and simple to train due to the 

potentiality of feature reuse by following layers [21], this 

improves the performance of the model and rises diversity of 

succeeding layer’s input. On numerous datasets, together with 

CIFAR‐100andImageNet, the DenseNet201 demonstrated great 

outcomes. To improve connectivity in the DenseNet201, direct 

connection was made from every previous levels to each 

subsequent layer: 

𝑧1 = 𝐻1([𝑍
0 , 𝑍1, …… , 𝑧|−1])                                     (1) 

Now, 𝐻1  denotes a non-linear conversion that might be 

expressed as a composite function comprising a convolution of 

linear unit function (3x3), B), and ReLU. [𝑍0, 𝑍1, …… , 𝑧l−1] 

indicates the concatenation of feature map respective to layers0 

to −1. They can be fused into a single tensor for facilitating the 

application. Dense block is generated in the network structure 

and split by 1x1 convolutions, 2x2 average pooling and BN 

transition layer, for the downsampling purpose. The 

𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡201  growth rate, represented by the 𝑘 -

𝑡ℎhyperparameter, shows how the dense design generates new 

outcome. Because of its design that considers feature map as 

global state of network, DenseNet201 sufficiently function even 

with the low growth rate. 

Every layer gives 𝑘 feature map to the global state, where 𝑘 is 

greater than the overall amount of input feature maps at 𝐼𝑡ℎ 

layer (𝐹𝑀)𝐼 is evaluated by Eq. (2): 

(𝐹𝑀)| = 𝑘0 + 𝑘(| − 1)                                          (2) 

Now, 𝑘0  determines the input layer’s channel. Each 

3𝑥3  convolutional layer was preceded by the 

1x1 convolutional layer that reduces the amount of input feature 

maps that is frequently greater than amount ofoutput feature 

map, 𝑘 . The added 1 x 1 convolutional layer produces 4𝑘 

feature map and is represented as the bottleneck layer. 

C. Image Classification 

For BC detection and classification, the HCNN-GRU model is 

employed. CNN is a type of ANNthat could well perform high‐

dimensional data [22]. It is widely employed in text 

categorization, visual image, and video recognition. In the 

power system, there existseveral smart devices and sensors. The 

spatiotemporal matrix was developedby usingtime sequence 

and the position of sensors to retain the spatial datain the power 

system.  

This spatiotemporal matrix can be given by Eq. (3): 

𝑋 = [

𝑋1(1) 𝑋1(2) … 𝑋1(𝑛)
𝑋2(1) 𝑋2(2) … 𝑋2(𝑛)

⋮ ⋮ ⋱ ⋮
𝑋𝑘(1) 𝑋𝑘(2) … 𝑋𝑘(𝑛)

],                                         (3) 

Where𝑋(𝑛) characterizes the data recorded by 𝑘𝑡ℎ smart sensor 

at 𝑛 time, 𝑘signifies the 𝑘𝑡ℎ smart sensor and 𝑛characterize the 

𝑛𝑡ℎ  time sequence. CNN was used for processing the 

spatiotemporal matrix to extract the load features from the 

spatiotemporal matrix.  

Initially, 2D spatiotemporal matrixes are stacked into 3D matrix 

blocks, later they areexploited with the convolution function. 

The objective of convolution operation is to obtainanextremely 

abstract feature, then the output of convolution function is 

applied to pooling function. The pooling function doesn’t 

change the input matrix depth, but it could decreasethe number 

of nodes and the size of matrixes, to decrease the parameter in 

the NN. Afterwards repeated pooling and convolution 

operations, the extremely abstract feature was attained and 

flattened to 1Dvector;hence it isinterconnected with the FC 

layer. Next, the weight and bias vector parameters of the FC 

layer areiteratively calculated. Lastly, prediction outcomes are 

attained by the output of activation function.  

The architecture of GRU‐CNN hybrid NNincludes a CNN and 

GRU modules. The input is the data of time series and 

spatiotemporal matrix gathered from the power system; the 

output is the prediction of upcoming load value. With that 

regard, it is better at processing 2D data like spatiotemporal 

images and matrixes. The CNN architectureexploits local 

connection and shared weight to directly extract local features 

from the spatiotemporal matrix data and attainefficient 

representation via the pooling and convolution layers. The 

architecture of CNN module hasa flatten operation and two 

convolution layers, and every convolution layer hasa pooling 

and convolution operation. After, the high‐dimensional data are 

flattened into 1D data, and the output of CNN model was 

interconnected to the FC layer. In contrast, the objective of the 

GRU model is to capture the long‐term dependency and the 

GRU learnsrelevant data in the past data for a longer period, and 

the useless data would be forgotten by forget gate. The input of 

GRU model was time sequence data; the GRU model has 
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several gated recurrent units, and the output of this gated 

recurrent unit is interconnected to the FC layer. 

D. Hyperparameter Tuning Process 

In order to improve the BC detection results of the HCNN-GRU 

method, three metaheuristic optimizers are used namely CSO, 

HSA, and HGWWOA. The presented methodnot onlyderives a 

fitness function to obtain better performance of classification 

and also defines a positive integer to describe the 

superioroutcome of the candidate solution. Here, the decline of 

the classification error rate is treated as a fitness function.    

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∗ 100                  (4) 

i. CSO Algorithm 

CSO algorithm is based on real time behaviour of 

cats at active mode and taking rest at certain point 

in time [23]. Usually, cats are in two 

modesnamely seeking and tracing modes. In 

seeking mode, cats are in rest but they are alerted 

always, and other mode called tracing mode 

where cats chase the target. This 

procedureisconstantlyperformed until each 

iteration was completed. Initially, cats were 

initialized randomly over multiple dimensions. In 

such cases, consider𝑛  dimensions because task 

was randomly generated and they areclassified 

into seeking and tracing modes according to the 

population. For all the iterations, solution is 

evaluated for cats and later fitness wasevaluated 

for the cat, till better solution is accomplished.  

In tracing mode, cat has initialized with certain 

velocity with dimension, hence new velocity is 

evaluated by Eq. (5). 

𝑉𝑒𝑙𝑖
𝑑(𝑡 + 1) = 𝑝 ∗ 𝑉𝑒𝑙𝑖

𝑑(𝑡) + 𝑐 ∗ 𝑟 ∗ (𝑥𝑑
𝑏𝑒𝑠𝑡 −

𝑥𝑖
𝑑)     (5)  

Where𝑥𝑖
𝑑 represent the location of the cat at 𝑖𝑡ℎ 

iteration.𝑉𝑒𝑙𝑖
𝑑(𝑡)denotes velocity of 𝑖𝑡ℎ cat at 𝑡𝑡ℎ 

iteration, 𝑐 denotes a constant and 𝑟 shows the 

random integerbetween zero and 

one. 𝑥𝑑
𝑏𝑒𝑠𝑡indicates the cat’s global better location.  

𝑥𝑖
𝑑(𝑡 + 1) = 𝑥𝑖

𝑑 + 𝑉𝑒𝑙𝑖
𝑑(𝑡

+ 1)                             (6) 

This calculationshould be performed until cats 

reach target with better value and after fitness 

calculation,update solution with non‐dominated 

cat. 

 

ii. HSA 

The mathematical formulation of HSA is 

constructed in five different stages and is 

explainedin the following [24].  

In the first phase, the initialization process is 

performed wherethe initial value for the harmony 

vectors (𝑋𝑖)comprisingrelated objective function 

amounts (𝐹𝑖)  and decision variable (𝑋𝑖  =

 {𝑥1, 𝑥2, … , 𝑥𝑖 , … , 𝑥𝑛}) are defined. The decision 

variable demonstratesvarious musicians, and the 

objective function evaluation demonstrates 

harmony which the musician achieves. Here, the 

crucial parameters of the HSAincludeHarmony 

Memory Considering Rate (HMCR), Harmony 

Memory Size (HMS), the termination criteria, and 

Pitch Adjusting Rate (PAR), which is considered 

as the maximal iteration counts (MaxIter) are 

defined 

In the second phase, the Harmony Memory (𝐻𝑀) 

is defined involving the solution vector randomly 

generated with harmony memory (HMS) size, 

categorized based on the values of objective 

function. This can be mathematically expressed as 

follows: 

𝐻𝑀 = [

𝑥1

𝑥2

⋮
𝑥𝐻𝑀𝑆

]                                                             (7) 

In the third stage, a New Harmony vector (𝑋𝑖
′ =

{𝑥1
′ , 𝑥2

′ , … , 𝑥𝑖
′, … , 𝑥𝑛

′ })  is improvised from the 

initial harmony or HM vectors according to the 

randomization, pitch adjustment, and memory 

consideration procedure. The decision variable is 

defined by selecting values from HM or selecting 

from initial harmony vector. With that regard, a 

distributed uniformly random integer within (0,1) 

is generated to decide between two choices. When 

the random integer was greater than the formerly 

defined HMCR, then new harmony vector is 

chosen from the HM, whereas for the randomly 

generated number lesser than HMCR, the new 

vector is defined for forming the initial harmony 

vector (𝑋𝑖) . This aspect was mathematically 

given as follows: 

𝑥𝑖
′ → {

𝑥𝑖
′𝑒𝐻𝑀 𝑤𝑖𝑡ℎ𝑡ℎ𝑒𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓(𝐻𝑀𝐶𝑅)

𝑥𝑖𝑒𝑋𝑖  𝑤𝑖𝑡ℎ𝑡ℎ𝑒𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓(1 − 𝐻𝑀𝐶𝑅)
    (8) 

PAR is applied to mathematically formulate the 

mutation process for the value attained from the 

HM by generating another random number 

equally spread in the interval (0,1) . Once the 
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generated random value is greater than the 

formerly defined PAR, then New Harmony vector 

chosen from the HM chooses adjacent values with 

PAR probability; but, no PAR is made if the 

created random integer is lesser than the PAR. 

This consideration was mathematically 

formulated in the following: 

𝑥𝑖
′

→ {
𝑥𝑖

′ + (𝑏𝑤 × 𝑢)  𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓  (𝑃𝐴𝑅)

𝑥𝑖             𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓   (1 − 𝑃𝐴𝑅)
                  (9) 

In Eq. (9), 𝑏𝑤  denotes the arbitrary distance 

bandwidth and 𝑢  indicates the uniform 

distribution integer within (−1,1). 

In the fourth stage, upgrade the HM, and if the 

recently made harmony vector outperformed the 

worst harmony in the HM regarded objective 

function values, then the new harmony can be 

replaced by worst, also the HM is arranged by the 

value of objective function. The 3rd and 4thstages 

are reiterated in the 5thstep until the ending 

condition is satisfied. 

iii. HGWWOA 

GWO is stimulated by the leadership hierarchy 

and hunting strategy of gray wolves [25]. The 

mathematical model includes search for prey, 

social hierarchy, attacking prey, hunting, and 

enriching prey and defined below: 

Social hierarchy: The leader wolf is named alpha 

(𝛼). The 2nd and 3rd levels in the group are beta 

(𝛽) and delta (𝛿) . 

Encircling prey: the gray wolf encircles prey for 

chasing that is arithmetically expressed as 

follows: 

�⃗⃗� = |𝐶 ⋅ 𝑋 𝑝(𝑛) − 𝑋 (𝑛)|                                 (10) 

𝑋 (𝑛 + 1) = 𝑋 (𝑛) − 𝐴 ⋅ �⃗⃗�                        (11) 

Where 𝑛 designates the existing iteration, and �̃� 

represents the location vector of gray wolf. 𝐴  and 

𝐶  vector is defined by the following expression: 

𝐴 = 2𝑎 ∙ 𝑟  − 𝑎                                            (12) 

𝐶 = 2 ⋅ 𝑟                                                         (13) 

Where 𝑟1  and 𝑟2  denotes the random number 

within [0,1] and was decreased linearly from 2 to 

0. 

Hunting: The hunting strategy is mathematically 

expressed as follows: 

�⃗⃗� 𝛼 = |𝐶 1 ⋅ 𝑋 𝛼 − 𝑋 |, �⃗⃗� 𝛽 = |𝐶 2 ⋅ 𝑋 𝛽 − 𝑋 |, �⃗⃗� δ

= |𝐶 3 ⋅ 𝑋 δ − 𝑋 |              (14) 

𝑋 1 = 𝑋 𝛼 − 𝐴 3 ⋅ �⃗⃗� 𝛼 , 𝑋 2 = 𝑋 𝛽 − 𝐴 3 ⋅ �⃗⃗� 𝛽𝑋 3

= 𝑋 δ − 𝐴 3 ⋅ �⃗⃗� δ                    (15) 

𝑋 (𝑛 + 1) =
𝑋 1 + 𝑋 2 + 𝑋 3

3
                            (16) 

Attacking prey: If |𝐴| < 1 the wolf moves to prey 

to attack. 

Search for prey: If |𝐴| > 1 wolf move away from 

prey to search for best prey. 

WOA is derived from social behaviors of humpback whales 

because they have special hunting strategy named bubble‐net 

foraging approach. This technique can be accomplished by 

generating distinct bubbles along a 9” shaped or circle path. The 

arithmetical expression of finding the prey, prey encircling, and 

spiral bubble‐net feeding maneuverare defined in the following: 

• Encircling prey: Humpback whale encloses prey and 

changes the location towards the better solution during 

iterations. These behaviors are mathematically 

formulated by (10) and (11). 

• ‐Bubble‐net attacking approach 

The humpback whale attacks the prey using bubble‐ net 

approach that is given in the following: 

1. Shrinking encircling system: This procedure could be 

performed by minimizing the value. 

2. Spiral updating location: The helix‐shaped movement 

can bearithmetically defined below equation: 

𝑋 (𝑛 + 1) = �⃗⃗� ′ ⋅ 𝑒𝑏𝑣 ⋅  cos (2𝜋𝑣) + 𝑋 ∗(𝑛)                  (17) 

�⃗⃗� = |𝑋 ∗(𝑛) − 𝑋 (𝑛)|                                      (18) 

Where 𝑋  denotes the location vector. 𝑣  shows the random 

integer within [−1], 𝑏 denotes constant to define the shape of 

logarithmic spiral, 𝑋 ∗represent the location vector of prey, and  

The humpback whales swim round the prey within the spiral‐

shaped path and shrinking circle: 

𝑋 (𝑛 + 1)

= {
𝑋 (𝑛) − 𝐴 ⋅ �⃗⃗�                𝑖𝑓 𝑝 < 0.5

�⃗⃗� ′ ⋅ 𝑒𝑏𝑣 ⋅  cos (2𝜋𝑣) + 𝑋 ∗(𝑛) 𝑖𝑓 𝑝 > 0.5
                         (19) 

In Eq. (19), 𝑝  denotes the randomly generated value within 

[0,1]. 
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Search for prey: The humpback whales search arbitrarily for 

prey. The vector 𝐴can utilize for searching for prey when |𝐴| >

1. This methodis mathematically expressed as: 

�⃗⃗� = |𝐶 ⋅ 𝑋 𝑟𝑎𝑛𝑑 − 𝑋 |                                                               (20) 

𝑋 (𝑛 + 1) = 𝑋 𝑟𝑎𝑛𝑑 − 𝐴 ⋅ �⃗⃗�                                                         (21) 

In this study, a novel hybrid is recommended to enhance the 

performance. The suggested technique uses the leadership 

hierarchy to adopt the bubble‐net attacking approach. In the 

exploitation stage, the presented method chooses three optimal 

candidate solutions (alpha (𝛼) , beta(𝛽) and delta (𝛿 )) from 

entire searching agents and other search agent would alter their 

locations as per the location of the optimal search agents. 

As discussed above, humpback whales swim round prey within 

two systems. The presented mathematical model to upgrade 

whales location with the use of the leadership hierarchy. The 

upgrading location of humpback whales with a spiral‐shaped 

path and be expressed below: 

�⃗⃗� 𝛼
′ = |𝑋 𝛼(𝑛) − 𝑋 |, �⃗⃗� 𝛽

′ = |𝑋 𝛽(𝑛) − 𝑋 (𝑛)|, �⃗⃗� 𝛿
′

= |𝑋 𝛿(𝑛) − 𝑋 (𝑛)|     (22) 

𝑋 1(𝑛) = 𝑋 𝛼(𝑛) + �⃗⃗� 𝛼
′ ⋅ 𝑒𝑏𝑣 ⋅ cos(2𝜋𝑣) , 

𝑋 2(𝑛) = 𝑋 𝛽 + �⃗⃗� 𝛽
′ ⋅ 𝑒𝑏𝑣 ⋅ cos(2𝜋𝑣) , 

𝑋 3 = 𝑋 𝛿(𝑛) + �⃗⃗� 𝛿
′ ⋅ 𝑒𝑏𝑣 ⋅ cos(2𝜋𝑣)                  (23) 

𝑋 (𝑛 + 1) =
𝑋 1 + 𝑋 2 + 𝑋 3

3
                                  (24) 

E. U2Net Segmentation Process 

Finally, the U2Net model is applied to segment the BC.The U2-

net is a two-stage nested U-structure [26]. The outer layer is a 

larger U-structure including 11 phase. All the phases are 

populated by the residual U-block (RSU). In theory, nested U-

structure enabled the abstraction of multi-level and multi-scale 

features. It includes 3 major parts: (1) map fusions, (2) 

encoding, and (3) decoding stages, as given as follows below. 

(1) There are six stages in the encoder. Every stagewas 

encompassed by RSU. In the RSU of the first 4 phases, the 

feature map is minimized for attaining more largescale data and 

rising the receptive field. Then, dilated convolution is used for 

the replacement of the pooling process. This stage is needed to 

avoid context data loss.. 

(2) The decoder phases have same structure as encoding phase. 

All the decoding stages concatenate the up-sampled feature 

maps from its prior phase. 

(3) Feature map fusion with deep supervision method is the last 

stage used for generating a probability map. Then, the output 

can be up-sampled to the input image size and combined with 

the concatenation function. 

The U2-net design has low computing and memory 

costs along with deep architecture with rich multiscale features. 

Furthermore, as the U2-net structureisdepends only on RSU 

blocks and doesn’t exploit any pre-trained backbone, it 

becomesflexible and easier to adapt to working environment. 

IV. RESULTS AND DISCUSSION 

A. Simulation Environment 

In this section, the BC detection results of the MHODL-

BCDMI approachare tested on the MIAS-mammography dataset 

[27]. It holds 319 samples with three class labels as defined in 

Table 1. Fig. 2 illustrates the sample images. Fig. 3 represents 

the original and segmented images. 

Table 1 Details of database 

Classes No. of Instances 

Normal 207 

Benign 63 

Malignant 49 

Total Number of 

Samples 
319 

 

 
Fig. 2. Sample Images 
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Fig. 3. a) Original Images b) Segmented Images 

Fig. 4 portrayed the classifier results of the MHODL-

BCDMI method under training set. Fig. 4a depicts the confusion 

matrix offered by the MHODL-BCDMI technique on 70% of 

TRS. The figure denoted that the MHODL-BCDMI method has 

identified 142 instances under normal, 41 under benign, and 35 

instances under malignant. Similarly, Fig. 4b demonstrates the 

PR analysis of the MHODL-BCDMI approach. The figures 

specify that the MHODL-BCDMI method has obtained 

maximum PR performance under 3 classes. Finally, Fig. 4c 

illustrates the ROC investigation of the MHODL-BCDMI 

model. The figure depicted that the MHODL-BCDMI method 

has productive outcomes with higher ROC values under 3 class 

labels. 

 
Fig. 4. Proposed Model Results on Training Set a) Confusion 

Matrix b) PR-Curve c) ROC Analysis 

 
Fig. 5. Proposed Model Results on Testing Set a) Confusion 

Matrix b) PR-Curve c) ROC Analysis 

 

Fig. 5 demonstrates the classifier results of the MHODL-

BCDMI technique under testing set. Fig. 5a depicts the 

confusion matrix offered by the MHODL-BCDMI methodology 

on 30% of TSS. The figure denoted that the MHODL-BCDMI 

method has detected 65 instances under normal, 14 under 

benign, and 12 instances under malignant. Similarly, Fig. 5b 

demonstrates the PR analysis of the MHODL-BCDMI 

algorithm. The figures noted that the MHODL-BCDMI method 

has obtained highest PR performance under 3 classes. Finally, 

Fig. 5c illustrates the ROC investigation of the MHODL-

BCDMI model. The figure represented that the MHODL-

BCDMI technique has productive outcomes with greater ROC 

values under 3 class labels. 

 
Fig. 6. Accuracy curve of the MHODL-BCDMI approach 

 

Fig. 6 examines the accuracy of the MHODL-BCDMI 

technique during the training and validation process on test 

dataset. The figure notifies that the MHODL-BCDMI technique 

reaches increasing accuracy values over increasing epochs. In 

addition, the increasing validation accuracy over training 

accuracy exhibits that the MHODL-BCDMI technique learns 

efficiently on the test dataset.  

The loss analysis of the MHODL-BCDMI method at the time 

of training and validation is demonstrated on the test dataset in 

Fig. 7. The outcomes indicate that the MHODL-BCDMI 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7406 

Article Received: 01 May 2023 Revised: 30 June 2023 Accepted: 23 July 2023 

___________________________________________________________________________________________________________________ 

 

    153 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

approach reaches closer values of training and validation loss. 

The MHODL-BCDMI method learns efficiently on the test 

dataset. 

 

 
Fig. 7. Loss curve of the MHODL-BCDMI approach 

 

In Table 2 and Fig. 8, the overall outcomes of the proposed 

method with different metaheuristic optimizers were given. 

Using HSA model on TRS, the HCNN-GRU classifier obtains 

𝑎𝑐𝑐𝑢𝑦 , 𝑝𝑟𝑒𝑐𝑛 , 𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦 , 𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 73.54%, 

78.09%, 53.10%, 77.11%, 54.64%, and 43.74% respectively. 

Concurrently, using HSA method on TSS, the HCNN-GRU 

classifier gains 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦 , 𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC 

of 67.71%, 56.30%, 39.10%, 68.67%, 38.17%, and 14.83% 

respectively. Meanwhile, using CSO method on TRS, the 

HCNN-GRU classifier acquires 𝑎𝑐𝑐𝑢𝑦 , 𝑝𝑟𝑒𝑐𝑛 , 𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦 , 

𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 83.86%, 92.17%, 71.15%, 85.42%, 76.87%, 

and 69.52% correspondingly. Similarly, using CSO method on 

TSS, the HCNN-GRU classifier obtains 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦 , 

𝑠𝑝𝑒𝑐𝑦, 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC of 84.38%, 93.75%, 72.66%, 83.87%, 

75.66%, and 69.04% correspondingly. Likewise, using 

HGWWOA model on TRS, the HCNN-GRU classifier obtains 

𝑎𝑐𝑐𝑢𝑦 , 𝑝𝑟𝑒𝑐𝑛 , 𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦 , 𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 97.76%, 

98.29%, 95.93%, 98.17%, 97.06%, and 95.72% respectively. 

Finally, using HGWWOA model on TSS, the HCNN-GRU 

classifier obtains𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦, 𝐹𝑠𝑐𝑜𝑟𝑒, and MCC 

of 94.79%, 97.62%, 91.23%, 94.62%, 93.71%, and 90.48% 

respectively. 

 

Table 2 Classifier outcome of proposed method with different 

metaheuristic optimizers 

Harmony Search Algorithm 

Metrics Training Set Testing Set 

Accuracy 73.54 67.71 

Precision 78.09 56.30 

Sensitivity 53.10 39.10 

Specificity 77.11 68.67 

F1-Score 54.64 38.17 

MCC 43.74 14.83 

Cat Swarm Optimization 

Metrics Training Set Testing Set 

Accuracy 83.86 84.38 

Precision 92.17 93.75 

Sensitivity 71.15 72.66 

Specificity 85.42 83.87 

F1-Score 76.87 75.66 

MCC 69.52 69.04 

Hybrid Grey Wolf whale Optimization Algorithm 

Metrics Training Set Testing Set 

Accuracy 97.76 94.79 

Precision 98.29 97.62 

Sensitivity 95.93 91.23 

Specificity 98.17 94.62 

F1-Score 97.06 93.71 

MCC 95.72 90.48 

 

In Table 3, a detailed comparative study of the MHODL-

BCDMI technique is clearly reported [28-30].Fig. 9 investigates 

the results of the MHODL-BCDMI technique with recent 

method in terms of 𝑎𝑐𝑐𝑢𝑦 . The outcomes show that the 

MHODL-BCDMI technique reaches better performance. 

 

 
Fig. 8. Classifier outcome of proposed method (a) HAS, (b) CSO, and 

(c) HGWWOA 

Based on 𝑎𝑐𝑐𝑢𝑦 , the MHODL-BCDMI technique attains 

improving 𝑎𝑐𝑐𝑢𝑦  of 97.76% while the CSO-HCNN-GRU, 

HSA-HCNN-GRU, KNN-XGBoost, ML-ANN, CNN-GRU, 

and CNN-LSTM models obtain decreasing 𝑎𝑐𝑐𝑢𝑦of 84.38%, 

73.54%, 95.06%, 95.49%, 95.62%, and 94.96% respectively. 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7406 

Article Received: 01 May 2023 Revised: 30 June 2023 Accepted: 23 July 2023 

___________________________________________________________________________________________________________________ 

 

    154 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

Table 3 Comparative outcome of MHODL-BCDMI method with 

recent techniques 

Methods 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑨𝒄𝒄𝒖𝒚 

MHODL-BCDMI 95.93 98.17 97.76 

CSO-HCNN-GRU 72.66 83.87 84.38 

HSA-HCNN-GRU 39.10 68.67 73.54 

KNN-XGBoost 95.60 96.15 95.06 

ML-ANN 97.26 94.57 95.49 

CNN-GRU 95.12 95.81 95.62 

CNN-LSTM 95.49 94.71 94.96 

 

 
Fig. 9.𝐴𝑐𝑐𝑢𝑦 outcome of MHODL-BCDMI approach with recent 

algorithms 

Fig. 10 inspects the results of the MHODL-BCDMI method 

with recent techniques in terms of 𝑠𝑒𝑛𝑠𝑦  and 𝑠𝑝𝑒𝑐𝑦. The figure 

shows that the MHODL-BCDMI approach reaches better 

performance. Based on 𝑠𝑒𝑛𝑠𝑦 , the MHODL-BCDMI algorithm 

gains improving 𝑠𝑒𝑛𝑠𝑦  of 95.93% while the CSO-HCNN-GRU, 

HSA-HCNN-GRU, KNN-XGBoost, ML-ANN, CNN-GRU, 

and CNN-LSTM approaches obtain decreasing 𝑠𝑒𝑛𝑠𝑦 of 

72.66%, 39.10%, 95.60%, 97.26%, 95.12%, and 95.49% 

correspondingly. Eventually, based on 𝑠𝑝𝑒𝑐𝑦 , the MHODL-

BCDMI method attains improving 𝑠𝑝𝑒𝑐𝑦 of 98.17% while the 

CSO-HCNN-GRU, HSA-HCNN-GRU, KNN-XGBoost, ML-

ANN, CNN-GRU, and CNN-LSTM methodology obtain 

decreasing 𝑠𝑝𝑒𝑐𝑦of 83.87%, 68.67%, 96.15%, 94.57%, 95.81%, 

and 94.71% correspondingly. 

 
Fig. 10.𝑆𝑒𝑛𝑠𝑦 and 𝑠𝑝𝑒𝑐𝑦  outcome of MHODL-BCDMI approach with 

recent algorithms 

In Fig. 11, the segmentation results of the MHODL-BCDMI 

approach is demonstrated. The results indicated that the 

MHODL-BCDMI technique reaches higher accuracy and IoU 

values with a rise in epochs. At the same time, the MHODL-

BCDMI method attains decreasing loss values over an increase 

in epochs. 

 
Fig. 11. Analysis of Segementation a) Accuracy b) Loss c) IoU 

These outcomes shown the better performance of the 

MHODL-BCDMI method over other compared methods. 

V. CONCLUSION 

In this study, we have focused on the design and 

development of the MHODL-BCDMI technique on the 

recognition and classification of BC on the digital 

mammograms. The presented MHODL-BCDMI technique 

follows several stages of operations namely preprocessing, 

DenseNet201 based feature extraction, HCNN-GRU based 

classification, metaheuristics based hyperparameter tuning, 

and U2Net segmentation. Furthermore, three 

hyperparameter optimizers are employed namely CSO, 

HSA, and HGWWOA. Lastly, U2Net segmentation 

approach is used for the classification of benign and 
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malignant types ofcancer. The experimental validation of the 

MHODL-BCDMI method is tested on digital mammogram 

image dataset and the outcomes are assessed in terms of 

diverse metrics. The simulation results highlighted the 

enhanced cancer detection performance of the MHODL-

BCDMI technique over other recent approaches. Thus, the 

MHODL-BCDMI method can be exploited for automated 

BC detection process on digital mammograms. In future, the 

classification performance of MHODL-BCDMI technique 

can be enhanced by ensemble classifier models. 
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