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Abstract—The capacity to recognize anomalies in real-world visual data is essential for many computer vision uses. New approaches and ideas 

in unsupervised defective garments identification require data for training and evaluation. Understanding the constraints of the currently 

employed approach of human inspection is crucial for improving clothing quality. Uses for digital image processing in the textile sector are 

suggested. This method proposes a novel quantitative measuring strategy by fusing digital image processing with the Lab view platform. As 

this study progresses, it becomes clear that the FLDA yields the best results, with 95% accuracy, while the Hoeffiding Tree yields the lowest 

results, with 60% accuracy. When compared to other models, the FLDA's precision of 0.96 is the best you'll find, while the Hoeffiding Tree's 

is the lowest at 0.62. The FLDA provides the best result, with a recall value of 0.95, while the Hoeffiding Tree shows the lowest result, with a 

recall value of 0.60. The FLDA yields the best results (0.90 kappa value), whereas the Hoeffiding Tree yields the worst (0.20 kappa value).The 

FLDA exhibits the best results, with an F-Measure value of 0.95, while the Hoeffiding Tree displays the lowest results, with an F-Measure 

value of 0.58. The FLDA provides the best results, with an MCC value of 0.91, while the Hoeffiding Tree displays the worst results, with an 

MCC value of 0.22. The FLDA yields the best results (0.98 ROC value), whereas the Decision Table produces the worst results (0.69 ROC 

value). The best prediction accuracy is shown by the FLDA, at 0.98 of the PRC value, while the worst is shown by the Decision Table, at 0.67. 

The MAE is lowest (0.07) for the FLDA and highest (0.39) for the Hoeffiding Tree. The MAE deviation of the Bayes Net is 0.19.  The best 

result is shown by the FLDA, with an RMSE of 0.22, while the largest RMSE deviation is found in the Hoeffiding Tree, at 0.62. The 

RMSEdeviation for Bayes Net is 0.41. The finest RAE is shown by the FLDA, at 13.39%, while the largest RAE deviation is 78.28% for the 

Hoeffiding Tree. The Bayes Net explains 38.74% of the variation in RAE.  The best result is shown by the FLDA, with an RRSE of 44.36%; 

the largest RRSE variation is shown by the Hoeffiding Tree, with 123.99%. When compared to other models, the IBK's preparation time of 0 

seconds is by far the shortest. While the Bayes Net completes its task in 0.03 seconds, FLDA can take up to 0.17 seconds. The FLDA model is 

found to have superior performance in this study. 
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I.  INTRODUCTION  

Digital image processing technology is a recent innovation 

in computer science that uses computers and other digital 

technologies to process photos to help humans recognise and 

extract useful data. This technology reproduces images more 

accurately, adaptably, and versatilely than older, more laborious 

ways. Since the late 1980s, computer technology has enabled 

digital image processing in textile and garment inspection. This 

algorithm outperforms manual detection in clothing detection, 

categorization, and evaluation. It employs digital image 

processing to check garments for defects, flatness, and style 

without the drawbacks of tactile inspection. We utilise Labview 

to process and measure computer-generated digital images. 

When applied with neural networks, support vector machines, 

deep learning, and other technologies, it improves apparel photo 

recognition and categorization. This paper is organized into four 

sections: relevant works, materials and methods, results and 

discussions, and conclusions.  

II. LITERATURE REVIEW 

All nations today prioritise environmental conservation and 

green technology. The coloured cotton as a promising study 

because it is a green product.[1-5] China produced 33% of the 

world's coloured cotton in 2001. China makes 16% of coloured 

cotton. China produces most coloured cotton. However, all 

Chinese coloured cotton research is still in its infancy and needs 

to be done.[6-8]. Since the optical fibre terminal is more 
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important in the optical fibre communication system, its quality 

requirements are rising. The current detection method relies on 

manual magnification and size and contour detection.[9-10] 

Due of its low detection efficiency and precision, it values its 

detectors' skill. Society struggles when automation 

increases.[11] Due to its high cost, bulkiness, and poor 

operability, enhanced testing equipment is not commonly 

used.Thus, a new generation of efficient and effective optical 

fibre terminal detecting devices is needed.[13] Humans have 

always wanted to shield themselves against cold or heat.[14] 

Fabrics were previously a luxury, but mass manufacture and 

consumption made them essential. Clothing evolved alongside 

society, politics, religion, and morals [15-18]. After the 

Industrial Revolution and technological advances, few people 

need to know how to spin or weave, but they do need to know 

how to evaluate the durability of machine-made materials.[19-

20] Fibre identification and textile research are increasingly 

crucial for textile producers and end consumers.[21] Experience 

and practise help some people identify fabric quality, but 

"learning by making mistakes" is time-consuming, stressful, 

and expensive. Computer vision difficulties were handled. It's 

let users customise and automate many tasks. For example, in 

textiles.[22] Some articles utilise this information to classify 

textile fibres, flat textiles, defects, and inspections. Using PCA 

and fuzzy clustering, identified fabric structure 

autonomously.[23] Local Binary Patterns and Gray-Level 

Cooccurence Matrix-trained ANNs discovered fabric 

defects.Using a biological vision model, [24] created a textile 

fault detection method. [25] Pioneered automatic fabric fault 

identification using lattice segmentation and templates. [26] 

used autoencoders to identify fabric defects. Despite having 

19,894 images, the writers used a CNN to recognise fabrics. 

This article proposes a new textile categorization approach. 

According to Transfer Learning, the CNN extracts features.[27-

30]. Five classifiers analysed deep extractors. Vision-based 

categorization is complex and requires fast calculations. Each 

classifier was evaluated using accuracy (Acc) and F1-Score 

(F1S). We considered data extraction and classification times. 

Museums employ a digital service platform for cultural relic 

study, storage, management, and display.[31-33]. This new 

cultural asset conservation and usage paradigm has arisen in the 

setting of ever-changing digital technology. Digitising museum 

resources is being studied extensively.[34-36] Cloud computing 

and digital museums are examined. Museums employ digital 

technologies to manage cultural treasures.[37] Cultural relics, 

warehouse, expert, and flow information are also 

harmonised.[38] The digital record, exhibition, and 

transmission of cultural relics at the Liangzhu Museum are 

examined in this study to introduce the digital construction 

mode of museums.[39-40] 

Textile inspection has used increasingly sophisticated 

digital image processing since the 1980s. Some academics 

employ digital image processing technologies to examine 

defects, flatness, feature detection, and clothing style 

classification. Digital image processing technology detects and 

classifies clothes more objectively and cheaply than human 

detection methods. 

III. MATERIALS AND METHODS 

This section governs that the materials and methods of 

this research work. The dataset, namely, textile defect detection, 

was collected from the reputed and large Kaggle data 

repository. The collected image dimensions are 32x32 or 

64x64, and the diversity of the textile images is good in terms 

of colour, cut, hole, thread, and metal contamination. This work 

governs only holes and extra threads in the horizontal and 

vertical positions of the clothes. 

The following selected algorithms are implemented to fit a 

model by 90:10 cross validation techniques in Weka.3.9.5.tool. 

• Bayes Net 

• FLDA 

• IBK 

• AdaBoostM1 

• Decision Table 

• Hoeffiding Tree 

 
Fig 1: Flow Process for making models 
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Table 1: Models and their outcome 

S.No Model Accuracy Precision Recall 

1 Bayes Net 80% 0.81 0.8 

2 FLDA 95% 0.96 0.95 

3 IBK 70% 0.71 0.7 

4 AdaBoostM1 75% 0.75 0.75 

5 
Decision 

Table 
75% 0.75 0.75 

6 
Hoeffiding 

Tree 
60% 0.62 0.6 

 

 
Fig 2: Model Vs Accuracy 

 

As can be seen in Figure 2, the FLDA yields the best results 

(95%) while the Hoeffiding Tree yields the worst (60%) when 

compared to other models. Equally accurate at 75% are Ada 

Boost and Decision Table. The accuracy of the Bayes Net is 

80%. 

 
Fig 3: Model Vs Precision 

 

As can be seen in Figure 3, the FLDA yields the highest 

precision (0.96); the Hoeffiding Tree, on the other hand, yields 

the lowest (0.62). In terms of accuracy, both the Ada Boost and 

the Decision Table score a 0.75.The Bayes Net achieves an 

accuracy of 0.81. 

 
Fig 4: Model Vs Recall 

Figure 4 illustrates that, compared to other models, the 

FLDA produces the best results (0.95 recall), while the 

Hoeffiding Tree produces the worst results (0.60 recall). Recall 

values of 0.75 are achieved by both the Ada Boost and the 

Decision Table. The recall value of the Bayes Net is 0.80 

 

Table 2: Models and their statistical outcome 

S.No Classifier Kappa F-Measure MCC 

1 Bayes Net 0.6 0.8 0.61 

2 FLDA 0.9 0.95 0.91 

3 IBK 0.4 0.7 0.41 

4 AdaBoostM1 0.5 0.75 0.5 

5 Decision Table 0.5 0.75 0.5 

6 Hoeffiding Tree 0.2 0.58 0.22 

 

 
Fig 5: Model Vs Kappa 

 

Figure 5 above depicts that the FLDA displays the best 

outcome, with a kappa value of 0.90, while the Hoeffiding Tree 

exhibits the worst conclusion, with a kappa value of 0.20. The 

kappa for both the Ada Boost and the Decision Table is 

0.50.The kappa value of the Bayes Net is 0.60. 
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Figure 6: Model Vs F-Measure 

 

Figure 6 illustrates that, when compared to the other models, 

the FLDA yields the greatest results (0.95 of F-Measure value), 

while the Hoeffiding Tree yields the lowest results (0.58 of F-

Measure value). The F-Measure for both the Ada Boost and the 

Decision Table is 0.75.Bayes's network has an F-measure of 

0.80. 

 
Fig 7: Model Vs MCC 

 

Figure 7 indicates that when compared to other models, the 

FLDA yields the best results (0.91 MCC value), while the 

Hoeffiding Tree yields the worst results (0.22 MCC value). The 

MCC for both the Ada Boost and the Decision Table is 0.50.The 

MCC of the Bayes Net is 0.61. 

 

Table 3: Models and their ROC and PRC 

S.No Classifier ROC PRC 

1 Bayes Net 0.82 0.829 

2 FLDA 0.98 0.98 

3 IBK 0.7 0.64 

4 AdaBoostM1 0.86 0.88 

5 Decision Table 0.69 0.67 

6 Hoeffiding Tree 0.84 0.81 

 
Fig 8: Model Vs ROC 

 

Figure 8 demonstrates that when compared to the other 

models, the FLDA yields the greatest results (0.98 ROC value), 

while the Decision Table yields the lowest results (0.69 ROC 

value). Ada's Boost has a ROC of 0.86. Both the Bayes Net and 

the Hoeffiding Tree have ROC values of 0.82. 

 

 
Fig 9: Model Vs PRC 

 

Figure 9 demonstrates that when compared to the other 

models, the FLDA yields the best results (0.98 of the PRC 

value), while the Decision Table yields the lowest results (0.67 

of the PRC value). In terms of PRC, the Ada Boost is 0.88. 

There is a 0.82 PRC difference between the Bayes Net and the 

Hoeffiding Tree. 

 

Table 4: Models and their Deviations 

S.No Classifier MAE RMSE RSE RRSE 

1 Bayes Net 0.19 0.41 38.74% 81.68% 

2 FLDA 0.07 0.22 13.39% 44.36% 

3 IBK 0.32 0.52 64.00% 104.40% 

4 AdaBoostM1 0.25 0.5 49.70% 99.25% 

5 Decision Table 0.34 0.46 67.92% 91.37% 

6 Hoeffiding Tree 0.39 0.62 78.28% 123.99% 

 

Baye
s Net

FLDA IBK
AdaB
oost
M1

Decis
ion
Tabl

e

Hoef
fidin

g
Tree

F-Measure 0.80 0.95 0.70 0.75 0.75 0.58

0.00

0.20

0.40

0.60

0.80

1.00

F-
M

e
as

u
re

Model Vs F-Measure

Baye
s Net

FLDA IBK
AdaB
oost
M1

Decis
ion
Tabl

e

Hoef
fidin

g
Tree

MCC 0.61 0.91 0.41 0.50 0.50 0.22

0.00
0.20
0.40
0.60
0.80
1.00

M
C

C

Model Vs MCC

Bayes
Net

FLDA IBK
AdaB
oost
M1

Decisi
on

Table

Hoeff
iding
Tree

ROC 0.82 0.98 0.70 0.86 0.69 0.84

0.00
0.20
0.40
0.60
0.80
1.00
1.20

M
o

d
e

l 

Model Vs ROC

Bayes
Net

FLDA IBK
AdaBo
ostM1

Decisi
on

Table

Hoeffi
ding
Tree

PRC 0.82 0.98 0.64 0.88 0.67 0.81

0
0.2
0.4
0.6
0.8

1
1.2

M
o

d
e

l

Model Vs PRC

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7403 

Article Received: 02 May 2023 Revised: 30 June 2023 Accepted: 22 July 2023 

___________________________________________________________________________________________________________________ 

 

    125 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

 
Fig 10: Model Vs MAE 

 

Figure 10 demonstrates that the best result can be seen with 

the FLDA, with an MAE of 0.07, while the highest deviation 

can be seen with the Hoeffiding Tree, at 0.39. The Bayes Net 

has a standard deviation of 0.19. There's a discrepancy of 0.32 

on the IBK. The Ada Boost has a divergence of 0.25, while the 

Decision Table deviates by 0.34. 

 
Fig 11: Model Vs RMSE 

 

Figure 11 demonstrates that the FLDA yields the best results 

(RMSE = 0.22), whereas the Hoeffiding Tree yields the greatest 

variance (RMSE = 0.62). A deviance of 0.41 is seen in the 

Bayes Net. Variation in the IBK is 0.52. The Ada Boost deviates 

from the mean by 0.50, whereas the Decision Table deviates by 

0.46. 

 
Fig 12: Model Vs RAE 

 

Figure 12 demonstrates that the best RAE is achieved with 

the FLDA, at 13.39%, while the largest variation is 78.28% with 

the Hoeffiding Tree. The percentage of error for the Bayes Net 

is 38.74. 64% of the IBK is outside the norm. The standard 

deviation for the Ada Boost is 49.70%, whereas the standard 

deviation for the Decision Table is 67.92%. 

 

 
Fig 13: Model Vs RRSE 

 

Figure 13 demonstrates that the FLDA yields the best 

results, with an RRSE of 44.36%, while the Hoeffiding Tree 

yields the most variation, at 123.99%. As a percentage, Bayes' 

Net is 81.68 percent off. The standard deviation of the IBK is 

Bay
es

Net

FLD
A

IBK

Ada
Boo
stM

1

Deci
sion
Tabl

e

Hoe
ffidi
ng

Tree

Mean Absolute
Error

0.19 0.07 0.32 0.25 0.34 0.39

0
0.1
0.2
0.3
0.4
0.5

M
A

E

Model Vs Mean Absolute Error

Bay
es

Net

FLD
A

IBK

Ada
Boo
stM

1

Deci
sion
Tabl

e

Hoe
ffidi
ng

Tree

Root Mean
Square Error

0.41 0.22 0.52 0.50 0.46 0.62

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

R
R

SE

Model Vs Root Mean Square 
Error

Bay
es

Net

FLD
A

IBK

Ada
Boo
stM

1

Dec
isio
n

Tab
le

Ho
effi
din
g

Tre
e

Relative
Absolute Error

38.74%13.39% 64% 49.70%67.92%78.28%

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

R
A

E

Model Vs Relative Absolute Error

Ba
ye
s

Ne
t

FL
DA

IBK

Ad
aB
oo
st
M
1

De
cisi
on
Ta
ble

Ho
eff
idi
ng
Tr
ee

Root Relative
Squared Error

81.68 44.36 104.4 99.25 91.37 123.9

0.00%
20.00%
40.00%
60.00%
80.00%

100.00%
120.00%
140.00%

R
R

SE

Model Vs Root Relative Squared 
Error

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7403 

Article Received: 02 May 2023 Revised: 30 June 2023 Accepted: 22 July 2023 

___________________________________________________________________________________________________________________ 

 

    126 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

104.40. Difference between the Ada Boost and the Decision 

Table is 91.25% and 91.37 %, respectively. 

 

Table 5: Models and time consumption  

S.No 
Classifier 

Time( In 

Seconds) 

1 Bayes Net 0.03 

2 FLDA 0.17 

3 IBK 0.00 

4 AdaBoostM1 0.05 

5 Decision Table 0.02 

6 Hoeffiding Tree 0.01 

 

 
Fig 14: Model Vs Time  

 

Figure 14 shows that the IBK requires no time at all to create 

their model, making it the fastest-to-create of all the models 

considered. It takes 0.03 seconds for a Bayes Net model to be 

created, 0.17 seconds for a FLDA model, 0.05 seconds for an 

Ada Boost model, 0.02 seconds for a Decision Table model, and 

0.01 seconds for a Hoeffiding Tree model.  

IV. CONCLUSION 

This work concludes that the This quantitative measurement 

method uses digital image processing and Lab view. The FLDA 

has 95% accuracy, while the Hoeffiding Tree has 60%. The 

FLDA has the highest precision, 0.96, while the Hoeffiding 

Tree has the lowest, 0.62. The FLDA has 0.95 recall, while the 

Hoeffiding Tree has 0.60. The FLDA has 0.90 kappa value, 

while the Hoeffiding Tree has 0.20.The FLDA has the highest 

F-Measure value at 0.95, while the Hoeffiding Tree has the 

lowest at 0.58. The FLDA has 0.91 MCC, while the Hoeffiding 

Tree has 0.22 MCC. The FLDA has a 0.98 ROC value, while 

the Decision Table has 0.69. The FLDA has a PRC value of 

0.98, while the Decision Table has 0.67. The FLDA yields the 

best MAE of 0.07, whereas the Hoeffiding Tree yields 0.39. 

Bayes Net MAE deviation is 0.19.  FLDA has 0.22 RMSE, 

while Hoeffiding Tree has 0.62. Bayes Net RMSE deviation is 

0.41. The FLDA has 13.39% RAE and the Hoeffiding Tree 

78.28%. Bayes Net is 38.74% RAE deviation.  The FLDA's 

44.36% RRSE is best, while the Hoeffiding Tree's is 123.99%. 

The IBK model is the fastest to make at 0 seconds. Bayes Net 

takes 0.03 seconds, FLDA 0.17 seconds (maximum). This work 

recommended FLDA due to its performance compare than other 

models. 
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