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Abstract— The potential for more precise land cover classifications and pattern analysis is provided by technological advancements and 

the growing accessibility of high-resolution satellite images, which might significantly improve the detection and quantification of land cover 

change for conservation.  A group of methods known as "super-resolution imaging" use generative modelling to increase the resolution of an 

imaging system. Super-Resolution Imaging, which falls under the category of sophisticated computer vision and image processing, has a variety 

of practical uses, including astronomical imaging, surveillance and security, medical imaging, and satellite imaging. As computer vision is 

where deep learning algorithms for super-resolution first appeared, they were mostly created on RGB images in 8-bit colour depth, where the 

sensor and camera are separated by a few meters. But no evaluation of these methods has been done. 
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I.  INTRODUCTION 

Multispectral and hyperspectral imagery has been used 

extensively for geospatial analysis over the past few decades. 

However, most computer vision algorithms and pertained 

models have not been trained or tested on the two 

aforementioned imagery until now since they have higher 

dimensionality ranging from four to dozens of bands. Geospatial 

analysis is of utmost importance for military-specific 

applications, including but not limited to cartography, war 

intelligence, battlefield management, terrain analysis, remote 

sensing, military installation management, and monitoring of 

conceivable terrorist activity. These applications sought super-

resolution for upscaling the image resolution, thereby enhancing 

image sharpness, color correction, and zooming capabilities with 

a meager effect on image quality. On top of this, environmental 

and atmospheric factors like dusk, fog, haze, smog, rainfall, 

snow, clouds, and their shadows do not help the situation - 

making the captured imagery of terrestrial terrain less 

intelligible. Hence, super-resolution of satellite imagery is of 

paramount significance to get the best out of the available image 

at hand. 

Generative modeling is well-researched for super-resolution, 

primarily on images with object distances less than a few meters. 

This project aims to model the RealESR algorithm based on 

Generative Adversarial Network for satellite imagery, wherein 

the algorithm will work on 12 bit and 16-bit images (unlike 

traditional 8-bit images) in a scalable and computationally 

inexpensive way. Furthermore, a flask-based GUI will be used 

for user-friendly interaction with the algorithm irrespective of 

the technical prowess of the end-user, which would also 

incorporate a development server and debugger, integrated 

support for unit testing and RESTful request dispatching. 

The most recent super-resolution articles found evidence of 

mode dropping, which means that the model consistently 

produces approximately the same visual output throughout 

sampling (when conditioned on the same input). Most of the 

Super-Resolution Imaging research has been focused on human 

faces. It is debatable if these same architectures can be used for 

other domains like medical or astronomical imagery. The current 

approaches are computationally expensive, which calls for 

architecting a robust lightweight model. 

II. LITRATURE REVIEW 

This paper [1] shows show the process of enhancing an 

image's resolution from low resolution to high-resolution is 

known as image super resolution. To create low-resolution 

photographs from high-resolution ones, apply the formula 

below: Iy is the high-resolution image, Ix is the low resolution 

image, and D stands for the degradation function. 

𝐼𝑥 = 𝐷(𝐼𝑦) 

Only the high resolution image and the equivalent low 

resolution image are supplied and the degradation parameters D 

and are unknown. The neural network’s job is to identify the 

inverse function of deterioration using just the high resolution 

and low resolution image data. The following below figure 1 
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represents a few of the different methods utilized to complete 

this task. 

 
Figure 1. Different method for converting high resolution to low resolution 

image 

In this study, shows [2] a brand-new picture super-resolution 

technique to enhance low-resolution image categorization 

performance. In order to identify the locations of the pixels in 

the ground truth HR image that contain more high frequency 

information, the approach introduces a weight map. This 

research paper [3] explores the state-of-the-art as it emerged 

from the NTIRE 2017 competition and introduces a fresh huge 

dataset for example-based single picture super-resolution. With 

six tournaments, hundreds of participants, and tens of solutions 

offered, the challenge is the first of its type. To automatically 

learn and fix the deformed scene features from a single remote 

sensing image, a generative adversarial network (GAN) 

architecture is proposed in this study [4]. The CNNs are 

evaluated on three well-known remote sensing datasets, along 

with a warped Yaogan-26 satellite image, in order to investigate 

the usability and efficacy of a GAN for jitter detection. The 

CNNs were trained on a portion of the PatternNet dataset. This 

paper [5] introduces a novel Chebyshev fractional-order 

differentiator-based image enhancing technique. They have 

created the high pass filter that corresponds to the Chebyshev 

fractional-order differentiator using Chebyshev polynomials. 

This study proposed [6] an upgraded GAN model that would use 

implicit direction from external geographic data to produce map 

images of higher quality. Additionally, a high-level semantic 

control is put in place to reduce the noisy patterns that translate 

in areas with little geographic data. One generator and two 

discriminators make up the suggested architecture, which aims 

to synthesize realistic cars while also learning the underlying 

information. According to trial results, this paper [7] proposed 

framework may produce vehicles and the scenery that surrounds 

them with variations and varied levels of detail. The GAN with 

reconstruction and style transfer losses and no encoder has been 

shown to be a practical model for producing maps in this paper 

[8].  The generator is trained as a normalizing flow (RealNVP) 

model and has a conditional Generative Adversarial Network 

(GAN) that compresses the images to a learned embedding. By 

utilizing cutting-edge deep neural network architectures, this 

paper [9] suggested super-resolution framework operating on 

overhead full-motion video and still imagery has addressed the 

issue of details being lost in the overhead remote sensing image 

due to sensor resolution and distance to a target. By super-

resolving the obtained images, it is intended to retrieve such 

information, allowing automated visual exploitation techniques 

to be applied more successfully. In order to increase the 

resolution of DEMs, a GAN-based model (D-SRGAN) was 

created and evaluated in this research. It performs better than 

neural network algorithms and conventional statistical 

interpolation methods. This study paper [10] demonstrates how 

artificial neural networks' strength can be employed to boost 

DEM resolution. In order to create high-resolution semantic 

maps of buildings from middle-resolution satellite photos, it is 

crucial to investigate a deep-learning approach. The studied [11] 

network, which is known as FSRSS-Net and is based on super-

resolution semantic segmentation features, is designed as a 

neural network that integrates low-level super-resolution image 

features and high-level super-resolution semantic features. It is 

trained using Sentinel-2A images (i.e., 10 m) and higher-

resolution semantic maps (i.e., 2.5 m) images. This paper [12] 

has created Real-ESRGAN, a realistic restoration application 

that is trained on just synthetic data and uses the potent 

ESRGAN algorithm. Using high-order deterioration modelling, 

complex real-world degradations can be more accurately 

replicated. We also take common ringing and overshoot issues 

into consideration throughout the synthesizing process. The 

GAN model for blind SR tasks presented in this paper has a 

multi-scale attention U-Net discriminator that can be seamlessly 

combined with other generators. In order to address blind SR 

concerns, this research [13] is the first to employ an attention U-

Net structure as a GAN discriminator. Additionally, the research 

clarifies the multi-scale attention U-Net's workings, giving the 

model a performance boost. In order to create an Enhanced 

SRGAN (ESRGAN), this paper [14] thoroughly analyze the 

three key SRGAN components of network architecture, 

adversarial loss, and perceptual loss in this study. We provide 

the Residual-in-Residual Dense Block (RRDB) without batch 

normalization as the fundamental unit of network design [15] 

[16]. 

For the purpose of expanding the work of super-resolution to 

be employed on geographical satellite imagery, the proposed 

work has adopted the approach of generative models. To 

generate images that are attractive to the eye, generative models, 

also known as GANs, work to enhance perceptual quality. 

SRGAN, for instance, uses a GAN-based architecture to produce 
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visually appealing images. It utilizes the SRResnet network 

architecture as a backend and takes advantage of a multi-task 

loss to enhance the results. Three terms make up the loss: MSE 

loss capturing pixel similarity, Perceptual similarity loss used to 

capture high-level information by using a deep net- work. 

Adversarial loss from the discriminator. 

The proposed work uses the Real ESR GAN method, which 

builds on the strengths of a standard SRGAN to display the 

algorithm's findings on a user-friendly GUI built with Flask on 

the backend. 

III.  RESEARCH METHODOLOGY USED AND 

IMPLEMENTATION 

 

Figure 2. Original High Resolution to Super Resolution Conversion Process 

The ground truth image from the dataset is shown by the 

original high resolution image in the figure 2. These images 

originate from the Google Maps dataset. Because the photos 

provide high resolution, we would need convert them to low 

resolution images in order to train the satellite's Real ESR GANs. 

In order to create images with a low resolution that are ideal for 

the model to train on, the dataset images are then put through the 

image pre-processing pipeline. While the discriminator 

differentiates between the images using ground truth photos, the 

generating model figure 3 for Satellite Real ESRGANs is trained 

using low resolution images. The model can generate extremely 

high resolution photos once it has been trained. 

 

Figure 3.  Real ESRGANs Architecture 

 

A.  Image Preprocessing Pipeline 

By using multiple de-generation procedures, picture pre-

processing pipelines assist in converting original high quality 

photos to low resolution images that are needed for training. The 

photos are initially blurred using two different techniques: The 

Gaussian filter and the 2D sinc filter. The second phase involves 

resizing every original image using several methods, such as 

bicubic, bilinear, and area-wise scaling. The photographs have 

various kinds of noise applied to them. Image compression is the 

last step in the pre-processing pipeline, and following this phase, 

images are prepared to be immediately entered into the model 

for training. Below figure 4 show the high resolution to low 

resolution image. 

 

Figure 4. High Resolution to low resolution conversion process using image 

processing 

B.  Model Architecture Tree for Real ESR GANs 

The diagram figure 5 provides a broad overview of how 

architecture of the model is created from different referenced 

papers. ESR GANs are the generation 1 GANs and the generator 

of this GANs was inherited from SR GANs whereas its 

discriminator was based on Relativistic GANs. The 2nd 

generation of ESR GANs known as Real ESR GANs has 

referred the generator from ESR GANs and discriminator is 

based on VGG style architecture which is modified to U-Net 

which spectral normalization (SN). This work proposed fine-

tuned the Real-ESRGAN model with hyper parameters such as 

100000 iterations, learning rate of 2x10^(-4), 500 epochs and 

early stopping.  
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Figure 5.  Model Architecture Tree for Real ESR GANs 

The RealESR-GAN used in the proposed work makes use of 

a generator from a previous generation of super-resolution 

GANS, that is, ESRGAN. The algorithm also carries out super-

resolution with a scale factor of x2 and x1 on the existing x4 

ESRGAN architecture by using the pixel unsnuffing operation 

to reduce spatial size and increment channel size. As a result, the 

GPU memory as well as the performance of computational 

resources is utilized efficiently.  

The implemented algorithm employs a U-Net architecture 

based discriminator added with skip connections which can 

provide the generator with an extensive per-pixel feedback. 

Furthermore, the discriminator has been equipped with spectral 

normalization technique to balance the training dynamics during 

GAN training. 

IV. RESULT AND ANALYSIS 

In order to evaluate the super resolution performed by the 

algorithm described in the earlier sections, we adopt peak signal-

to-noise ratio (PSNR) as a metric. The PSNR block computes 

the peak signal-to-noise ratio, in decibels, between two images. 

This ratio is used as a quality measurement between the original 

and a compressed image. 

𝑃𝑆𝑁𝑅 = 10. log10 (
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
) 

𝑃𝑆𝑁𝑅 = 20. log10 (
𝑀𝐴𝑋𝐼

√𝑀𝑆𝐸
) 

𝑃𝑆𝑁𝑅 = 20. log10(𝑀𝑆𝐸𝐼) − 20. log10(𝑀𝑆𝐸) 

 Technology used to implement is PyTorch, Flask, OpenCV. 

The Python code implemented code below figure 6 and 7 shows 

that the average PSNR for 24 bit pictures across five high 

resolution image datasets is 105 db. 

 

Figure 6. Evaluation Metrics Code 

 

Figure 7.  Evaluation Metrics Output 

Below figure number 8, 9, 10, 11,12 shows conversion from high 

resolution values to super resolution value image translation.  
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Figure 8. High Resolution Image: 501 x 487 and Super Resolution Image: 

2004 x 1948 

 

Figure 9  High Resolution Image: 480 x 400 and Super Resolution Image: 

1890 x 1750 

 

Figure 10. High Resolution Image: 550 x 520 and Super Resolution Image: 

2050 x 1960 

 

Figure 11.  High Resolution Image: 530 x 480 and Super Resolution Image: 

2020 x 1910 

 

Figure 12.  High Resolution Image: 450 x 390 and Super Resolution Image: 

1875 x 1650 

TABLE  I.   DIFFERENT VALUES FOR FIVE HIGH RESOLUTION 

IMAGE INPUT TO SUPER RESOLUTION OUTPUT IMAGE 

TRANSLATION WITH PSNR VALUE. 

Sr. 

No.  

High Resolution 

Input Image 

Super Resolution 

Output Image 

PSNR Value 

1 501 × 487 2004 × 1948 106.460 

2 480 × 400 1890 × 1750 105.120 

3 550 × 520 2050 × 1960 101.161 

4 530 × 480 2020 × 1910 109.345 

5 450 × 390 1875 × 1650 100.796 

 

Above Table 1 shows five 24-bit high resolution image to 

super resolution image translation with PSNR values for 

Geospatial satellite images.  

V. CONCLUTION 

This is a Satellite Real-ESRGAN model that can be used for 

super resolution of geospatial images. The algorithm achieves 

better perceptual quality than previous super resolution methods. 

This GAN architecture offers more substantial supervision and 

thus restores more accurate brightness and realistic textures by 

enhancing the perceptual loss. In order to synthesize more 

practical degradations, the work uses an image preprocessing 

pipeline that performs high-order degradation, which in stills 

blurring the image with Gaussian and 2D Sinc filters, followed 

by resizing them with noise addition. Finally, the images are 

compressed to form degenerated low-resolution images that are 

then passed onto the generator. A U-Net discriminator with 

spectral normalization regularization increases discriminator 

capability and stabilizes the training dynamics. This Satellite 

Real-ESRGAN trained with geospatial data can enhance details 

while removing annoying artifacts. Due to the computationally 

expensive nature of the SR GAN utilized in the research, high-

end GPUs are required for training or fine-tuning it to the data. 

Without performing pixel unsnuffing on the photos, the 

resolution of the photographs cannot be increased by a factor of 

four. 
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