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Article History Abstract
RGC(_%iVGdI 06 June 2023 Electroencephalogram (EEG) Isignal-based lemotion Irecognition Ihas
Revised: 05 Sept 2023 lattracted lwide linterests in Irecent lyears land Ihas Ibeen Ibroadly ladopted in
Accepted: 18 Oct 2023 Imedical, laffective lcomputing, land lother Irelevant Ifields. Depression has

Ibecome la lleading Imental Idisorder Iworldwide. Evidence Ihas Ishown Ithat
Isubjects lwith ldepression lexhibit Idifferent Ispatial Iresponses in
Ineurophysiologic Isignals Ifrom Ithe lhealthy Icontrols Iwhen Ithey lare
lexposed Ito Ipositive land Inegative. Depression isla common Ireason Ifor an
increase in Isuicide Icases Iworldwide. EEG Iplays an important Irole in IE-
healthcare Isystems, lespecially in Ithe Imental lhealthcare larea, Iwhere
Iconstant land lunobtrusive Imonitoring lis Idesirable. EEG Isignals Ican
Ireflect lactivities lof Ithe Ihuman Ibrain land Irepresent different lemotional
Istates. Mental Istress lhas Ibecome la Isocial lissue land Icould Ibecome la
Icause lof Ifunctional Idisability Iduring Iroutine lwork. This IResearch presents
Ideep llearning ltechnique Ifor Idetecting Idepression lusing IEEG. The
lalgorithm Ifirst lextracts Ifeatures Ifrom IEEG Isignals land Iclassifies
lemotions lusing Imachine land Ideep llearning ltechniques, in lwhich Idifferent
Iparts lof la ltrial lare lused Ito Itrain Ithe Iproposed Imodel land lassess lits
limpact lon lemotion Irecognition Iresults. The simulation is performed lusing
Ithe IPython Ispyder Isoftware. The Iprecision lof Ithe Iproposed Iwork lis 199%
Iwhile in Ithe Iprevious Iwork lit lis 191.00%. ISimilarly Ithe lother Iparameters
llike IRecall land IF_Measure lis 194% land 197% lby Ithe Iproposed Iwork land
188.00% land 189.00% Iby Ithe Iprevious lwork. The loverall laccuracy
lachieved lby Ithe Iproposed Iwork lis 196.48% lwhile Iprevious lit lis lachieved
191.00%. The error rate of proposed technique is 13.52% Iwhile 19.008% in
existing Iwork. Therefore, lit lis clear Ifrom Ithe Isimulation Iresults; Ithe
Iproposed lwork lis lachieved significant Ibetter Iresults Ithan lexisting lwork.

CC License Keywords: EEG, LSTM, CNN, KNN, LDA, Accuracy, Cyber.
CC-BY-NC-SA 4.0

1. Introduction

Depression, as a common illness worldwide, is classified as a mood disorder and describedas feelings
of sadness or anger that interfere with a person’s everyday activities. Accordingto the World
Health Organization, it is likely to be the leading global disease by 2030. Depression disorder is
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a pathological process that causes many symptoms, resultin inlimited mental and physical
functionality. It is often accompanied by cognitive impairments, which may increase the risk of
Alzheimer’s disease and suicide and accelerate cognitive decline. The earlier depression is detected,
the easier it is to treat. As a low-cost, noninvasive acquisition, and high temporal resolution
technique, electroencephalography is widely usedin neural systems and rehabilitation engineering
[11]. This work is focused on the experimental paradigm, emotion feature extraction, feature
selection, machine learning, and the dataset for training and testing, particularly on spatial
information feature extraction and selection [12], [15]. This focus was chosen because many
studies have shown that subjects with depression exhibit different spatial responses in
neurophysiological signals compared to healthy controls, when they are exposed to stimuli. Many
studies have been conducted on depression; some studies focused on the resting-state, whereas
others focused on tasks [2] [6] [13].

PREVALENCE PER100,000
DEPRESSIVE DISORDERS CONDUCTDISORDERS
TamilNadu 4796  Jharkhand 983
Andhra Pradesh 4563  Bihar 974
Telangana 4356  Meghalaya 961
Odisha 4159  Uttar Pradesh 927
Kerala 3897  Nagaland 924
ANXIETY DISORDERS IDIOPATHIC DEVELOPMENTAL
Kerala 403 INTELLECTUALDISABILITY
Manipur 3760  Bibar 6,339
WestBengal 3480  Uttar Pradesh 5303
Himachal Pradesh 3471 MadhyaPradesh 5216
Andhra Pradesh 3462 fssam 5121
Jharkhand 4940

Figure 1.1: Mental Health Data (Indian Health Report)
Exixting System

EEG signals are nonstationary and nonlinear signals, similar to many other physiological signals [1]
[2]. To analyze these signals, linear and nonlinear features are typically used, such as the power
spectrum density, Lempel-Ziv complexity, variance, mobility, fluctuations, Higuchi fractal,
approximate entropy, Kolmogorov entropy, correlation dimension, Lyapunov exponent, and
permutation entropy. To analyze our hypothesis effectively, it was necessaryto select optimal
features, as some dimension features may mislead the classifiers. The BestFirst, GreedyStepwise
(GSW), GeneticSearch, and RankSearch approaches, based on correlation feature selection, are
typical data mining search methods, and the BayesNet, support vector machine (SVM), k-
nearest neighbor (KNN), logistic regression (LR), linear discriminant analysis (LDA), and random
forest approaches are widely used for discriminating classes.This research presents effective EEG-
based detection method for depression classification by employing spatial information, namely
the task-related common spatial pattern (TCSP) [3] [4] [8].
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Figure 1.2: Depression statics (WHO report)

Subject-independent k-fold cross-validation (CV) and leave-one-subject-out (LOSO) CV are
two widely used EEG classification strategies. In fact, when k=1, the LOSO method is a
special case of the k-fold technique. As the LOSO approach can enjoy more training data
and adjust super-parameters on each subject, it will always achieve better results compared
with the k-fold method. When detecting a potential depression patient, we chose the LOSO
strategy to evaluate the model for detecting depression patients in this study, to make
thebest use of the existing data [8].

Problem ldentifications

There has been continues research done from EEG with different result.This different result has
been due to diversity in different aspects of methods used in the research. The diversities are
mainly in aspects of emotion selection, experiment environment, techniques of data preprocessing
and feature selection [12]. Due to all this factors, it is not easy to compare and chose the
method which can be said as the best classifier. Hence, there is always room forthe
development of better classifier suitable for specific application.

There are many of the challenges for android malware detection in this research area-

e Low accuracy rate of true data prediction from given dataset.
e Using traditional System Analysis alone not sufficient for proper feature extraction.
e More classification error and system analysis does not provide exact results.

Proposed Work

The main contributions of this work will be summarized as follows.

To collect stress emotion EEG based dataset from kaggle website.

To implement proposed approach based on machine/deep learning technique [5] [6] [9] [14], [16].
To simulate proposed method on Ispyder python 3.7 software.

To prediction of various parameters like precision, recall, f-measure and accuracy.

To generate results graph and compare from previous work.
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Steps-
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Firstly, download the EEG dataset from kaggle website, which is a large dataset
providerand machine learning repository Provider Company for research [6] [8].

Now apply the preprocessing of the data, here handing the missing data, removal null
values.

Now extract the data features and evaluate in dependent and independent variable.
Now apply the classification method based on the machine learning (KNN) and deep
learning (LSTM) approach [7] [9].

Now generate confusion matrix and show all predicted class like true positive, false
positive, true negative and false negative.

Now calculate the performance parameters by using the standard formulasin terms of
the precision, recall, F_measure, accuracy and error rate.

DATASET DATA
: FEATURE
PREPROCESSING SELECTION
Selectdataset() rm— |
e G Data Noanabzaton ) L~ Dmst’ﬁt;:% Tan —
View datasat () Feature Select ()
Label Eh:@d‘ng {: )
RESULT | FECRESEN |
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1 Detection ) =
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Predction ()
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Figure 4.2: Class Diagram

Figure 4.2 is presenting the class diagram of the proposed model. The various steps in thismodel
make complete the prediction work.

2. Materials And Methods

The proposed model shows the main steps for preprocessing stage, feature extraction, and
classification. Develop an effective EEG-based detection method for depression classification by
employing spatial information technique. In this process take EEG signal dataset to predict
depression patient’s emotion as positive and negative [7]. For that the first process is to pre-
process the dataset to remove missing values and null values from the taken EEG dataset. In
order to classify different emotions, we need to record EEG signals from different subjects and
then process them to extract different features. The data sets are made from the features and
then we classify the dataset. In this process we propose machine learning (KNN) and deep
learning (LSTM) algorithms to classify the depression patient’s emotion as positive and negative
[9]. Finally, it improves the accuracy of classifying depression patients emotion as positive and
negative [8].

MODULE DESCRIPTION

Data selection and loading
Data Preprocessing
Feature Selection
Classification

Prediction

Result Generation

3. Results and Discussion
The Final Result will get generated based onthe overall classification and prediction. The
performance of this proposed approach is evaluated using some measures like

Accuracy
Precision
Recall
F1-measure
Sensitivity
e Specificity
The final result will get based on the overall classification and prediction. For the results
parameters calculation firstly generate the confusion matrix.

A confusion matrix is a table that is often used to describe the performance of a
classification model (or "classifier”) on a set of test data for which the true values are
known. The confusion matrix itself is relatively simple to understand, but the related
terminology can be confusing.

True Positive (TP): Predicted values correctly predicted as actual positive

False Positive (FP) : Predicted values incorrectly predicted an actual positive. i.e., negative
values predicted as positive

False Negative (FN): Positive values predicted as negative

True Negative (TN): Predicted values correctly predicted as an actual negativeWe compute the
accuracy test from the confusion matrix:

This framework shows the revised and wrong expectations, in correlation with the real marks.
Every disarray network line shows the Real/Genuine marks in the test set, and the segments
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show the anticipated names by classifier. Something to be thankful for about the disarray grid
is that it shows the model's capacity to effectively foresee or isolate the classes.

Predicted Class

P N
- N " )
True False
C Positive Negative
Actual C Enss (TP) (FN)
\ J \
N 7~ N
False True
N Positive Negative
(FP) (TN)
J . J

Figure 4.5: Prediction class metrics

e Precision is a proportion of the exactness, given that a class name has been anticipated.
It is characterized by:

Precision = True Positive / (True Positive + False Positive)
e Recall Is The True Positive Rate:
Recall = True Positive / (True Positive + False Negative)

e F1-Score is the symphonious normal of the accuracy and review, where aF1 score arrives
at its best worth at 1(which addresses wonderful accuracy and review) and its most
noticeably awful at 0

F1-Score = 2x (precision x recall) / (precision + recall)

Accuracy

Itis defined as the percentage of correct predictions for the test data. It can be calculated easily
by dividing the number of correct predictions by the number of total predictions.

Accuracy = (TP + TN)/(TP + TN + FP + FN)

Error Rate

The inaccuracy of predicted output valuesis termed the error of the method [7]. If target values
are categorical, the error isexpressed as an error rate. This is the proportion of cases where

the prediction is wrong.
Error Rate = 100- Accuracy

Result Analysis

The simulation starts from taking the dataset. In this dataset the various features value mention like
mean_d 10 a, mean_d 11 a, mean_d 12 a, mean_d 13 a, mean_d 14 a, mean_d_ 15 a,
mean_ d 16 a, mean_d 17 a, mean d 18 a, mean_d 19 a, mean_d 20 a, mean d 21 a,
mean_d_22 a etc.
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Figure 4.1: Original dataset in .csv file

The figure 4.1 is showing the dataset, which is taken from the kaggle machine learning website.
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Figure 4.2: X train

Figure 4.2 is showing the x train of the given dataset. The given dataset is divided into the 70-
80%% part into the train dataset.
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e o]
Figure 4.3: Y train

Figure 4.3 is showing the y train of the given dataset. The given dataset isdivided into the 70-
80%% part into the train dataset.

B0y bt - MarePy sy - o ®

M

Figure 4.5: Y test

Figure 4.5 is showing the y test of the given dataset. The given dataset is divided into the
20-30% part into the train dataset.
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Figure 4.6: Prediction

Figure 4.6 is presenting the prediction from given dataset values. The upper and lower
values are classified with different colour.
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Figure 4.4: X test

Figure 4.4 is showing the x test of the given dataset. The given dataset is divided into the 20-
30% part into the train dataset.
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Figure 4.7: Count

Figure 4.7 is presenting signal label count, either it is neutral, positive or the negative signal
on the other hand how many data is positive class, negative or neutral class.
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Figure 4.8: Classification

Figure 4.8 is presenting classification model. The values of precision, recall, f1 shown with
respect of micro, macro and weighted average is shown.
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Figure 4.9: EEG signal
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Figure 4.10: Classification of KNN technique

presenting classification of
variousparameters values like precision, recall, f1 score mentioned.
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K-Nearest Neighbor approach. The
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Figure 4.11: Classification of LSTM technique

Figure 4.11 is presenting classification of the long short term memory. The various
parameters values like precision, recall, and f1 score mentioned.
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Figure 4.12: Confusion matrix

Figure 4.12 is presenting the Confusion matrix of proposed LSTM technique. It is matrix to
identify the prediction of the given dataset.
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Figure 4.13: Class balance

Figure is 4.13 is showing class balance of the proposed technique. The total count is
approx700.

Table 4.1: Simulation Results of KNN

Sr.Na. Parameter Name Value
I | Acomacy 94.14%
1 | Classification emar 386%
3 |Precsion ™
4 | Reull W
3 |Fmesue 9%

Table 4.1 is showing the simulation results of the K-Nearest Neighbor machine learningtechnique.
The overall accuracy is 94.14% with 5.86% error rate.
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Table 4.2: Simulation Results of LSTM

$e.No. Parameter Name Value
1 | Acouracy 9%.48%
) | Classification error 32%
3| Precision 9%
4 |Real Ul
3 |Faneaste ™

Table 4.2 is showing the simulation results of the long short term memory technique. Theoverall
accuracy is 96.48% with 3.52% error rate.

Table 4.3: Result Comparison

Wl P st

| Aoy i i
|| Cstotoe e b 1
} | heosn il bl

(Rl i H

b | P % i

Figure 4.3 is showing the result comparison of the previous and proposed work.

Similarly,the other parameters like Recall and F_Measure is 94 % and 97 % by the proposed
work and88.00 % and 89.00 % by the previous work. The overall accuracy achieved by the
proposed work is 96.48 % while previous it is achieved 91.00 %. The error rate of proposed
technique is 3.52 % while 9.008 % in existing work. Therefore, it is clear from the
simulation results;the proposed work is achieved significant better results than existing work.
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Figure 4.14: Result graph-parameters

Figure 4.21 is presenting the simulation results values in the graphical form. The precision, recall and f
measure are shown of the proposed and previous work.
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Figure 4.15: Accuracy Result graph

Figure 4.15 is presenting the simulation results graph of the accuracy. The proposed workachieved
better accuracy then existing work.
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Figure 4.16: Classification

Figure 4.16 is is presenting the simulation results graph of the classification error. Theproposed
work achieved better accuracy then existing work.

4. Conclusion

As a mood disease, depression is affecting an increasing number of people. As a face-in-the- crowd
task stimulus experiment based on frequency information filtering, time information feature
extraction, and spatial information feature selection, we developed an improved EEG-based
feature classification method employing spatial information, which is useful for the detection of
patient’s with depression. By employing the classification performance was significantly improved,
which indicates that can enhance the spatial differences before feature extraction; however,
we should be aware of the limitation of the datasets.

Depression as a mental disorder withclinical manifestations such as significant depression and
slow thinking is always accompanied by abnormal brain activity and obvious emotional
alternation. Therefore, as a method tracking the brain functions, EEG can detect these abnormal
activities.

This Research presents machine and deep learning techniques for detecting depression using
EEG. Simulation is performed using python sypder 3.7software. The precision of the proposed
work is 99% while in the previous work it is 91.00%. Similarly, the other parameters like
Recall and F_Measure is 94% and 97% by the proposed work and 88.00% and 89.00% by
the previous work. The overall accuracy achieved by the proposed work is 96.48% while
previous it is achieved 91.00%. The error rate of proposed technique is 3.52% while 9.008% in
existing work. Therefore, it is clear from the simulation results; the proposed work is
achieved significant better results than existing work.

FUTURE SCOPE

In the future, we will continue to focus on correlation studies to obtain more detailed
results. A variety of methods can widely used to extract the features from EEG
signals,among these methods are time frequency distributions (TFD), fast fourier transform
(FFT), eigenvector methods (EM), wavelet transform (WT), and auto regressivemethod (ARM),
and so on.

Asmall SNR and different noise sources are amongst the greatest challenges in EEG- based
BCI application studies. Unwanted signals contained in the main signal can be termed noise,
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artifacts, or interference. There are two sources of EEG artifacts: external or environmental
source and physiological source [5]. EEG Data Pre-processing Strategies can be further enhanced.
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