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#### Abstract

We all hope for the best but sometimes, one must plan for ways of dealing with the worst-case scenarios, especially in a network with adversaries. This dissertation illustrates a detailed description of distributed optimization algorithms over a network of agents, in which some agents are adversarial. The model considered is such that adversarial agents act to subvert the objective of the network. The algorithms presented in this dissertation are solved via gradient-based distributed optimization algorithm and the effects of the adversarial agents on the convergence of the algorithm to the optimal solution are characterized. The analyses presented establish conditions under which the adversarial agents have enough information to obstruct convergence to the optimal solution by the non-adversarial agents. The adversarial agents act by using up network bandwidth, forcing the communication of the non-adversarial agents to be constrained. A distributed gradient-based optimization algorithm is explored in which the non-adversarial agents exchange quantized information with one another using fixed and adaptive quantization scheme. Additionally, convergence of the solution to a neighborhood of the optimal solution is proved in the communication-constrained environment amidst the presence of adversarial agents.
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## CHAPTER 1: INTRODUCTION

Anyone is prone to experiencing adversarial attack whether through phishing, cyber attacks, fraud or in other scenarios. These malicious acts are meant to deceive or prevent an individual from accomplishing his desired goals. In a network of autonomous systems, agents in the network may act in a malicious or adversarial way either because they are faulty, or have been compromised and are being used as stooges for an undesired goal in the network. Optimization problems with malicious attack is applicable in adversarial machine learning where an adversary can attack a machine learning model at the training or testing stage by injecting false data or manipulating data in the dataset. Another application is seen in Wireless Sensor Networks where adversarial nodes disrupt non-adversarial nodes by injecting false data as seen in Figure 1.1. In such attacks, nonadversarial agents in the network sometimes consider preventive mechanisms which leads to solving optimization algorithms. An optimization problem can either be constrained or unconstrained depending on the nature of the attack or problem.

Solutions to unconstrained optimization problems can be applied to multi-agent systems and machine learning problems, especially if the problem is in a decentralized or distributed fashion [1-6]. Sometimes, in adversarial attack applications, malicious agents can be present in a network that will slow down convergence rates to optimal points as seen in [7-9]. To address these lapses, we present and analyze the performance of a distributed optimization problem in a network containing adversarial nodes. To solve an optimization problem over a network of agents in a distributed manner, gradient-based methods alongside an agreement update step are commonly used [10-14]. In the process, agents iteratively update their estimates and exchanges it with neighboring nodes. This well-studied process arrives at the optimal solution depending on certain assumptions made on the cost function being optimized and the choice of the step-size. In typical formulations of
distributed optimization problems, the objective can be considered decomposable as

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}} f(x)=\sum_{i=1}^{n} f_{i}\left(x_{i}\right), \tag{1.1}
\end{equation*}
$$

where $n$ is the total number of agents, $f_{i}(\cdot)$ is the local objective function of agent $i, x_{i}$ is the decision variable of each agent and $f(x)$ is the global objective function that is meant to be optimized. Each agent $i$ will also optimize its local objective function $f_{i}\left(x_{i}\right)$ and iteratively exchanges its decision variable $x_{i}$ with neighboring agents over a communication network. In the presence of malicious agents, however, the local and consensus computations are altered and sometimes disrupts the performance of these distributed optimization algorithms. When such misbehavior occur in a network with adversaries, one has to either detect these threats or take any needed steps to mitigate their effects.

An illustration of such a preventive strategy is seen in [15-17], where an attempt is made to detect sensitive malicious insider threats. Another application where non-adversarial agents in a network can use preventive mechanisms against adversarial agents is seen in underwater communication systems [18] where the magnitude of information transmitted is very important. Underwater communication systems face challenges due to time variation of communication channels and system complexities. To reduce such bottlenecks, the number of bits of information transmitted has to be taken into huge consideration. Some methods of solving communication-constrained problems as described above include event-triggered control, sparsification and quantization (the crux of this dissertation). In an event-triggered control, communication occurs when a necessary event is prompted and the relevant agents estimates are chosen in the analysis. Sparsification involves either dropping out some agents state or making them zero. Quantization involves limited communications amongst agents using a type of quantizer that depends on parameters such as quantization interval, step and the number of bits. To determine the number of bits of information
needed, we let $x_{i}$ be the state of each agent $i$. If $\boldsymbol{x}_{i} \in \mathbb{R}^{p}$, agents can transmit up to $p$ floating point numbers and exchange $x_{i}(k+1)=p\left(x_{i}(k), x_{j} \ldots.\right)$. Using an inductive approach, the computations needed for 1 time step is initially performed and an iterative approach is employed in a manner where the order on the number of bits is $O\left(\frac{1}{\epsilon}\right) * n * p$ for $\epsilon$ accuracy and $O\left(\frac{1}{\epsilon}\right)$ iterations. In the context of the dissertation, it is assumed that adversarial agents use up communication bandwidth and non-adversarial agents have to manage what is left via quantization. Results are corroborated with numerical experiments to show the applications of the proposed methodologies.

Research Impact: This dissertation research will have substantial merit and national importance both theoretically and technologically especially in the field of optimization. Due to the intensive computations involved in large scale distributed optimization algorithms, a major focus of research has been on improving the convergence, coordination and computation costs. Therefore, the goal is to obtain an optimization algorithm that can converge very fast with little cost. This dissertation is also relevant in adversarial distributed optimization as it offers preventive mechanisms in dealing with adversarial attack in a communication-constrained environment.


A - Adversarial Node
N - Non-Adversarial Node

Figure 1.1: In the Network above, adversarial nodes disrupt non-adversarial nodes by injecting attack or false data.

## CHAPTER 2: LITERATURE REVIEW

Different approaches have been taken to solve distributed optimization problems when adversarial nodes are present. An example is the approach taken in [9] where the author uses the Fast Rowstochastic Optimization with uncoordinated Step-sizes (FROST) algorithm that does not require the nodes to compute step sizes. The authors in [9] also considers the bounds on a parameter and a gradient bound to show the strength of the attack, though an explicit characterization of the extent to which the perturbed parameter alters and prevents convergence is not presented. Another method is the topological approach in tolerating malicious nodes shown in [19] where the author examines the conditions under which a malicious agent can be identified based on the topology and the size of the network. Some approaches to decision problems in the presence of adversaries often assume certain so-called 'trusted' agents cannot be compromised, and use information being shared by those agents as a benchmark to identify and exclude malicious information; thus, building in resilience to their optimization algorithm $[16,17,20,21]$. Similarly flavored problems have been studied in the context of state estimation where methods to identify and extract malicious information are proposed $[22,23]$. Other related adversarial problems like [24-31] explore the detection of attacks on distributed systems and protection strategies. This dissertation involves exploring the performance of distributed optimization algorithms under adversarial attack in a communicationconstrained environment.

An important aspect of this dissertation is to show the conditions under which adversarial agents in a network can obstruct the non-adversarial agents from obtaining their optimal point. When the objective function is strongly convex, with Lipschitz continuous gradients, convergence to the optimal solution using gradient-based methods can be achieved at a linear rate [32-34]. It is also known that noisy communication channels and adversarial nodes in the network can slow down the linear convergence rate $[35,36]$. In spatially distributed systems with band-limited communication
channels, where agents may resort to exchanging low-bit (quantized) information at each time-step, the resulting convergence rate is also impacted. Researchers have explored how quantization affects the performance of these distributed optimization algorithms [37-45].

In this dissertation, it is assumed that malicious nodes not only send corrupted information to neighboring agents, but also hog the available communication bandwidth. This results in the need for the non-malicoius nodes to manage the limited bandwidth available by quantizing the iterates broadcast to neighboring nodes. To solve this, a distributed gradient with quantized and adversarial attack method (DISGAQAAM) is proposed where non-adversarial agents send quantized information and adversarial agents send perturbed estimates using an attack vector. The results on adversarial attack obtained in this dissertation focuses on detection of attacks, resilience against attacks and the convergence attributes of distributed optimization models under adversarial attack in a limited communication environment and differ from those in [9, 19, 22] where the authors focus mostly on detection and preventive strategies in dealing with adversarial agents.

The attack model is such that the adversarial agents consume communication bandwidths available in a bid to obstruct the non-adversarial agents from reaching the optimal solution of the network objective. To cope with hogging of the communication bandwidth, the non-adversarial agents quantize the estimates they broadcast to their neighboring agents via an adaptive quantizer. Researchers have explored different quantization designs and how they affect the behavior and convergence of distributed optimization problems as seen in [42,46-49]. Nonetheless, these quantization mechanisms usually result in quantization errors and some researchers have also explore techniques on how to compensate for those errors as seen in [50-55]. In [56], a uniform quantizer is used to show how the estimates of non-adversarial agents can converge to the neighborhood of the optimal solution when adversarial agents disrupt the network. This dissertation focuses on the design of a fixed and adaptive quantizer in a communication-constrained environment amidst the presence of adversarial agents. An adaptive quantizer is studied in [57] in a communication-constrained
environment but the authors did not consider the presence of adversarial attacks by malicious actors which is a contribution of this dissertation.

In the cause of this thesis, a novel distributed gradient with adaptive quantization and adversarial attack method (DISGAQAAM) is presented using an adaptive quantizer when non-adversarial agents try to survive the havoc caused by adversarial agents due to the injection of attack by the adversarial agents. The DISGAQAAM method is described in a manner that non-adversarial agents can detect the presence of an attack by using an outlier test according to relationship between the resolution of the quantizer and the attack vector as described. It is shown that under strong convexity of the objective function, convergence to the neighborhood of the optimal solution can still be obtained using a suitable step size. A detection strategy is also proposed as a way to detect adversarial agents in the network.

Solving many distributed optimization algorithms in a network with adversarial agents, especially in large-scale systems fit the paradigm for distributed optimization in which components or agents of the system locally and iteratively solves a part of an optimization problem. The agents including the adversarial and non-adversarial agents exchange information with other (neighboring) agents in the network to arrive at a system-wide solution. Distributed decision problems are common in many areas including power systems, multi-agent systems, wireless sensor networks and have seen a recent surge in distributed machine learning, where server and worker nodes cooperate to solve learning problems as seen in [58-61]. Typically, in a network comprising $n$ agents, each agent (whether good or bad) has a (sometimes private) local objective function $f_{i}(x)$ and the goal is to optimize an aggregate function comprising the local objective functions of the agents $\sum_{i=1}^{n} f_{i}(x)$. In much of the literature, the local objective functions are usually assumed to be strongly convex and Lipschitz smooth.

The literature on distributed optimization methods is rich and encompasses a wide range of methods
that have been proposed to solve such problems including Alternating Direction Method of Multipliers (ADMM) dual averaging, gradient-based and Newton-type methods. While the ADMM framework can easily handle a broader class of functions e.g. nondifferentiable functions, can be parallelized and is easy to implement, it has a very poor convergence rate [10]. Dual averaging methods, on the other hand, in which agents keep estimates of the decision variable and exchange them with neighboring agents are known to perform even more poorly than ADMM [62,63]. Many of the work on distributed optimization with adversaries have been done using distributed gradient descent (DGD) methods and their variants, which attempt to combine the merits of the dual averaging and ADMM are appealing and have been studied in the literature [12,34,64-69]. Applying the gradient-descent method to minimize strongly convex and smooth objective functions, is known, results in a linear rate of convergence with an appropriately chosen step size [70]. When adversarial agents are present in a network, the algorithms might not converge linearly to be exact but can converge to a neighborhood of an optimal solution as seen in [7] and [56]. To overcome the convergence rate limitations of gradient-based methods, second-order (Newton-type) algorithms have been proposed $[71,72]$. Though Newton-type methods have quadratic convergence rates, the computational and storage overhead incurred in inverting the Hessian is significant, particularly for large-scale problems that have a high number of variables especially in large distributed systems with multiple agents. Furthermore, to distribute the computation of Newton-type methods, positive-definiteness of the Hessian of the objective function is needed to ensure methods like matrix splitting are applicable [73,74].

To ensure great performance of distributed algorithms in the presence of attacks, one has to choose the step size appropriately to speed up convergence. Even though constant or decaying stepsizes are commonly used in gradient-based and Newton-type methods, the Quasi-Newton methods that leverage the computation structure of the gradient methods alongside the fast convergence properties of Newton-type methods have been studied, including methods like the Broyden-Fletcher-

Goldfarb-Shanno (BFGS) algorithm [75, 76], the Davidon-Fletcher-Powell [77,78] algorithm and the Barzilai-Borwein (BB) method first introduced in [79]. To illustrate the performance of QuasiNewton Methods, we consider solving problem (1.1) in a distributed manner. The gradient descent update is given by:

$$
x_{i}(k+1)=x_{i}(k)-\alpha_{i} \nabla f_{i}(x(k)),
$$

where $x_{i}$ is the estimate of each agent $i, \alpha_{i}$ is the step size of each agent $i$ and $\nabla f_{i}(x(k))$ is the gradient of each agent's estimates and the newton update is given by:

$$
\begin{equation*}
x_{i}(k+1)=x_{i}(k)-F^{-1}\left(x_{i}(k)\right) \nabla f_{i}(x(k)) . \tag{2.1}
\end{equation*}
$$

In equation (2.1), computing the inverse of the hessian $F^{-1}$ for large scale problems becomes a bottleneck, hence the relevance of Quasi-Newton Methods. The central idea in the performance of these methods is to speed up convergence by exploiting the information from the inverse hessian without necessarily computing it explicitly. For example, Barzilai-Borwein quasi-Newton method computes step-sizes using the difference of successive iterates and the gradient evaluated at those iterates. One of the appealing properties of the BB method is the simple nature of the computations and updates involved, even in the distributed case as shown in the later part of this thesis.

To improve the convergence rates of distributed gradient descent algorithms in the presence of adversarial agents, Barzilai-Borwein methods can be employed. In this regard, a preliminary work is presented in the later part of this dissertation to show its effectiveness in addressing the challenges of computing the inverse of the hessian. The work on BB method in the last chapter of this dissertation builds on earlier work on Distributed Gradient Descent (DGD) methods [12,80], [81-83] as well as distributed Barzilai-Borwein methods $[84,85]$ where the authors analyze two-dimensional convexquadratic functions. More recent efforts in [86], which took an adapt-then-combine strategy for agreement updates obtained a geometric rate of convergence. As shown in the last chapter of
this dissertation, a fully distributed algorithm that converges $Q$-linearly to the optimal solution is proposed. The difference between the theoretical results obtained from the later part of this dissertation and the results in [84-86] is the is the direct approach used in achieving Q-Linear convergence which is not the case for the results cited. The approach taken in the BB method is applicable to strongly convex functions and the centralized and distributed cases are analysed where computation of the step-sizes are done in an uncoordinated manner. In this approach, agents locally carry out computations, exchange information with neighboring agents to reach an agreement and use information obtained from other agents to continue the iterative process. The applications of the BB methods to combating adversarial attacks is a future work that will be explored and curious readers are welcome to embark on this research topic.

Optimization problems with models are also applicable in online convex optimization and have been explored in [87] where the author measured the performance of an online problem involving an adversarial loss functions and an adversarial constraint via dynamic regret. In the pursuit of examining the performance of a distributed optimization problem with adversarial attack, an online optimization application of a gradient-based algorithm using the Barzilai-Borwein step sizes is presented in the last chapter of this dissertation. Online Optimization involves a process where an online agent makes a decision without knowing whether the decision is correct or not. The objective of the online agent is to make a sequence of accurate decisions given knowledge of the optimal solution to previous decisions. A common notion associated with many optimization problems known as regret measures how well the online agent performs after a certain time, based on the the difference between the loss incured and the best decision taken [88]. The problem of online optimization has applications to a number of fields including game theory, the smart grid and classification in machine learning amongst others. Performance of online optimization algorithms is usually measured in terms of the aggregate regret suffered by the online agent compared with the known optimal solution of each problem across the sequence of problems.

Online optimization methods and algorithms have been studied using different methods including gradient-based methods [88-90]. Extensions have been considered on unconstrained problems [91] and online problems with long-term [92]. Problems in dynamic environments have also been analyzed in [87,93-97]. The author in [94] used gradient tracking technique in a static optimization scenario and showed that the regret bounds in the dynamic optimization case is independent of the time horizon. In [95], the authors obtained sublinear regret in a dynamic case for a distributed online problem using the primal-dual descent algorithm. The authors in [96] obtained sublinear regret for a distributed online framework that has time-varying constraints and presented a fit technique to deal with constraint violations. In [87], the authors solves the online optimization problem with an application to adversarial attack. They explored an online constrained problem with adversarial objective functions and constraints and obtained a sublinear regret. The key contribution in the online optimization algorithm proposed in the later part of this dissertation is the introduction of the Quasi-Newton Barzilai-Borwein ( BB ) method in the online scenario to speed up convergence and avoid the bottleneck of computing the inverse of the hessian that the Newton method demands. Additionally, the results in [88-90] used regular gradient methods in obtaining sublinear regret while the online work proposed in the later part of this dissertation obtains a similar sublinear regret using the BB step sizes. As well-structured as gradient methods are, applying them to large-scale online problems face several challenges and become impractical due to their well-known slow convergence rates in the static settings [98]. The newton method's limitations in storing and inverting the inverse of the hessian also makes them impractical for large-scale online optimization problems. In this regard, an online distributed Barzilai-Borwein method is proposed as a preliminary work in the last chapter of this dissertation.

Problems Studied in the Dissertation: The problems explored are itemized as follows:

- A distributed optimization method is proposed in a scenario where adversarial agents inject
attack into the network by perturbing their estimates by an attack vector. Convergence to a neighborhood of the optimal solution is proved for a complete and general graph despite the presence of adversarial agents in the network.
- Conditions under which adversarial agents can force divergence are shown. Using suitable preventive mechanisms, detection and resilience strategies are shown to deal with the injection of attack performed by adversarial agents. A bound on the attack vector is shown as a detection metric to identify adversarial agents in the network.
- To manage the bandwidth that the adversarial agents use due to their attack, a distributed gradient algorithm that involves non-adversarial agents quantizing their estimates is proposed. Both fixed and adaptive quantizers are used and results show that non-adversarial agents can still approach the neighborhood of the optimal solution.
- To improve the convergence rates of distributed optimization problems with adversaries, a preliminary work on distributed Quasi-Newton Method is proposed as a possible improvement over the Newton method. The applications of Quasi-Newton Method to online optimization is also showed.

The next chapter explores a distributed optimization model in the presence of adversaries.

## CHAPTER 3: DISTRIBUTED OPTIMIZATION IN THE PRESENCE OF MALICIOUS AGENTS

This chapter presents an analysis of the effects of malicious agents on the solution of a distributed optimization problem over a network using the gradient descent algorithm. It is shown how adversarial nodes can disrupt convergence to optimal solution of the network with knowledge of the average initial value of the non-malicious agents. When the network structure connecting the agents is a complete graph, it is shown how cooperation enables the agents to prevent convergence to the optimal solution by perturbing their local estimates. However when the network structure is not a complete graph, it is characterized how the malicious agents can cause disruption if they have an initial value of the regular agents estimates. This thesis shows that for the agents solving the distributed optimization problem to converge to a neighborhood of the optimal solution, the distance between their average initial value and the optimal solution has to be less than the magnitude of the attack vector.

## Notations

Vectors and matrices are represented by boldface lower and upper case letters, respectively. We denote the set of positive and negative reals as $\mathbb{R}_{+}$and $\mathbb{R}_{-}$, a vector or matrix transpose as $(\cdot)^{T}$, and the L2-norm of a vector by $\|\cdot\|$. The gradient of a function $f(\cdot)$ is denoted $\nabla f(\cdot)$ and the Hessian of a function $f(\cdot)$ be $F(\cdot)=\nabla^{2} f(\cdot)$. We denote a vector or matrix transpose as $(\cdot)^{T}$, and the L2-norm of a vector by $\|\cdot\|$. We also denote the gradient of a function $f(\cdot)$ as $\nabla f(\cdot)$ and an $n$ dimensional vector of ones as $1_{n}$.

The problem on distributed optimization with adversaries is formulated in the next section.

## Problem Formulation and Attack Model

We consider a network comprising $n$ agents represented by an undirected graph $G=(\mathcal{V}, \mathcal{E})$ where $\mathcal{V}=1,2, \ldots n$ is the set of nodes (agents) and $\mathcal{E}=(i, j)$ is the set of edges. Let the neighbors of each agent $i$ be denoted by the set $N_{i}=\{j:(i, j) \in \mathcal{E}\}$. Because the graph is undirected, $(i, j) \in \mathcal{E}$ also implies $(i, j) \in \mathcal{E}$. Let a closed convex set be defined as intersections of closed points in space that are on a side of a hyperplane. The agents collectively solve the unconstrained distributed optimization problem

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{X}} f(\boldsymbol{x})=\sum_{i=1}^{n} f_{i}(\boldsymbol{x}), \tag{3.1}
\end{equation*}
$$

where each local objective function $f_{i}(\cdot)$ is convex and smooth and $\mathcal{X}$ is the feasible set. To solve the optimization problem using the gradient descent method, each agent $i$ maintains a local copy $\boldsymbol{x}_{i} \in \mathbb{R}^{p}$ of the decision variable $\boldsymbol{x} \in \mathbb{R}^{p}$ and carries out a local update using their local cost function and broadcast the same to their neighbors:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\alpha_{i} \nabla f_{i}(\boldsymbol{x}(k)), \tag{3.2}
\end{equation*}
$$

where $\alpha_{i} \in \mathbb{R}_{+}$is an appropriately chosen step size. It is known that if $f_{i}$ is convex and differentiable, with an appropriately chosen step size $\alpha_{i}$ the updates in Equation 3.2 will converge to the optimal solution [11]. The problem set-up considers two cases - the complete graph and the non-complete graph case. In the complete graph case, the adversarial agents are assumed to know one other and coordinate the choice of an attack vector.

Similar to adversarial machine learning, the forms of attack can be black box (the attacker has no knowledge of the model), grey box (attacker has partial knowledge of the model) or white box (the attacker has complete knowledge of the model). In the context of this dissertation, it is assumed that the attackers takes the white box attack form and it is assumed that the adversarial agents are
not known to the rest of the network a priori. In this chapter, it is assumed that adversarial agents have knowledge of the model needed to cause obstruction. Assumptions on the attack model are shown below:

- Adversarial agents have knowledge of the algorithm and the goal of non-adversarial agents.
- Since adversarial agents know the problem that malicious agents are solving, they can perturb in a manner to result in a deviation of the optimal solution non-adversarial agents are trying to achieve.
- Non-adversarial agents can detect adversarial agents in the network using a detection strategy that will be explored in the later part of the thesis.

The objective of the adversarial or malicious nodes is to deviate the network from reaching the true optimal solution $x^{*}$ of Problem 3.1. To accomplish the malicious objective, rather than follow the update in Equation 3.2, the adversarial nodes perturb their local estimates with an attack vector $\epsilon \in \mathbb{R}^{p}:$

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\alpha_{i} \nabla f_{i}(\boldsymbol{x}(k))+\epsilon(k), \tag{3.3}
\end{equation*}
$$

before broadcasting their estimates to neighboring agents in the network. We note that an alternative formulation is to assume an objective function of the form:

$$
\begin{equation*}
\min _{x} \hat{f}(\boldsymbol{x}) \tag{3.4}
\end{equation*}
$$

for the adversarial agents such that the optimal solution to $\hat{f}(x)$ is $x^{a}=x^{*}+\hat{\epsilon}$, where $x^{*}$ is the optimal solution to the objective function $f(\boldsymbol{x})$. We assume the adversarial agents carefully pick values of $\epsilon$ by which to perturb their local estimates.

Next, convergence of the distributed gradient-based method to solve Problem (3.1) using the update
in (3.2) when there are malicious agents is analysed. Before proceeding, however, the assumptions being made on Problem (3.1) is stated below.

Assumption 1. The cost function $f(\boldsymbol{x})$ in Problems (3.1) is strongly convex and twice differentiable.
This implies that for any vectors $x, y \in \mathbb{R}^{p}$, there exists $\mu \in \mathbb{R}_{+}$such that:

$$
f(x) \geq f(y)+\nabla f(y)^{T}(x-y)+\frac{\mu}{2}\|x-y\|^{2} .
$$

Assumption 2. The gradient of the objective function $\nabla f$ is Lipschitz continuous. This implies that for all vectors $x, y \in \mathbb{R}^{n}$, there exists a constant $L \in \mathbb{R}_{+}$such that: $\|\nabla f(\boldsymbol{x})-\nabla f(y)\| \leq L\|x-y\|$.

Assumption 3. The attack vector $\epsilon$ is uniformly bounded. This means that a constant $C>0$ exists such that $\|\epsilon\| \leq C$.

These assumptions are standard in the distributed optimization literature, as they allow for analysis.

## Convergence Analysis

Convergence for the problem and attack model presented in Section 3 will be characterized, based on the distributed gradient descent algorithm and agreement updates. Each agent $i$ updates his local estimate $x_{i}$ and takes a weighted average of neighboring nodes following

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\sum_{j \in N_{i} \cup\{i\}} W_{i j} \boldsymbol{x}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right), \tag{3.5}
\end{equation*}
$$

where $W$ is an $n$-dimensional square weighting matrix comprising entries $W_{i j}$ that denote the weight attached to agent $j$ 's estimate by agent $i$.

Let $X=\left[\boldsymbol{x}_{1} ; \boldsymbol{x}_{2} ; \ldots \boldsymbol{x}_{n}\right]^{T} \in \mathbb{R}^{n p}$ be the concatenation of the local variables $\boldsymbol{x}_{i}, I_{p}$ be the identity matrix whose dimension is $p, \otimes$ be the Kronecker operation, $1_{n}$ be an $n$ dimensional vector
of ones and let $W$ be doubly stochastic. We can express equation (3.5) more compactly as: $X(k+1)=\left(W \otimes I_{p}\right) X(k)-\alpha_{i} \nabla f(X(k))$, where $W \otimes I_{p} \in \mathbb{R}^{n p \times n p}$, and $\nabla f(X(k)) \in \mathbb{R}^{n p}$ is the gradient of the objective $f(\cdot)$ evaluated at $X(k)$. The doubly stochastic matrix $W$ has one eigenvalue $\lambda=1$ and the other eigenvalues satisfy $0<\lambda<1$.

Convergence analysis to a neighborhood of the optimal solution will be examined by using the relationship: $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|$. However, we must keep in mind that the bound on $\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|$ in the following Lemma captures the information on the spectral gap.

Lemma 3.0.1. Let Assumptions 1, 2 and 3 hold with $\beta$ being the second biggest value of the eigenvalues of the weights $W$ (which has one eigenvalue equal to 1 and others have values less than 1), the distance between the individual estimates and the averaged estimates is bounded by the following:

$$
\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\| \leq \frac{\alpha \bar{L}_{i}}{1-\beta}
$$

Proof. See [12] for the proof.

## Convergence Analysis Over a Complete Graph

To characterize convergence in the complete graph case, we introduce some additional notation to be used in the analyses. Let the average of local estimates be $\overline{\boldsymbol{x}}(k)$, the average of local gradients at current estimates be $\bar{g}(k)$ and the average of the attack be $\bar{\epsilon}$; that is, $\overline{\boldsymbol{x}}(k)=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}(k), \quad \bar{\epsilon}=$ $\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\epsilon}_{i}(k), \quad$ and $\quad \bar{g}(k)=\frac{1}{n} \sum_{i=1}^{n} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right)$. where $\overline{\boldsymbol{x}}(k) \in \mathbb{R}^{p}, \bar{g}(k) \in \mathbb{R}^{p}$ and $\bar{\epsilon} \in \mathbb{R}^{p}$.

Based on the definition of $\bar{X}(K)$, let $\bar{X}(k)$ be such that $\bar{X}(k)=[\bar{x}(k), \ldots . \overline{\boldsymbol{x}}(k)] \in \mathbb{R}^{n p}$, then according to Lemma IV. 2 in [12], we have the following: $\bar{X}(k)=\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) X(k)$. Since $W$ is doubly
stochastic, we have the following relationship:

$$
\begin{equation*}
\bar{X}(k+1)=\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) X(k) . \tag{3.6}
\end{equation*}
$$

From Equation (3.6) as proved in [12], the consensus update can be expressed as $\overline{\boldsymbol{x}}(k+1)=$ $\overline{\boldsymbol{x}}(k)-\alpha \bar{g}(k)$.

For the complete graph case, since the malicious agents are aware of one another and can cooperate, collectively deciding on the degree $\epsilon$ to which they want to perturb their local estimates for their adversarial goal. Therefore, all malicious agents choose the same $\epsilon \in \mathbb{R}^{p}$ which is the average of all attack vectors received from neighbors estimates. In our first result, we derive the condition under which convergence to a neighborhood of the optimal solution may be attained. As we will see, the size of the neighborhood, amongst others depends on the magnitude of the attack vector $\epsilon$.

Lemma 3.0.2. Suppose Assumptions 1, 2 and 3 hold. If the average initial value of of the agents when malicious agents are present satisfy $\left\|\bar{x}(0)-x^{*}\right\|<\|\epsilon\|$ and the step size $\alpha$ satisfies the following relationship: $\quad \alpha<\frac{2}{\mu+L}$, then the iterates generated converge to a neighborhood of the optimal solution, $x^{*}$; where $\mu$ and $L$ are the strong convexity parameter and Lipschitz constant of the objective function and its gradient respectively with $\mu \leq L$.

Proof. The iterative equation solution for a distributed gradient descent is:

$$
X(k)=-\alpha \sum_{s=0}^{k-1}\left(W^{(k-1-s)} \otimes I\right) \nabla f(x(s)),
$$

which accounts for the consensus step as well. The relationship between the optimal solution $x^{*}$ and the desired malicious solution $x^{a}$ of the adversarial agents can be expressed as: $x^{a}=x^{*}+\epsilon$. When malicious agents are present, we have the following update: $\overline{\boldsymbol{x}}(k+1)-x^{a}=\overline{\boldsymbol{x}}(k)-\alpha \bar{g}(k)-x^{a}$. We now have the iterate equation as: $\overline{\boldsymbol{x}}(k+1)-\left(x^{*}+\epsilon\right)=\overline{\boldsymbol{x}}(k)-\left(x^{*}+\epsilon\right)-\alpha \bar{g}(k)$. To analyze
convergence of the iterates to the optimal solution, we will begin by considering the iterative equation. We can express $\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}-\epsilon\right\|^{2}$ as:

$$
\begin{aligned}
\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}-\epsilon\right\|^{2}=\left\|\overline{\boldsymbol{x}}(k)-x^{*}-\epsilon-\alpha \bar{g}(k)\right\|^{2}= & \left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}+\|\epsilon\|^{2}+\alpha^{2}\|\bar{g}(k)\|^{2}+2 \epsilon\left(\alpha \bar{g}(k)-\left(\overline{\boldsymbol{x}}(k)-x^{*}\right)\right) \\
& -2\left(\overline{\boldsymbol{x}}(k)-x^{*}\right)^{T}(\alpha \bar{g}(k)) .
\end{aligned}
$$

By using vector norm principle, we know that for vectors $a, b$, the inequality $2 a^{T} b \leq\|a\|^{2}+\|b\|^{2}$ is satisfied. By similarly applying vector norm principles, we have the following:

$$
\begin{aligned}
& 2 \epsilon\left(\alpha \bar{g}(k)-\left(\overline{\boldsymbol{x}}(k)-x^{*}\right)\right) \leq\|\epsilon\|^{2}+\left\|\alpha \bar{g}(k)-\left(\overline{\boldsymbol{x}}(k)-x^{*}\right)\right\|^{2}=\|\epsilon\|^{2}+\|\alpha \bar{g}(k)\|^{2}+\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}-2\left(\overline{\boldsymbol{x}}(k)-x^{*}\right)^{T} \\
& \leq\|\epsilon\|^{2}+\alpha^{2}\|\bar{g}(k)\|^{2}+\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}-\alpha c_{1}\|\bar{g}(k)\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2},
\end{aligned}
$$

where the values of $c_{1}$ and $c_{2}$ are [11]:

$$
c_{1}=\frac{2}{\mu+L} \quad \text { and } \quad c_{2}=\frac{2 \mu L}{\mu+L} .
$$

By using strong convexity of the objective function we obtain (Theorem 2.1.12 in [11]):

$$
\begin{align*}
\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}-\epsilon\right\|^{2}= & \left\|\overline{\boldsymbol{x}}(k)-x^{*}-\epsilon-\alpha \bar{g}(k)\right\|^{2} \leq\left\|\bar{x}(k)-x^{*}\right\|^{2}+\|\epsilon\|^{2}+\alpha^{2}\|\bar{g}(k)\|^{2}+\|\epsilon\|^{2}+\alpha^{2}\|\bar{g}(k)\|^{2} \\
& +\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}-\alpha c_{1}\|\bar{g}(k)\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}-\alpha c_{1}\|\bar{g}(k)\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}, \\
= & \left(2-2 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}+\left(2 \alpha^{2}-2 \alpha c_{1}\right)\|\bar{g}(k)\|^{2}+2\|\epsilon\|^{2} . \tag{3.7}
\end{align*}
$$

In what follows we would show that the terms in the right hand side of Equation (3.7) does not grow unbounded and is, in fact, related to the initial iterates and magnitude of the malicious attack. Clearly $\|\epsilon\|^{2}$ is positive and $\left(2 \alpha^{2}-2 \alpha c_{1}\right)$ is negative when $\alpha<c_{1}$. Now we will show that $\left(2-2 \alpha c_{2}\right)>0$ by equivalently showing that $\alpha c_{2}<1$.

By using the value $c_{2}=\frac{2 \mu L}{\mu+L}$, we obtain the following relationship: $\alpha c_{2}=\frac{2 \alpha \mu L}{\mu+L}$. Since $\alpha<\frac{1}{\mu}$, then we obtain the upper bound $\alpha c_{2}$ as follows: $\alpha c_{2}<\frac{1}{\mu} \frac{2 \mu L}{\mu+L}=\frac{2 L}{\mu+L}$. We know that both $L$ and $\mu$ are
positive and $\mu \leq L$. Therefore if $\mu=L$, then, $2 L /(\mu+L)=1$. So we obtain the fact that $\alpha c_{2}<1$. We have now affirmed that $\left(2-2 \alpha c_{2}\right)>0$. Moreover, if $\alpha c_{2}>\frac{1}{2}$, then we obtain that $1-\alpha c_{2}<\frac{1}{2}$ and we obtain that $2-2 \alpha c_{2}<1$. Therefore by using the following condition: $0<2-2 \alpha c_{2}<1$, the left hand side of Equation (3.7) can be upper bounded by

$$
\begin{equation*}
\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}-\epsilon\right\|^{2} \leq\left(2-2 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}+2\|\epsilon\|^{2} . \tag{3.8}
\end{equation*}
$$

If $\overline{\boldsymbol{x}}(k+1)-x^{*}<0<\epsilon$, then we have the relationship below:

$$
\begin{equation*}
\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}-\epsilon\right\|^{2}>\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}\right\|^{2} . \tag{3.9}
\end{equation*}
$$

From equations (3.8) and (3.9), we obtain the following relationship: $\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}\right\|^{2} \leq(2-$ $\left.2 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}+2\|\epsilon\|^{2}$. By applying recursion we obtain the upper bound of $\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}$ to be:

$$
\begin{equation*}
\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2} \leq\left(2-2 \alpha c_{2}\right)^{k}\left\|\overline{\boldsymbol{x}}(0)-x^{*}\right\|^{2}+2\|\epsilon\|^{2}, \tag{3.10}
\end{equation*}
$$

from which we conclude that, after taking the square roots of both sides of equation (3.10), the following relationship holds:

$$
\begin{equation*}
\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\| \leq\left(2-2 \alpha c_{2}\right)^{\frac{k}{2}}\left\|\overline{\boldsymbol{x}}(0)-x^{*}\right\|+\sqrt{2}\|C\| . \tag{3.11}
\end{equation*}
$$

where $C$ is the bound on the attack vector. Hence, the iterates converge to the neighborhood of the optimal solution, $x^{*}$.

The central idea in Lemma 3.0.2 is that the average initial value of the agents need to lie within $\epsilon$ of the optimal solution $x^{*}$ for the agents to converge to a neighborhood of the optimal solution in the presence of malicious agents. Knowledge of the average initial starting value is also critical for
the adversarial nodes, because their choice of $\epsilon$ could depend on the initial average value of $\overline{\boldsymbol{x}}$. The compete graph case in Lemma 3.0.2 also allows for adversarial agents who know one another to cooperate in choosing the attack vector or perturbation parameter $\epsilon$. However, the downside is the possibility of jointly picking the wrong attack vector to bolster their malicious objective.

Next, we consider a general case where cooperation is not as easy because of the subset of malicious agents may not be neighbors.

## Convergence Analysis over General Graph Structures

We consider the case in which the communication structure is more general, as opposed to being a complete graph. With a general structure, malicious agents do not necessarily have the liberty to cooperate and agree on values for the attack vector $\epsilon$, since they may not be adjacent to one another in the network. In other words, each regular agent independently solves the minimization problem (3.1) with the malicious agents additively perturbing their local estimates by the attack vector $\epsilon_{i}$. We will now examine the conditions on the attack parameter that enables convergence when non-adversarial and malicious agents are present in a general graph structure. In the analysis that follows, we assume that the largest value of $\epsilon_{i}$ is chosen based on the estimates the agents receive from neighbors.

We will now show conditions on $\epsilon$ that enable neighborhood convergence of iterates to the optimal point.

Lemma 3.0.3. Suppose Assumptions 1, 2 and 3 hold, and let the bounded $\epsilon \geq 0$. If $\left\|\boldsymbol{x}_{i}(0)-x^{*}\right\|<$ $0<\epsilon_{i} \forall i$ and the step size $\alpha$ satisfies $\quad \alpha<\frac{2}{\mu+L}$, then the individual iterates generated converge to the neighborhood of the optimal solution, $x^{*}$.

Proof. The proof is similar to the one in Lemma 3.0.2 except that in this scenario, each agent is
individually solving its own problem. In this case, the malicious agents are not cooperating to coordinate the attack vector $\epsilon$. We begin with the iterate equation:

$$
\begin{align*}
\left\|\boldsymbol{x}_{i}(k+1)-x^{*}-\epsilon_{i}\right\|^{2}= & \left\|\boldsymbol{x}_{i}(k)-x^{*}-\epsilon_{i}-\alpha g(k)\right\|^{2}=\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}+\left\|\epsilon_{i}\right\|^{2}+\alpha^{2}\|g(k)\|^{2}  \tag{3.12}\\
& +2 \epsilon_{i}\left(\alpha g(k)-\left(\boldsymbol{x}_{i}(k)-x^{*}\right)\right)-2\left(\boldsymbol{x}_{i}(k)-x^{*}\right)^{T}(\alpha g(k)) .
\end{align*}
$$

Leveraging the fact that for vectors $a, b$, the inequality $2 a^{T} b \leq\|a\|^{2}+\|b\|^{2}$ holds, we can further simplify the fourth summand in Equation (3.12) as

$$
\begin{aligned}
2 \epsilon_{i}\left(\alpha g(k)-\left(\boldsymbol{x}_{i}(k)-x^{*}\right)\right) & \leq\left\|\epsilon_{i}\right\|^{2}+\left\|\alpha g(k)-\left(\boldsymbol{x}_{i}(k)-x^{*}\right)\right\|^{2}=\left\|\epsilon_{i}\right\|^{2}+\|\alpha g(k)\|^{2}+\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}-2\left(\boldsymbol{x}_{i}(k)-x^{*}\right)^{T}, \\
& \leq\left\|\epsilon_{i}\right\|^{2}+\alpha^{2}\|g(k)\|^{2}+\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}-\alpha c_{1}\|g(k)\|^{2}-\alpha c_{2}\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2} .
\end{aligned}
$$

where the values of $c_{1}$ and $c_{2}$ are respectively [11]:

$$
c_{1}=\frac{2}{\mu+L} \quad \text { and } \quad c_{2}=\frac{2 \mu L}{\mu+L}
$$

Hence, Equation (3.12) can be upper bounded by:

$$
\begin{aligned}
\left\|\boldsymbol{x}_{i}(k+1)-x^{*}-\epsilon_{i}\right\|^{2}= & \left\|\boldsymbol{x}_{i}(k)-x^{*}-\epsilon_{i}-\alpha g(k)\right\|^{2} \leq\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}+\left\|\epsilon_{i}\right\|^{2}+\alpha^{2}\|g(k)\|^{2}+\left\|\epsilon_{i}\right\|^{2}+\alpha^{2}\|g(k)\|^{2} \\
& +\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}-\alpha c_{1}\|g(k)\|^{2}-\alpha c_{2}\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}-\alpha c_{1}\|g(k)\|^{2}-\alpha c_{2}\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}, \\
= & \left(2-2 \alpha c_{2}\right)\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}+\left(2 \alpha^{2}-2 \alpha c_{1}\right)\|g(k)\|^{2}+2\left\|\epsilon_{i}\right\|^{2} .
\end{aligned}
$$

Since $\left\|\epsilon_{i}\right\|^{2}$ is positive, the term $\left(2 \alpha^{2}-2 \alpha c_{1}\right)$ is negative when $\alpha<c_{1}$ and using the fact that $0<\left(2-2 \alpha c_{2}\right)<1$, which we showed in Lemma 3.0.2, we obtain the following:

$$
\begin{equation*}
\left\|\boldsymbol{x}_{i}(k+1)-x^{*}-\epsilon_{i}\right\|^{2} \leq\left(2-2 \alpha c_{2}\right)\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}+2\left\|\epsilon_{i}\right\|^{2} \tag{3.13}
\end{equation*}
$$

Since $\boldsymbol{x}_{i}(k+1)-x^{*}<0<\epsilon_{i}$, we obtain the relationship below:

$$
\begin{equation*}
\left\|\boldsymbol{x}_{i}(k+1)-x^{*}-\epsilon_{i}\right\|^{2}>\left\|\boldsymbol{x}_{i}(k+1)-x^{*}\right\|^{2} . \tag{3.14}
\end{equation*}
$$

From equations (3.13) and (3.14), we obtain: $\left\|\boldsymbol{x}_{i}(k+1)-x^{*}\right\|^{2} \leq\left(2-2 \alpha c_{2}\right)\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2}+2\left\|\epsilon_{i}\right\|^{2}$, and by the recursive relationship, we obtain the bounds: $\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\|^{2} \leq\left(2-2 \alpha c_{2}\right)^{k}\left\|\boldsymbol{x}_{i}(0)-x^{*}\right\|^{2}+2\left\|\epsilon_{i}\right\|^{2}$, from which we conclude that $\left\|x_{i}(k)-x^{*}\right\|$ can be bounded as the following:

$$
\left\|\boldsymbol{x}_{i}(k)-x^{*}\right\| \leq\left(2-2 \alpha c_{2}\right)^{\frac{k}{2}}\left\|\boldsymbol{x}_{i}(0)-x^{*}\right\|+\sqrt{2}\left\|\epsilon_{i}\right\| .
$$

Therefore, the individual iterates converge to the neighborhood of the optimal solution, $x^{*}$.

Lemma 3.0.3 illustrates the deviations of individual agents from the optimal solution and the bound indicates the chosen attack vector affects the neighborhood of convergence. While in Lemma 3.0.2 allows adversarial agents to coordinate and use a uniform attack vector $\epsilon$, the result in Lemma 3.0.3 does not require cooperation or the use of a uniform attack vector.

Remark 1. The disparities in the convergence analysis of the complete and general graph are due to how adversarial choose their attack vectors. If the attackers jointly choose their attack vector favorably, then the complete graphical structure will be more favorable for the adversarial agents than the general graphical structures as they have more leverage in the obstruction process. However, the general graphical structure has advantages too as there is more privacy and flexibility for the adversarial agents to choose their attack vectors. The results for both the complete and general graphical structures can be improved by making the attack vector as a function of the agents estimates for more interdependence.

## Numerical Experiments

We illustrate our theoretical results of Lemmas 3.0.2 and 3.0.3 in a network of $n=10$ agents over 100 iterations using the linear regression loss function as follows:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{p}} f(\boldsymbol{x})=\sum_{i=1}^{n} \frac{1}{2}\left\|A_{i} \boldsymbol{x}-b_{i}\right\|^{2}, \tag{3.15}
\end{equation*}
$$

in a distributed way. In equation (3.15), $n=10, A_{i}$ is a $n$ by $n$ matrix and $b_{i}$ is an $n$ by 1 matrix. The gradient of the the function in equation (3.15) is $A^{T}\left(A_{i} \boldsymbol{x}-b_{i}\right)$. Given that the Lipschitz constant $L$ is the largest eigenvalue of $A^{T} A$ and the strong convexity constant $\mu$ is the smallest eigenvalue of $A^{T} A$, we choose a step size such that $\alpha<\frac{2}{\mu+L}$ to satisfy the strong convexity assumptions based on results of Lemmas 3.0.2 and 3.0.3. We will show how the choices of attack vectors of different magnitudes and agents' initial estimates influence convergence to a neighborhood of the optimal solution. In the illustrations to follow, entries of the attack vector was drawn uniform distribution over the interval $(0,1)$. For the complete and general graph cases below, we use a step size of $\alpha=\frac{1}{\mu+L}$.

## Complete Graph Case with Common Attack Vector

We begin with the case when the communication network is a complete graph, the case in which the adversarial agents perturb their local iterates with a common attack vector. We define the error as the distance between the average iterate and the optimal solution and present the error convergence in Figure 3.1 to 3.3. For the plot in Figure 3.3, we assumed the number of non-adversarial nodes was 1 with 9 adversarial nodes.

In Figure 3.2, we illustrate convergence of the error when there are 5 adversarial and 5 non-
adversarial nodes in the 10 -node network. Figure 3.1 contains the plot for the scenario with 8 non-adversarial nodes and 2 adversarial nodes, which shows a further reduction in the actual error obtained. In the three figures, we can observe that as the proportion of non-adversarial agents in the network increase, the error convergences faster.


Figure 3.1: Same Attack Simulations for 8 non-adversarial agents and 2 adversarial agents.


Figure 3.2: Same Attack Simulations for 5 non-adversarial agent and 5 malicious agents.

## General Graph Case with Different Attack Vectors

We perform experiments using the same linear regression loss function in a scenario where adversarial agents use a different attack vector. All the parameters used in this scenario are similar to those used in the scenario with same attack vector (section 3). We vary the number of malicious nodes for the general (non-complete) graph case comprising $n=10$ agents while solving Problem (3.15). We also show the error evolution for different proportions of malicious to non-malicious nodes. Figure 3.6 shows the case with 3 non-adversarial and 7 adversarial nodes. Figure 3.5 shows the case with 5 non-adversarial and 5 adversarial nodes; and Figure 3.4 shows the case comprising


Figure 3.3: Same Attack Simulations for 1 non-adversarial agent and 9 malicious agents.

8 non-adversarial nodes and 2 malicious nodes. From the figures, we can observe that as the ratio of malicious nodes in the network increases, the convergence error increases. This outcome is intuitive and expected, since the presence of more agents causing disruption to the distributed consensus-based gradient algorithm would cause a greater deviation from the optimal solution.

In this chapter, the application of distributed optimization in adversarial attacks is shown. In addition, conditions that guarantee convergence to a neighborhood of the optimal solution despite the presence of malicious nodes in a network is presented. The method used in this chapter is the standard distributed gradient descent method.


Figure 3.4: Different Attack Simulations for 8 non-adversarial agent and 2 malicious agents.

In the next chapter, an extension of the application of the problem described in this chapter is presented specifically in a scenario where there are constraints from adversarial attack and quantization.


Figure 3.5: Different Attack Simulations for 5 non-adversarial agent and 5 malicious agents.


Figure 3.6: Different Attack Simulations for 3 non-adversarial agent and 7 malicious agents.

# CHAPTER 4: QUANTIZED AND DISTRIBUTED SUBGRADIENT OPTIMIZATION WITH MALICIOUS ATTACK 

There are different methods for solving communication-constrained problems; some of which are event-triggered, sparsification and Quantization (the focus of this dissertation). In an eventtriggered strategy, communication is done when necessary and especially when a particular event has occurred. Sparsification entails dropping some terms or making some entries ( $x_{i}$ ) zero. Quantization is explored in this chapter where convergence properties of a distributed gradient algorithm in the presence of adversarial agents and limited bandwidth for communication are characterized. The application of a communication-constrained optimization is seen in underwater communication where the communication strategy using the number of bits of information matters due to the complexity of the system. In a communication-constrained environment, agents $\boldsymbol{x}_{i} \in \mathbb{R}^{p}$ transmit up to $p$ floating point numbers. For distributed solution, they exchange $x_{i}(k+1)=p\left(x_{i}(k), x_{j} \ldots.\right)$ with his neighbors. The calculations on the number of bits needed is initially done by computing the number of bits needed for 1 time step. Subsequently, for $\epsilon$ accuracy and $O\left(\frac{1}{\epsilon}\right)$ iterations, the order on the number of bits is $O\left(\frac{1}{\epsilon}\right) * n * p$.

In this chapter, it is shown that the algorithm proposed converges to a neighborhood of the optimal solution and that the closeness to the optimal solution can be expressed in terms of the number of bits from the quantization and the size of the attack vector. The results in this chapter show that if a step size is chosen with respect to the strong convexity and Lipschitz parameters and the subgradient bound is expressed in terms of a suitable step size, then non-adversarial agents are still able to approach the optimal solution despite the presence of adversarial agents. Furthermore, the performance of the algorithm is expressed as a function of the adversarial attack vector and fineness of the quantization.

## Problem Formulation

Suppose there is an undirected graph $G=(\mathcal{V}, \mathcal{E})$ comprising $n$ nodes where $\mathcal{V}=1,2, \ldots n$ is the set of nodes (agents) and $\mathcal{E}=(i, j)$ is the set of edges, the neighbors of each agent $i$ is defined as the set $N_{i}=\{j:(i, j) \in \mathcal{E}\}$. Let a closed convex set be defined as intersections of closed points in space that are on a side of a hyperplane. The agents are to jointly solve the problem

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{X}} f(\boldsymbol{x})=\sum_{i=1}^{n} f_{i}(\boldsymbol{x}), \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{x}$ is the decision variable, $\mathcal{X}$ is the closed, convex, feasible set and each agent $i$ has a component $f_{i}(\cdot)$ of the strongly convex objective function $f(\cdot)$. We assume that some agents in the network act in an adversarial (malicious) manner by perturbing their estimate at each iteration and overwhelming the communication bandwidth for coordination in the network. To manage the limited bandwidth left, the non-adversarial nodes quantize the information shared with neighboring nodes. The uniform quantizer is chosen to ensure that agents use equal and constant step sizes to broadcast information to their neighbors.

As illustrated in Figure 4.1, the thin communication links are used to denote connection between two non-adversarial agents, while thick pipes are used to depict the connection between an adversarial agent and any other agents (adversarial or non-adversarial). The non-adversarial nodes need to manage the communication bandwidth to approach the optimal solution to Equation (4.1) and to overcome the bottleneck caused by adversarial nodes upscaling their estimates. We solve problem (4.1) using the distributed subgradient method. In this framework, each non-adversarial agent $i$ broadcasts quantized iterates $Q\left(\boldsymbol{x}_{i}(k)\right) \in \mathbb{R}^{p}$ based on what is received from neighbors and carry


O Non-adversarial Agent
$\diamond$ Adversarial Agent

Figure 4.1: Adversarial behavior in WSN
out a local update according to:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\boldsymbol{q}_{i}(k)+\sum_{j \in N_{i} \cup\{i\}} w_{i j} \boldsymbol{q}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right), \tag{4.2}
\end{equation*}
$$

where $\alpha_{i} \in \mathbb{R}_{+}$is the step size, $w_{i j}$ is the $(i, j)^{t h}$ element of the weight matrix, and $q_{i}(k)=Q_{k}^{i}\left(\boldsymbol{x}_{i}(k)\right)$ is the quantized value of $\boldsymbol{x}_{i}(k)$. The attack model is explained in the next section.

## Attack Model

The attack model used in this chapter is similar to adversarial machine learning where adversarial agents can attack a machine learning model at the training or testing stage by injecting false data in the dataset. Adversarial agents can attack such a model using different types of attack such as a black box where the attacker has no knowledge of the update, a grey box where the attacker has partial knowledge of the model and a white box where the attacker has complete knowledge of the update. In this chapter, it is assumed that adversarial agents have sufficient knowledge of the model needed to cause obstruction. Assumptions on the attack model are itemized below:

- Adversarial agents have sufficient knowledge of the algorithm and the objective of nonadversarial agents.
- Since adversarial agents are familiar with the problem adversarial agents are solving, they can perturb in a manner to result in a deviation of the optimal solution non-adversarial agents are trying to arrive at.
- Non-adversarial agents can detect adversarial agents in the network using a detection strategy that will be explored in the later part of the thesis.

The aim of the malicious agents is to prevent the network from reaching the optimal solution to Problem (4.1), by perturbing their estimates with either a positive or negative attack vector $e_{i}(k) \in \mathbb{R}^{p}$ (with all entries of the vector being positive or negative) according to the following update equation:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\boldsymbol{q}_{i}(k)+\sum_{j \in N_{i} \cup\{i\}} w_{i j} \boldsymbol{q}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right)+e_{i}(k) . \tag{4.3}
\end{equation*}
$$

After the step in Equation (4.3), the adversarial agents broadcast their estimates to their neighbors.

We note that the adversarial agents can choose either the same attack vector $e(k)$ or different attack vector $e_{i}(k)$ at every iteration in a general graphical structures where $e(k)$ is average of all the attack vectors $e_{i}(k)$. We analyze the general graphical structures scenario and details regarding these graphical structures in an adversarial case are seen in [35].

Now we explore the uniform quantization scheme the non-adversarial agents are using to manage the bandwidth used by adversarial agents in the next section.

## The Uniform Quantizer

Let $\boldsymbol{x} \in \mathbb{R}^{p}$. A uniform quantizer with step size $\delta$ and mid-value $\boldsymbol{x}^{\prime}$ is $\boldsymbol{Q}(x)=\boldsymbol{x}^{\prime}+\operatorname{sign}(\boldsymbol{x}-$ $\left.\boldsymbol{x}^{\prime}\right) \delta\left\lfloor\frac{\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\|}{\delta}+\frac{1}{2}\right\rfloor$, where $\delta=\frac{\ell}{2^{b}}, \ell$ is the size of the quantization interval, $b$ is the number of bits, $\lfloor\cdot\rfloor$ is the floor function and $\operatorname{sign}(x)$ is the sign function. Let the quantization interval be set to [ $\left.\boldsymbol{x}^{\prime}-1 / 2, \boldsymbol{x}^{\prime}+1 / 2\right]$, and the uniform quantizer be denoted as $\boldsymbol{Q}_{k}^{i}\left(\boldsymbol{x}_{i}(k)\right)$ with mid-value expressed as $\boldsymbol{x}_{\Delta, i}^{\prime k}$. Let the quantization outcome $\boldsymbol{q}_{i}(k)=\boldsymbol{Q}_{k}^{i}\left(\boldsymbol{x}_{i}(k)\right)$; then, the quantization error, $\Delta_{i}(k)$ is given by $\Delta_{i}(k)=\boldsymbol{q}_{i}(k)-\boldsymbol{x}_{i}(k)$. Suppose $\ell_{i}$ is the quantization interval size for each agent $i$, the quantization error bound of a uniform quantizer is given by $\left\|\Delta_{i}(k)\right\| \leq \frac{\boldsymbol{\ell}_{i}}{2^{b+1}}$.

The following assumptions are made on Problem (4.1):

Assumption 4. The cost function $f(\boldsymbol{x})$ in Problems (4.1) is strongly convex. This implies that for any vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{p}$, there exists a strong convexity parameter $\mu \in \mathbb{R}_{+}$, with $\mu \leq L$ (where $L$ is the Lipschitz constant) such that: $f(\boldsymbol{x}) \geq f(\boldsymbol{y})+\nabla f(\boldsymbol{y})^{T}(\boldsymbol{x}-\boldsymbol{y})+\frac{\mu}{2}\|\boldsymbol{x}-\boldsymbol{y}\|^{2}$.

Assumption 5. The subgradient $g_{i}$ of $f_{i}$ at $\boldsymbol{x}_{i}$ is uniformly bounded by $\bar{L}_{i}$ in the feasible set $\mathcal{X}$. This implies that there exists $\bar{L}_{i}>0$ such that $\left\|g_{i}\left(\boldsymbol{x}_{i}\right)\right\| \leq \bar{L}_{i}$, where for all $\boldsymbol{y}$, the relationship $f_{i}(\boldsymbol{y}) \geq f_{i}(\boldsymbol{x})+g_{i}^{T}\left(\boldsymbol{y}_{i}-\boldsymbol{x}_{i}\right)$ holds.

Assumption 6. The attack vector $e_{i}(k)$ is uniformly bounded. This means that a constant $C>0$ exists such that for all $k,\left\|e_{i}(k)\right\| \leq C$.

Using the above assumptions, we show below that convergence to a neighborhood of the optimal solution is attained despite the two constraints of malicious attack and quantization described.

Distributed Subgradient Convergence Analysis with Quantization and Attack

We now proceed to the convergence analysis used to solve Problem (4.1). The goal is to analyze convergence to the optimal solution of the minimization problem in equation (4.1) in the presence of quantization and attack as described in section 4. In equation (4.2), each non-adversarial and adversarial agent $i$ achieves consensus with other nodes in the network by taking a weighted average of its estimates and those of its neighbors. This averaged consensus includes non-adversarial and adversarial agents' estimates. Let $X=\left[x_{1} ; \boldsymbol{x}_{2} ; \ldots \boldsymbol{x}_{n}\right]^{T} \in \mathbb{R}^{n p}$ be the concatenation of the local variables $\boldsymbol{x}_{i}$, and let $I_{p}$ be the identity matrix of dimension $p$. When quantization occurs among agents during broadcasting of information, the quantized values can result in solutions that are not feasible when subjected to constraints. This results in an error when projected unto the feasible set. Suppose $\boldsymbol{h} \in \mathbb{R}^{p}$, let $\boldsymbol{\xi}(\boldsymbol{h})$ be the error based on projection of $\boldsymbol{h}$ in the feasible set $\mathcal{X}$, let $\boldsymbol{\Xi}=\left[\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2} ; \ldots \boldsymbol{\xi}_{n}\right]^{T} \in \mathbb{R}^{n p}$ be the concatenation of $\boldsymbol{\xi}_{i}$ and $H$ denotes the concatenation of the local variables of $\boldsymbol{h}_{i}$ with $\boldsymbol{\xi}(\boldsymbol{h})=\boldsymbol{h}-[\boldsymbol{h}]_{\mathcal{X}}$. Another representation of Equation (4.2) is given by:

$$
\boldsymbol{h}_{i}(k)=\sum_{j \in \mathcal{N}_{i}} w_{i j} \boldsymbol{x}_{j}(k)+\boldsymbol{x}_{i}(k)-\boldsymbol{q}_{i}(k)+\sum_{j \in \mathcal{N}_{i}} w_{i j}\left(\boldsymbol{q}_{j}(k)-\boldsymbol{x}_{j}(k)\right)-\alpha(k) \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right),
$$

where $\alpha(k)$ is an appropriately chosen step size. The iterative update equation is now given as:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\left[\boldsymbol{h}_{i}(k)\right]_{\mathcal{X}}=\boldsymbol{h}_{i}(k)-\boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right) . \tag{4.4}
\end{equation*}
$$

We obtain the matrix form of the above update to be the following:

$$
\begin{gather*}
\boldsymbol{H}(k)=\boldsymbol{W} \boldsymbol{X}(k)+(\boldsymbol{I}-\boldsymbol{W})(\boldsymbol{X}(k)-\boldsymbol{Q}(k))-\alpha(k) \boldsymbol{G}(\boldsymbol{X}(k)), \\
\boldsymbol{X}(k+1)=\boldsymbol{H}(k)-\boldsymbol{\Xi}(\boldsymbol{H}(k)) \tag{4.5}
\end{gather*}
$$

where $\boldsymbol{W}$ is a doubly stochastic weight matrix. Suppose $\overline{\boldsymbol{x}}(k)$ and $\overline{\boldsymbol{\xi}}(k)$ are the mean of $\boldsymbol{x}_{i}(k)$ and $\boldsymbol{\xi}_{i}\left(h_{i}(k)\right)$ respectively, we obtain $\overline{\boldsymbol{x}}(k)=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}(k)=\frac{1}{n} \boldsymbol{X}^{T} \mathbf{1} \in \mathbb{R}^{p}$, and

$$
\begin{equation*}
\overline{\boldsymbol{\xi}}(k)=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right)=\frac{1}{n}(\boldsymbol{\Xi}(k))^{T} \mathbf{1} \in \mathbb{R}^{p} . \tag{4.6}
\end{equation*}
$$

We can define the quantization error for each agent $i$ as $\Delta_{i}(k)=\boldsymbol{x}_{i}(k)-q_{i}(k)$, the average of the errors as $\Delta(k)=\frac{1}{n} \sum_{i=1}^{n} \Delta_{i}(k)$ and the average of the attack as $\bar{e}(k)=\frac{1}{n} \sum_{i=1}^{n} e_{i}(k)$. We now obtain: $\overline{\boldsymbol{h}}(k)=\overline{\boldsymbol{x}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)$, and $\overline{\boldsymbol{x}}(k+1)=\overline{\boldsymbol{h}}(k)-\overline{\boldsymbol{\xi}}(k)$. Thus, we obtain the iterative equation:

$$
\begin{equation*}
\overline{\boldsymbol{x}}(k+1)=\overline{\boldsymbol{x}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\overline{\boldsymbol{\xi}}(k) . \tag{4.7}
\end{equation*}
$$

Now we introduce a Lemma that accounts for the bounds of the projection error according to equation (4.6).

Lemma 4.0.1. Let Assumptions 4, 5 and 6 hold with $\Delta(k)$ being the average of the quantization errors. The error due to projection is bounded given by: $\|\overline{\boldsymbol{\xi}}(k)\| \leq \sqrt{8} \Delta(k)+\sqrt{2} \frac{\bar{L}}{n} \alpha$.

Proof. See Appendix B.

Convergence analysis will be examined by using the relationship: $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\| \overline{\boldsymbol{x}}(k)-$ $x^{*} \|$. However, we must examine the bound on $\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|$ in the following Lemma and note that
the bound captures the information on the spectral gap.

Lemma 4.0.2. Let Assumptions 4, 5 and 6 hold with $\beta$ being the second biggest value of the eigenvalues of the weights $W$ (which has one eigenvalue equal to 1 and others have values less than 1), the distance between the individual estimates and the averaged estimates is bounded by the following:

$$
\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\| \leq \frac{\alpha \bar{L}_{i}}{1-\beta}
$$

where $\alpha$ is the step size and $\bar{L}_{i}$ is the subgradient bound.

Proof. See [12] for the proof.

Now we proceed to the main result in the next section.

## Main Result

This section presents a convergence analysis based on the proposition in Sections 4, which is summarized in Theorem 4.0.3 below.

Theorem 4.0.3. Let Assumptions 4, 5 and 6 hold, and suppose the step size $\alpha$ satisfy $\quad \alpha<\frac{2}{\mu+L}$. Given that the size of a uniform quantization interval with $b$ bits be upper-bounded by $\ell \leq \frac{2^{b}}{\sqrt{6}}$, and the subgradient bound be upper-bounded by $\bar{L} \leq 1 / \sqrt{6} \alpha$, then the iterates generated when non-adversarial send quantized estimates converge to a neighborhood of the optimal solution, $x^{*}$ with the neighborhood size given by $\frac{\sqrt{6}\left(l+2^{b} \bar{L}(\alpha)+2^{b} \sqrt{3}\|\bar{e}(k)\|\right.}{2^{b}}$.

Proof. To begin the proof, we first express the relationship between the optimal solutions of the adversarial and non-adversarial agents. Thereafter, the relationships are substituted in the convergence analysis of the proposed distributed optimization problem. Recall that the adversarial
agents are injecting the attack $e_{i}(k)$ and the non-adversarial agents have to manage the limited bandwidth left via quantization with parameters shown in Theorem 4.0.3. Let $e(k)$ be the average of $e_{i}(k)$ received from neighbors and let $\boldsymbol{x}^{*}$ be the optimal solution of (4.7) and $\boldsymbol{x}^{a}$ be the adversary according to $\boldsymbol{x}^{a}=\boldsymbol{x}^{*}+\bar{e}(k)$, then we obtain the following which will be used for the convergence analysis:

$$
\begin{equation*}
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2}=\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\overline{\boldsymbol{\xi}}(k)\right\|^{2} . \tag{4.8}
\end{equation*}
$$

By expanding equation (4.8), we obtain the following relationship:

$$
\begin{aligned}
& \left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}=\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2}+\|\bar{e}(k)\|^{2}+\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2} \\
& \quad+\|\overline{\boldsymbol{\xi}}(k)\|^{2}+2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right) \\
& \quad+2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)+2 \bar{e}(k) \overline{\boldsymbol{\xi}}(\boldsymbol{k}) .
\end{aligned}
$$

By inspection, the upper bound of the preceding expression $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}$ has eight terms. In what follows, we bound some of the eight terms, starting with the fifth term.

$$
\begin{aligned}
& 2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
& \quad \leq\|\bar{e}(k)\|^{2}+\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right\|^{2}-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right), \\
& \quad \leq\|\bar{e}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2},
\end{aligned}
$$

where $c_{1}=\frac{2}{\mu+L}$ and $c_{2}=\frac{2 \mu L}{\mu+L}$. We proceed by bounding the second term of the derived upper
bound of $2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)$. In this regard, we have the following bound:

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\| \leq \sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\| . \tag{4.9}
\end{equation*}
$$

By squaring both sides of the equation (4.9), we obtain: $\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2} \leq\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}$. Therefore we have the relationship:

$$
\begin{aligned}
& 2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
& \quad \leq\|\bar{e}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} .
\end{aligned}
$$

We recall that the expression $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}$ is upper-bounded by eight terms. Now we bound the seventh term, $2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)$ to obtain:

$$
\begin{aligned}
& 2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
& \quad \leq\|\overline{\boldsymbol{\xi}}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} .
\end{aligned}
$$

Next we bound the expression $2 \bar{e}(k) \overline{\boldsymbol{\xi}}(k)$ as $2 \bar{e}(k) \overline{\boldsymbol{\xi}}(k) \leq\|\bar{e}(k)\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}$. Afterwards, we combine
all bounds and obtain the following:

$$
\begin{aligned}
& \left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2} \\
& \qquad \begin{array}{l}
\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\overline{\boldsymbol{e}}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}+\|\bar{e}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} \\
\quad-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}\right. \\
\quad+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\left\|\bar{e}_{i}(k)\right\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2} .\right. \\
=\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\overline{\boldsymbol{e}}(k)\|^{2}+3\|\overline{\boldsymbol{\xi}}(\boldsymbol{k})\|^{2}+\left(\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha}{n} c_{1}\right)\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2} .
\end{array} .
\end{aligned}
$$

We will show that $\left(\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha}{n} c_{1}\right) \leq 0$, when $\alpha \leq c_{1}$. To do this, it suffices to show that $3 \alpha^{2}-3 \alpha n c_{1} \leq$ 0 . We know that the root of the equation in $\alpha$ of $\alpha\left(3 \alpha-3 n c_{1}\right)=0$ is $\alpha=0$ and $\alpha=n c_{1}$, and we have solution $0 \leq \alpha \leq n c_{1}$. So $\alpha \in\left[0, n c_{1}\right]$. If $\alpha \leq c_{1}$ and $n \geq 1$, it implies that $\alpha \leq n c_{1}$. Alternatively, if $\alpha \leq c_{1}$, then $\alpha^{2} \leq \alpha c_{1}$ and consequently $\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha n c_{1}}{n} \leq 0$ for $n>0$. We now obtain $\left(\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha n c_{1}}{n}\right)\left(\sum_{i=1}^{n}\left\|\boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2} \leq 0$. Therefore the bounds on $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}_{i}(k)\right\|^{2}$ is:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\overline{\boldsymbol{e}}(k)\|^{2}+3\|\overline{\boldsymbol{\xi}}(\boldsymbol{k})\|^{2} .
$$

To show that $3-3 \alpha c_{2} \geq 0$, we show that $3 \alpha c_{2} \leq 3 \Rightarrow \alpha c_{2} \leq 1$. If $\alpha \leq 1 / \mu$, then we have the following: $\alpha c_{2} \leq \frac{1}{\mu} \frac{2 \mu L}{\mu+L}=\frac{2 L}{\mu+L}$. If $\mu=L$, then $\mu+L=2 L \Rightarrow \alpha c_{1} \leq 1$. Since $\alpha c_{2} \leq 1$, then we have that $\left(3-3 \alpha c_{2}\right) \geq 0$. For $3-3 \alpha c_{2}$ not to grow unbounded we need $\left(3-3 \alpha c_{2}\right) \in(0,1)$. This implies that we need $3\left(1-\alpha c_{2}\right) \leq 1$ or equivalently when $\alpha \geq \frac{2}{3 c_{2}}=\frac{\mu+L}{3 \mu L}$. If $\alpha \in\left(\frac{\mu+L}{3 \mu L}, \frac{1}{\mu}\right)$, then the expression $\left(3-3 \alpha c_{2}\right)$ will not grow unbounded. From Lemma 4.0.1, we obtain: $\|\overline{\boldsymbol{\xi}}(k)\|^{2} \leq 8\|\Delta(k)\|^{2}+2 \bar{L}^{2} \alpha^{2}$.
and it leads to the following:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+24\|\Delta(k)\|^{2}+6 \bar{L}^{2} \alpha^{2}
$$

This leads to following relationship:

$$
\begin{aligned}
& \left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{24(\boldsymbol{\ell})^{2}}{2^{2 b+2}}+6 \bar{L}^{2} \alpha^{2} \\
& \quad \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{6(\boldsymbol{\ell})^{2}}{2^{2 b}}+6 \bar{L}^{2} \alpha^{2}
\end{aligned}
$$

From the preceding relationship, the expression $\left\|\bar{x}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}$ needs to be bounded to an expression in terms of the expression $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2}$. To achieve this goal, we need a condition such that if $\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}<0<\bar{e}(k)$, then $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\| \geq\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|$. In addition, to ensure that the algorithm also holds for negative attack vector, if $\bar{e}(k) \leq 0$, then $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\| \geq\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|$ holds. Therefore, we obtain the following relationship:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{6}{2^{2 b}}(\boldsymbol{\ell})^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

By applying recursion principles, we obtain the following bounds:

$$
\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)^{k}\left\|\overline{\boldsymbol{x}}(0)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{6}{2^{2 b}}(\boldsymbol{\ell})^{2}+6 \bar{L}^{2} \alpha^{2},
$$

Equivalently, the following relationship holds:

$$
\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\| \leq\left(3-3 \alpha c_{2}\right)^{k / 2}\left\|\overline{\boldsymbol{x}}(0)-\boldsymbol{x}^{*}\right\|+\sqrt{3}\|C\|+\sqrt{\frac{6}{2^{2 b}}} \ell+\sqrt{6} \bar{L} \alpha
$$

where $C$ is the upper bound on the attack vector. For $\sqrt{6 / 2^{2 b}} \boldsymbol{l}$ to be small, we need $\sqrt{6 / 2^{2 b}} \boldsymbol{C} \leq 1$, which implies that $\ell \leq \frac{1}{\sqrt{\frac{6}{2^{2 b}}}}=\frac{2^{b}}{\sqrt{6}}$. In addition, if $\sqrt{6} \bar{L} \alpha \leq 1$ or $\bar{L} \leq 1 / \sqrt{6} \alpha$, the size of the
neighborhood is given by: $\frac{\sqrt{6}\left(l+2^{b} L \alpha\right)+2^{b} \sqrt{3}\|\bar{e}(k)\|}{2^{b}}$, and the non-adversarial agents can converge to the neighborhood of the optimal solution, $\boldsymbol{x}^{*}$.

Remark 2. There are trade-offs in the results obtained by combining adversarial attack and quantization as constraints. This is evident in the proof of Theorem 4.0.3, where we needed the condition $\left\|\overline{\boldsymbol{x}}(0)-x^{*}\right\|<\|\bar{e}(k)\|$ when $\bar{e}(k)>0$ for convergence. However, such condition is not needed when $\bar{e}(k) \leq 0$. Strong convexity assumption ensures that the error does not grow unbounded. Moreover, the gradient bound needs to depend on the step size as well to aid convergence. Although a recent result [35] shows that increasing the number of adversarial agents leads to an increase in the convergence neighborhood, when quantization is added as a constraint, increasing the number of bits leads to reduction of the error bounds. While the authors in [37, 39, 40] show that convergence of distributed gradient methods with quantization depends on the quantization levels and the number of bits, this proposed method adds adversarial attack to the constraint and still guarantee similar convergence attributes.

Remark 3. We note that the results presented in Theorem 4.0.3 align with the existing literature; for example, Theorem 4.4 in [8] is relatable in a manner where the authors established that a single adversarial node can cause all nodes to converge to any arbitrary value when they implement algorithm (4.3). The presence of the attack vector can be related to the adversarial agents solving a different objective problem.

In the next chapter, an adaptive quantization technique used by non-adversarial agents is explored to manage the significant bandwidth used by adversarial agents.

## CHAPTER 5: DISTRIBUTED AND ADAPTIVE QUANTIZATION IN A NETWORK WITH ADVERSARIES

This chapter describes a distributed subgradient with adaptive quantization and adversarial attack method (DISGAQAAM) using an adaptive quantizer when non-adversarial agents try to survive the havoc caused by adversarial agents due to the injection of attack by the adversarial agents. A method is proposed in a manner that non-adversarial agents can detect the presence of an attack using a suitable detection mechanism which will be explored in this chapter. Resilience strategies against adversarial attacks are also explored in the course of this chapter. It is proved that under strong convexity of the objective function, convergence to a neighborhood of the optimal solution can still be obtained using a suitable step size.

## Problem Formulation

For an undirected graph $G=(\mathcal{V}, \mathcal{E})$ comprising $n$ nodes and $\mathcal{E}$ edges, we let $\mathcal{V}=1,2, \ldots n$ represent the set of nodes, $\mathcal{E}=(i, j)$ to be the set of edges and $N_{i}=\{j:(i, j) \in \mathcal{E}\}$ to be the neighborhood set. Let a closed convex set be defined as intersections of closed points in space that are on a side of a hyperplane. The agents are represented by nodes and their objective is to jointly solve the following:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{X}} f(\boldsymbol{x})=\sum_{i=1}^{n} f_{i}(\boldsymbol{x}) . \tag{5.1}
\end{equation*}
$$

In equation (5.1), $\mathcal{X}$ is the closed, convex, feasible set and $\boldsymbol{x}$ is the decision variable. Each agent in the network holds some part $f_{i}(\cdot)$ of the strongly convex objective function $f(\cdot)$. The goal of the agents is to reach the optimal solution of problem (5.1), despite the injection of attack vectors
by some adversarial agents. We assume implicitly that the adversarial attacks are akin to denial of service attacks in which the resources for communication and coordination are jammed making the non-adversarial agents resort to compressing information being shared across the network to manage the limited bandwidth.
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Figure 5.1: Adversarial behavior in WSN

A recent result [56] solves the illustrated problem in Figure 5.1 using a fixed quantizer but the crux of this paper is to solve the problem using an adaptive quantizer. As seen in Figure 5.1, the thin communication links represent the connection between non-adversarial agents, while thick pipes can either represent the connection between a malicious agent and a non-adversarial agent or the connection between a malicious agent and any other malicious agent in the network. The goal of the non-adversarial is to utilize the limited communication bandwidth left in order to reach
the desired optimal solution to problem (5.1). An adaptive quantization framework is used by the non-adversarial agents to manage the limited bandwidths due to the injected attack to the network caused by malicious agents.

Suppose each non-adversarial agent broadcast quantized information $Q\left(\boldsymbol{x}_{i}(k)\right) \in \mathbb{R}^{p}$ to their neighbors, the local update equation results in the following:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\boldsymbol{q}_{i}(k)+\sum_{j \in N_{i} \cup\{i\}} w_{i j} \boldsymbol{q}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right) . \tag{5.2}
\end{equation*}
$$

In Equation (5.2), $\boldsymbol{x}_{i} \in \mathbb{R}^{p}$ is the estimate of agent $i, q_{i}(k)=Q_{k}^{i}\left(\boldsymbol{x}_{i}(k)\right)$ is the quantized estimates non-adversarial agents broadcast to neighbors, $w_{i j}$ is the $(i, j)^{t h}$ element of the doubly stochastic weight matrix, and $\alpha_{i} \in \mathbb{R}_{+}$is the step size.

## The Adaptive Quantizer

In contrast to the fixed quantizer studied in chapter 4 section 4, the adaptive quantizer described in this chapter serves as a preventive mechanism for the bandwidth used up by adversarial agents due to their attack. The adaptive quantizer addressed in this chapter is a variation of the uniform quantizer except that it is made adaptive to allow the non-adversarial nodes to compensate for the adversarial nodes utilizing too much bandwidth.

We start by explaining the idea behind the uniform quantizer and we build up on that to derive the adaptive version of it.

Let $\boldsymbol{x} \in \mathbb{R}^{p}$, we define a uniform quantizer with resolution $\delta$ and mid-value $\boldsymbol{x}^{\prime}$ as

$$
\boldsymbol{Q}(x)=\boldsymbol{x}^{\prime}+\operatorname{sign}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \delta\left\lfloor\frac{\left\|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right\|}{\delta}+\frac{1}{2}\right\rfloor,
$$

where $\operatorname{sign}(\boldsymbol{x})$ and $\lfloor\cdot\rfloor$ are the sign and floor function respectively. Let $b$ be the number of bits sent by the non-adversarial agents. Then the resolution is expressed by the relationship $\delta=\frac{\ell}{2^{b}}$, where $\ell$ is the size of the quantization interval; and the quantization interval is set to $\left[x^{\prime}-1 / 2, x^{\prime}+1 / 2\right]$ with mid value $\boldsymbol{x}_{\Delta, i}^{\prime k}$. The quantization error obtained for each non-adversarial agent $i$ of a uniform quantizer is: $\Delta_{i}(k)=\boldsymbol{q}_{i}(k)-\boldsymbol{x}_{i}(k)$. For clarity, if $\ell_{i}$ is the quantization interval for each agent $i$, the error bounds of a uniform quantizer is given by $\left\|\Delta_{i}(k)\right\| \leq \frac{\ell_{i}}{2^{b+1}}$.

We make the quantizer adaptive to manage the bandwidth used by the adversarial agents by using a variation between the attack vector and the parameters of the quantizer. Let the variable $z_{i}(k)$ denote the magnitude of the attack vector (or correspondingly the amount of bandwidth used). If $z_{i}(k)$ is large, we make $\delta$ a low resolution and if $z_{i}(k)$ is small (or low bandwidth is used), we make $\delta$ high resolution. Consequently, agent $i$ can detect the presence of $z_{i}(k)$ by using an outlier test according to $\delta \propto \frac{1}{z_{i}(k)}$.

## Attack Model

The main objective of the adversarial agents is to inject positive and negative attack vector values, $e_{i}(k) \in \mathbb{R}^{p}$ to the network to prevent the non-adversarial agents from reaching the optimal solution of equation (5.1). In this chapter, it is assumed that adversarial agents have complete knowledge of what the non-adversarial agents are trying to accomplish which in this case is obtaining the optimal solution of problem (5.1). Assumptions on the attack model are indicated below:

- Adversarial agents have complete knowledge of the algorithm and the objective of nonadversarial agents.
- Consequently adversarial agents can perturb to result in a deviation of the optimal solution non-adversarial agents are trying to obtain.
- Non-adversarial agents can detect adversarial agents in the network using a detection strategy that will be explored later in the chapter.

When adversarial agents inject attack, they perturb and broadcast their estimates by the relationship $x_{j}+e_{i}(k)$ where $e_{i}(k)$ is the attack vector. Consequently, this also leads to the perturbation in the optimal solution. This attack framework holds for complete and general graph structures and as described, the non-adversarial agents receives the update and broadcast quantized information to neighbors according to the following update:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\boldsymbol{q}_{i}(k)+\sum_{j \in N_{i} \cup\{i\}} w_{i j} \boldsymbol{q}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right)+\boldsymbol{e}_{i}(k) . \tag{5.3}
\end{equation*}
$$

We note that equation (5.3) is the update equation for all agents and that only the adversarial agents inject attack in the network while the non-adversarial agents manage the bandwidth used by adversarial agents via quantization. After the step in Equation (5.3), an iterative exchange of information occurs amongst the agents until convergence is attained.

Now, we state the assumptions needed to prove the convergence of the optimization problem (5.1).

Assumption 7. The cost function $f(\boldsymbol{x})$ in equation (5.1) is strongly convex, meaning that for any vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{p}$, there exists a strong convexity constant, $\mu \in \mathbb{R}_{+}$(where $\mu \leq L$ ), such that: $f(\boldsymbol{x}) \geq f(\boldsymbol{y})+\nabla f(\boldsymbol{y})^{T}(\boldsymbol{x}-\boldsymbol{y})+\frac{\mu}{2}\|\boldsymbol{x}-\boldsymbol{y}\|^{2}$. where L represents the Lipschitz constant.

Assumption 8. The gradient $\boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)=\nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right)$ of the objective $f_{i}$ at $\boldsymbol{x}_{i}$ is uniformly bounded by $\bar{L}_{i}$ in the feasible set $\mathcal{X}$. This means that there exists $\bar{L}_{i}>0$ such that $\left\|g_{i}\left(\boldsymbol{x}_{i}\right)\right\| \leq \bar{L}_{i}$.

Assumption 9. The attack vector $e_{i}(k)$ is uniformly bounded. This means that a constant $C>0$ exists such that for all $k,\left\|e_{i}(k)\right\| \leq C$.

## Consensus Update Equation for Non-Adversarial Agents

We re-write the update equation in (5.2) by ensuring feasibility of the error due to projection is taken into account. Let $X=\left[\boldsymbol{x}_{1} ; \boldsymbol{x}_{2} ; \ldots \boldsymbol{x}_{n}\right]^{T} \in \mathbb{R}^{n p}, \boldsymbol{G}=\left[\boldsymbol{g}_{1} ; \boldsymbol{g}_{2} ; \ldots \boldsymbol{g}_{n}\right]^{T} \in \mathbb{R}^{n p}$ and $\Delta$ are the concatenation of $\boldsymbol{x}_{i}, \boldsymbol{g}_{i}$ and $\Delta_{i}$ respectively, and $I_{p}$ is the identity matrix of dimension $p$. As described, quantization of estimates by non-adversarial agents can lead to solutions not feasible especially when subject to constraints according to problem (5.1). Hence, an error due to projection unto the feasible set $\mathcal{X}$, is taken into consideration in the analysis. Let $\boldsymbol{h} \in \mathbb{R}^{p}$ and $\boldsymbol{\xi}(\boldsymbol{h})$ be the error due to projection of $\boldsymbol{h}$ in $\boldsymbol{\mathcal { X }}$. Suppose $\boldsymbol{\Xi}=\left[\boldsymbol{\xi}_{1} ; \boldsymbol{\xi}_{2} ; \ldots \boldsymbol{\xi}_{n}\right]^{T} \in \mathbb{R}^{n p}$ and $\boldsymbol{H}$ denote the concatenation of $\boldsymbol{\xi}_{i}$ and $\boldsymbol{h}_{i}$ respectively with $\boldsymbol{\xi}(\boldsymbol{h})=\boldsymbol{h}-[\boldsymbol{h}]_{X}$, we can re-formulate Equation (5.2) as:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\left[\boldsymbol{h}_{i}(k)\right]_{\mathcal{X}}=\boldsymbol{h}_{i}(k)-\boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right) . \tag{5.4}
\end{equation*}
$$

The matrix form of the above update equation is:

$$
\begin{gather*}
\boldsymbol{H}(k)=\boldsymbol{W} \boldsymbol{X}(k)+(\boldsymbol{I}-\boldsymbol{W})(\boldsymbol{X}(k)-\boldsymbol{Q}(k))-\alpha(k) \boldsymbol{G}(\boldsymbol{X}(k)), \\
\boldsymbol{X}(k+1)=\boldsymbol{H}(k)-\boldsymbol{\Xi}(\boldsymbol{H}(k)), \tag{5.5}
\end{gather*}
$$

provided $\boldsymbol{W}$ is a doubly stochastic weight matrix.

We introduce some variables to denote the average of the estimates of $\boldsymbol{x}_{i}(k), \boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right), \Delta_{i}(k)$ and $e_{i}(k)$ as follows:

$$
\overline{\boldsymbol{x}}(k)=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}(k)=\frac{1}{n} \boldsymbol{X}^{T} \mathbf{1} \in \mathbb{R}^{p},
$$

$$
\begin{gather*}
\overline{\boldsymbol{\xi}}(k)=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right)=\frac{1}{n}(\boldsymbol{\Xi}(k))^{T} \mathbf{1} \in \mathbb{R}^{p},  \tag{5.6}\\
\bar{\Delta}(k)=\frac{1}{n} \sum_{i=1}^{n} \Delta_{i}(k) . \\
\bar{e}(k)=\frac{1}{n} \sum_{i=1}^{n} e_{i}(k) .
\end{gather*}
$$

This leads to the relationship: $\overline{\boldsymbol{h}}(k)=\overline{\boldsymbol{x}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)$, and $\overline{\boldsymbol{x}}(k+1)=\overline{\boldsymbol{h}}(k)-\overline{\boldsymbol{\xi}}(k)$. Consequently, we obtain the following update:

$$
\begin{equation*}
\overline{\boldsymbol{x}}(k+1)=\overline{\boldsymbol{x}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\overline{\boldsymbol{\xi}}(k) . \tag{5.7}
\end{equation*}
$$

The following Lemmas are essential to prove algorithm (5.1). First, we begin with the error due to projection bounds.

Lemma 5.0.1. Suppose Assumptions 7, 8 and 9 hold, the error due to projection satisfy the bounds:

$$
\|\bar{\xi}(k)\| \leq \sqrt{8} \bar{\Delta}(k)+\sqrt{2} \frac{\bar{L}}{n} \alpha(k) .
$$

Proof. Refer to [56] for the proof.

Lemma 5.0.2. Let Assumptions 7, 8 and 9 hold with the resolution of a uniform quantizer satisfying $\delta=\frac{p}{z_{i}(k)}$ (adaptive quantizer) where $p$ is the constant of proportionality and $\delta=\frac{l_{i}}{2^{b}}$, the quantization error is bounded by: $\Delta_{i}(k) \leq \frac{p}{2 z_{i}(k)}$.

Proof. There are two different expressions for the resolution of the uniform quantizer; one from the adaptive quantizer in terms of the attack vector and the other from the general resolution formula of a uniform quantizer. By setting the two relationships of the resolution to each other, we obtain
the relationship:

$$
\begin{equation*}
\frac{p}{z_{i}(k)}=\frac{l_{i}}{2^{b}} . \tag{5.8}
\end{equation*}
$$

By multiplying both sides of equation (5.8) by $\frac{1}{2}$, we obtain the relationship $\frac{p}{2 z_{i}(k)}=\frac{l_{i}}{2^{b+1}}$. By using the fact that the upper bound of a uniform quantizer is $\Delta_{i} \leq \frac{\delta}{2}=\frac{l_{i}}{2^{b+1}}$, we obtain the result $\Delta_{i}(k) \leq \frac{p}{2 z_{i}(k)}$.

Convergence to a neighborhood of the optimal solution will be proved by using the relationship: $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|$. First, we examine the bound on $\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|$ and we note that the bound captures the information on the spectral gap.

Lemma 5.0.3. Let Assumptions 7, 8 and 9 hold with $\beta$ being the second biggest value of the eigenvalues of the weights $W$ (which has one eigenvalue equal to 1 and others have values less than 1), the distance between the individual estimates and the averaged estimates is bounded by the following:

$$
\begin{equation*}
\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\| \leq \frac{\alpha_{i}(k) \bar{L}_{i}}{1-\beta} \tag{5.9}
\end{equation*}
$$

Proof. See [12] for the proof.

Now we analyze convergence of our proposed method (DISGAQAAM) in the next section.

## Main Result

We examine the convergence to the neighborhood of the optimal solution of problem (5.1) and update (5.3) using the distributed gradient descent algorithm. In the following analysis, we account for the impact of non-adversarial agents (via the attack vector) on the quantized update in equation (5.7). The analysis is in two parts: First, each agent $i$ sends its estimate (quantized or malicious)
to his neighbors after which a consensus is reached. For the purpose of this analysis, we assume that consensus is reached when the distance between each individual agent's estimates and the average estimates is bounded according to Lemma 5.0.3. Second, we prove convergence to the neighborhood of the optimal solution, $x^{*}$ by bounding the distance between the averaged consensus value and the optimal solution $x^{*}$.

The main result of the claims in Section 5 are formally stated in Theorem 5.0.4.
Theorem 5.0.4. Suppose Assumptions 7, 8 and 9 are satisfied, with $\alpha$ satisfying $\quad \alpha \leq \frac{2}{\mu+L}$. If the gradient bound is upper-bounded by $\bar{L} \leq 1 / \sqrt{6} \alpha$, the iterates converge to a neighborhood of the optimal solution, $x^{*}$ when $\left\|\bar{x}(0)-\boldsymbol{x}^{*}\right\| \leq \bar{e}(k)$. The size of the neighborhood is given by: $\sqrt{3}\|\bar{e}(k)\|+\sqrt{\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}}+\sqrt{6} \bar{L} \alpha$. If however $\left\|\overline{\boldsymbol{x}}(0)-\boldsymbol{x}^{*}\right\|>\bar{e}(k)$, then adversarial agents can force divergence or prevent convergence to the optimal solution.

Proof. We begin by noting that the adversarial agents solve the objective function $\min _{x} \hat{f}(\boldsymbol{x})$, such that the optimal solution to $\hat{f}(x)$ is $x^{a}=x^{*}+\bar{e}(k)$. We show convergence to a neighborhood of the optimal solution by establishing the relationship $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|$. The analysis of $\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|$ is seen in Lemma 5.0.3. Now we show the analysis of $\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|$ below.

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}=\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\overline{\boldsymbol{\xi}}(k)\right\|^{2} .
$$

Alternatively, we can rewrite $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2}$ as:

$$
\begin{aligned}
&\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2} \\
&=\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\bar{e}(k)\|^{2}+\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}+2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
&-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right)+2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)+2 \overline{\boldsymbol{e}}(k) \overline{\boldsymbol{\xi}}(\boldsymbol{k}) .
\end{aligned}
$$

We will bound the last four terms of the preceding expression starting with the fifth term as follows.

$$
\begin{aligned}
& 2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
& \quad \leq\|\bar{e}(k)\|^{2}+\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right\|^{2}-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right), \\
& \quad \leq\|\bar{e}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2},
\end{aligned}
$$

with $c_{1}=\frac{2}{\mu+L}$ and $c_{2}=\frac{2 \mu L}{\mu+L}$. We now bound the second term of the upper bound of $2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)$. However, we need to first bound $\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|$ as the following:

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\| \leq \sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\| . \tag{5.10}
\end{equation*}
$$

Equation (5.10) can be re-written as: $\left\|\sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2} \leq\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}$ which leads to the expression:

$$
\begin{aligned}
& 2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
& \quad \leq\|\bar{e}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} .\right.
\end{aligned}
$$

We note that $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}$ is upper-bounded by eight terms. Now, the seventh term, $2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)$ can be bounded as:

$$
\begin{aligned}
& 2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
& \quad \leq\|\overline{\boldsymbol{\xi}}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} .
\end{aligned}
$$

Similarly, we bound $2 \bar{e}(k) \overline{\boldsymbol{\xi}}(k)$ as $2 \bar{e}(k) \overline{\boldsymbol{\xi}}(k) \leq\|\bar{e}(k)\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}$. Combining all bounded expressions leads to:

$$
\begin{aligned}
& \left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2} \\
& \leq\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\overline{\boldsymbol{e}}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}+\|\bar{e}(k)\|^{2}+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2} \\
& \quad-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}\right. \\
& \quad+\frac{\alpha^{2}}{n^{2}}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}-\frac{\alpha}{n} c_{1}\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2}-\alpha c_{2}\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\bar{e}(k)\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}, \\
& =\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\overline{\boldsymbol{e}}(k)\|^{2}+3\|\overline{\boldsymbol{\xi}}(\boldsymbol{k})\|^{2}+\left(\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha}{n} c_{1}\right)\left(\sum_{i=1}^{n}\left\|g_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2} .
\end{aligned}
$$

It can be easily verified that $\left(\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha}{n} c_{1}\right) \leq 0$, provided that $\alpha \leq c_{1}$. We do this by equivalently showing that $3 \alpha^{2}-3 \alpha n c_{1} \leq 0$. Since $\alpha \leq c_{1}$ and $n \geq 1$, then $\alpha$ can be upper-bounded according to $\alpha \leq n c_{1}$. Equivalently, $\alpha^{2} \leq \alpha c_{1}$ and $\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha n c_{1}}{n} \leq 0$, for $n>0$. This leads to the following affirmation:

$$
\left(\frac{3 \alpha^{2}}{n^{2}}-\frac{3 \alpha n c_{1}}{n}\right)\left(\sum_{i=1}^{n}\left\|\boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|\right)^{2} \leq 0
$$

from which we then obtain the bounds on $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\boldsymbol{e}_{i}(k)\right\|^{2}$ as the relationship below:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+3\|\overline{\boldsymbol{\xi}}(\boldsymbol{k})\|^{2} .
$$

We need conditions such that $3-3 \alpha c_{2} \geq 0$ by proving that $3 \alpha c_{2} \leq 3 \Rightarrow \alpha c_{2} \leq 1$. If $\alpha \leq 1 / \mu$, $\alpha c_{2} \leq \frac{1}{\mu} \frac{2 \mu L}{\mu+L}=\frac{2 L}{\mu+L}$. If $\mu=L$, it implies that $\mu+L=2 L \Rightarrow \alpha c_{1} \leq 1$. Since it has been established that $\alpha c_{2} \leq 1$, then $\left(3-3 \alpha c_{2}\right) \geq 0$. We need to ensure that $3-3 \alpha c_{2}$ does not grow unbounded by choosing $3-3 \alpha c_{2}$ in the domain $\left(3-3 \alpha c_{2}\right) \in(0,1)$, implying that $3\left(1-\alpha c_{2}\right) \leq 1$ or $\alpha \geq \frac{2}{3 c_{2}}=\frac{\mu+L}{3 \mu L}$. If $\alpha \in\left(\frac{\mu+L}{3 \mu L}, \frac{1}{\mu}\right),\left(3-3 \alpha c_{2}\right)$ will be bounded. By using the results from Lemma 5.0.1, we have:
$\|\overline{\boldsymbol{\xi}}(k)\|^{2} \leq 8\|\bar{\Delta}(k)\|^{2}+2 \bar{L}^{2} \alpha^{2}$. which yields:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\left\|\boldsymbol{e}_{i}(k)\right\|^{2}+24\|\bar{\Delta}(k)\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

By using the results from Lemma 5.0.2, specifically with $\Delta_{i}(k)=\frac{p}{2 z_{i}(k)}$, we obtain the following relationship:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-x^{*}-\bar{e}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-x^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

We note that in equation (5.8), $z_{i}(k)$ can be expressed in terms of the number of bits $b$ by using the relationship $z_{i}(k)=\frac{2^{b}}{l_{i}}$. If $\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}<0<\overline{\boldsymbol{e}}(k)$, we obtain the following relationship:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\| \geq\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| .
$$

Furthermore, $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\| \geq\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|$ if $\boldsymbol{e}_{i}(k) \leq 0$. We now obtain the relationship:

$$
\left\|\bar{x}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \leq\left(3-3 \alpha c_{2}\right)\left\|\bar{x}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

After applying recursion, we obtain the following inequality bound:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| \leq\left(3-3 \alpha c_{2}\right)^{\frac{k}{2}}\left\|\overline{\boldsymbol{x}}(0)-\boldsymbol{x}^{*}\right\|+\sqrt{3}\|C\|+\sqrt{\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}}+\sqrt{6} \bar{L} \alpha .
$$

where $C$ is the bound on the attack vector. If $\sqrt{6} \bar{L} \alpha \leq 1$ or $\bar{L} \leq 1 / \sqrt{6} \alpha$, the neighborhood size is given by the following:

$$
\sqrt{3}\|\bar{e}(k)\|+\sqrt{\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}}+\sqrt{6} \bar{L} \alpha .
$$

Using the results from 5.0.3 and 5, we obtain that the non-adversarial agents converge to the neighborhood of the optimal solution, $\boldsymbol{x}^{*}$ according to $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|$.

If $\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}>\overline{\boldsymbol{e}}(k)$, we obtain the relationship:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\| \leq\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| .
$$

which leads to the relationship:

$$
\left\|\bar{x}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \geq\left(3-3 \alpha c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

After applying recursion, we obtain the following inequality bound:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| \geq\left(3-3 \alpha c_{2}\right)^{\frac{k}{2}}\left\|\overline{\boldsymbol{x}}(0)-\boldsymbol{x}^{*}\right\|+\sqrt{3}\|C\|+\sqrt{\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{p}{2 z_{i}(k)}\right\|^{2}}+\sqrt{6} \bar{L} \alpha .
$$

Consequently, adversarial agents can force divergence and prevent convergence to the optimal solution $x^{*}$.

Numerical experiments to bolster the proposed claims are shown in the next section.

## Numerical Experiments

We validate our theoretical claims via numerical experiments over a network of $n=10$ agents (some adversarial) and 100 iterations using the linear regression loss function as follows:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{p}} f(\boldsymbol{x})=\sum_{i=1}^{n} \frac{1}{2}\left\|A_{i} \boldsymbol{x}-b_{i}\right\|^{2} \tag{5.11}
\end{equation*}
$$

solved in a distributed manner. In equation (5.11), the number of agents, $n=10, A_{i}$ is a $n$ by $n$ matrix and $b_{i}$ is an $n$ by 1 matrix. The gradient of the the function in equation (5.11) is $A^{T}\left(A_{i} \boldsymbol{x}-b_{i}\right)$. It is established that the Lipschitz constant $L$ is the largest eigenvalue of $A^{T} A$ and the strong convexity
constant $\mu$ is the smallest eigenvalue of $A^{T} A$. In this regard, we choose a step size such that $\alpha<\frac{2}{\mu+L}$ to satisfy the strong convexity assumptions.

We will show convergence to the neighborhood of the optimal solution despite the presence of adversaries and an adaptive quantizer using the error. Different proportions of adversarial agents will be used in the simulations to affirm the influence of the adversaries on the algorithm in the communication-constrained network. The resolution of the adaptive quantizer used in the simulations varies inversely as the size of the attack according to Lemma 5.0.2

Remark 4. As seen in Figures 5.2, 5.3 and 5.4, the error is least when there are less adversarial agents and most when there are more adversarial agents in the network. Clearly, the communication-constrained algorithm still converges to a neighborhood of the optimal solutions even amidst the presence of adversarial agents. The relationship between the resolution of the quantizer and the size of the attack vector ensures that the algorithm does not significantly diverge even when the network is flooded with adversarial attack.

Remark 5. Clearly, the size of the neighborhood of the optimal solution depends on the attack vector, the gradient bound, number of bits and the step size. The results in this paper still holds for both positive and negative attack vector even with the adaptive quantization added as constraints. It is seen that the adversarial agents greatly influence the convergence of the proposed algorithm. If there were no misbehaviour by the adversarial agents, then a faster rate of convergence (be it linear or better) would have been accomplished. Additionally, the results in this paper holds when the objective function is strongly convex quadratic.

So far in this dissertation, it has been examined how non-adversarial agents can approach a neighborhood of the optimal solution despite the presence of adversarial agents in a limited communication niche. Next, a proposition to detect adversarial agents is shown in the following section.


Figure 5.2: Adaptive Simulations for 9 non-adversarial agents and 1 malicious agent.

## Proposition to Detect Malicious Agents

We examine how adversarial agents can be detected in the network by considering two different update equation. If the neighbor of agent $i$ is a non-adversarial agent, we use the following update equation:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\sum_{j \in N_{i} \cup\{i\}} w_{i j} \boldsymbol{x}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right) \tag{5.12}
\end{equation*}
$$

If the neighbor of agent $i$ is an adversarial agent, the update in equation (5.3) holds.

We will use the error difference between the neighborhood of the update equations (5.12) and (5.3)


Figure 5.3: Adaptive Simulations for 5 non-adversarial agents and 5 malicious agents.
to derive a bound on the attack vector which will be used as a metric for detection. The analyses for a scenario when the neighbor of agent $i$ is a non-adversarial agent is shown in the following theorem.

Theorem 5.0.5. Let the neighbor of agent $i$ be a non-adversarial agent and suppose Assumptions 7, 8 and 9 are satisfied, with $\alpha$ satisfying $\quad \alpha \leq \frac{2}{\mu+L}$. If the gradient bound is bounded by $\bar{L} \leq 1 / \sqrt{6} \alpha$, the iterates converge to a neighborhood of the optimal solution, $x^{*}$ and the size of the neighborhood is given by: $\sqrt{24}\|\bar{\Delta}(k)\|^{2}+\sqrt{6} \bar{L} \alpha$.


Figure 5.4: Adaptive Simulations for 1 non-adversarial agent and 9 malicious agents.

Proof. We show convergence to a neighborhood of the optimal solution by establishing the relationship $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|$. The analysis of $\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|$ is already shown in Lemma 5.0.3. Now, we analyze $\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|$ below.

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2}=\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\overline{\boldsymbol{\xi}}(k)\right\|^{2} .
$$

Alternatively, we can rewrite $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2}$ as:

$$
\begin{aligned}
&\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \\
&=\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2}+\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right) \\
&-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T} \overline{\boldsymbol{\xi}}(\boldsymbol{k})+2\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right) \overline{\boldsymbol{\xi}}(\boldsymbol{k}) .
\end{aligned}
$$

By using strong convexity and simplification of like terms, we obtain the following bounds:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \leq\left(2-\alpha c_{2}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\left(2 \alpha^{2}-\alpha c_{1}\right)\left\|\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+3\|\overline{\boldsymbol{\xi}}(k)\|^{2}
$$

with $c_{1}=\frac{2}{\mu+L}$ and $c_{2}=\frac{2 \mu L}{\mu+L}$.
It has already been verified in Theorem 5.0.4 that $2 \alpha^{2}-\alpha c_{1} \leq 0$, provided that $\alpha \leq c_{1}$. Therefore, we can deduce that $\left(2 \alpha^{2}-\alpha c_{1}\right)\left\|\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2} \leq 0$. The bounds reduces to the relationship:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \leq\left(2-\frac{2 \alpha \mu L}{\mu+L}\right)\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+24\|\bar{\Delta}(k)\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

We need to ensure that $\left(2-\frac{2 \alpha \mu L}{\mu+L}\right.$ ) does not grow unbounded by choosing $\left(2-\frac{2 \alpha \mu L}{\mu+L}\right.$ ) in the domain $\left(2-\frac{2 \alpha \mu L}{\mu+L}\right) \in(0,1)$, implying that $\left(2-\frac{2 \alpha \mu L}{\mu+L}\right) \leq 1$.

After applying recursion, we obtain the following inequality bound:

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| \leq\left(2-\frac{2 \alpha \mu L}{\mu+L}\right)^{\frac{k}{2}}\left\|\overline{\boldsymbol{x}}(0)-\boldsymbol{x}^{*}\right\|+\sqrt{24}\|\bar{\Delta}(k)\|+\sqrt{6} \bar{L} \alpha .
$$

If $\sqrt{6} \bar{L} \alpha \leq 1$ or $\bar{L} \leq 1 / \sqrt{6} \alpha$, the neighborhood size is given by $\sqrt{24}\|\bar{\Delta}(k)\|+\sqrt{6} \bar{L} \alpha$.

To achieve the proposed detection aim, we will use the convergence neighborhood in Theorem 5.0.4 and the neighborhood of Theorem 5.0.5 to obtain the error. Clearly the expressions $\sqrt{24}\|\bar{\Delta}(k)\|$ and $\sqrt{6} \bar{L} \alpha$ are both common in the neighborhood bounds of Theorems 5.0.4 and 5.0.5. Therefore, we can obtain the deviations of the two neighborhoods to be the expression $\left(1-\frac{\alpha \mu L}{\mu+L}\right)+\sqrt{3}\left\|e_{i}(k)\right\|$. Now, we let the deviation of the two neighborhoods be bounded by an expected convergence rate $B$ as follows:

$$
\begin{equation*}
\left(1-\frac{\alpha \mu L}{\mu+L}\right)+\sqrt{3}\left\|e_{i}(k)\right\| \leq B . \tag{5.13}
\end{equation*}
$$

By solving for $\left\|e_{i}(k)\right\|$, we obtain the following relationship:

$$
\begin{equation*}
\left\|e_{i}(k)\right\| \leq \frac{B(\mu+L)}{\sqrt{3}(\mu+L-\alpha \mu L)} \tag{5.14}
\end{equation*}
$$

Based on the bound in equation (5.14), if an attack vector is chosen outside of the bound shown, it can be detected.

## Proposition for Resilience against Adversarial Attacks

Now that a detection method has been proposed, resilience methods against attacks are also shown to mitigate the effects of adversarial agents in the network. In the update equation (5.3), a doubly stochastic weight matrix $w_{i j}$ was used but a variation of equation (5.3) will be used in the problem formulation in this section. The new update equation is:

$$
\begin{equation*}
\boldsymbol{x}_{i}(k+1)=\boldsymbol{x}_{i}(k)-\boldsymbol{q}_{i}(k)+\sum_{j \in N_{i} \cup\{i\}} G_{i j} \boldsymbol{q}_{j}(k)-\alpha_{i} \nabla f_{i}\left(\boldsymbol{x}_{i}(k)\right)+\boldsymbol{e}_{i}(k) . \tag{5.15}
\end{equation*}
$$

where $G_{i j}$ is the doubly stochastic weight matrix that is a piecewise variation of the weights $w_{i j}$ depending on whether the neighbor of each agent $i$ is adversarial or not. We vary the weights depending on who the neighbor of agent $i$ is. If the neighbor of agent $i$ is non-adversarial or if the previous reading of agent $i$ is similar to current reading, we use the original weight $w_{i j}$. Otherwise if the neighbor of agent $i$ is malicious or if the previous reading of agent $i$ is far away from current reading, we use a different weight matrix.

Consider a metric such that the approximation of the estimates of each agent to the average of the estimates of the neighborhood as follows:

$$
\begin{equation*}
P_{i j}(k)=\left\|x_{i}(k)-x_{a}\right\| \tag{5.16}
\end{equation*}
$$

where $x_{a}$ is the average of the estimates of the neighborhood of agent $i$. Let the threshold of attack detection as seen in equation (5.13) be the following:

$$
\begin{equation*}
\left\|x_{i}(k)-x_{a}\right\| \leq\left(1-\frac{\alpha \mu L}{\mu+L}\right)+\sqrt{3}\left\|e_{i}(k)\right\| . \tag{5.17}
\end{equation*}
$$

After the weights are determined depending on the neighborhood of each agent $i$ in the network, adversarial agents are excluded in the network. To quantify how this is done, we let agent $i$ be connected to neighbors in a manner where the weight $G_{i j}=w_{i j}$ in equation (5.15) is assigned when the neighbor is a regular or good agent where $w_{i j}$ is the weight used in the convergence analysis according to the result of Theorem 5.0.4. Let $G_{i j}=w_{b}$ be the weight when the neighbor is a bad agent. If the estimates obtained by using the update equation (5.15) with $G_{i j}=w_{b}$ falls outside of the threshold as seen in equation (5.17), then the weights of adversarial agents are excluded and $G_{i j}=w_{i j}-w_{b}$ in equation (5.15). We also take into account that non-adversarial agents do not always make the correct decision during the detection process. The results for the proposition for
resilience against attacks are shown in the Theorem below:

Theorem 5.0.6. Suppose Assumptions 7, 8 and 9 are satisfied, with $\alpha$ satisfying $\quad \alpha \leq \frac{2}{\mu+L}$. If the gradient bound is upper-bounded by $\bar{L} \leq 1 / \sqrt{6} \alpha$ and the weights of adversarial attackers are removed from the estimates according to update equation (5.15), then the iterates converge to a neighborhood of the optimal solution, $x^{*}$.

Proof. Analyses for the results of Theorem 5.0.6 follows the same pattern as that of Theorem 5.0.4 except that the weight in equation (5.15) is a concatenation of $w_{i j}-w_{b}$ instead of the regular $w_{i j}$ that is used in equation (5.3).

Let the probability that non-adversarial agents make a correct decision in detecting adversarial agents be $p$. Then the probability that non-adversarial agents make an incorrect decision in detecting adversarial agents is $1-p$. Let $p \in[0.5,1]$ be the set of probabilities that non-adversarial agents make a correct decision. Similarly according to Theorem 5.0.4, we show convergence to a neighborhood of optimal solution by using the relationship $\left\|x_{i}(k)-x^{*}\right\|=\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|+\| \overline{\boldsymbol{x}}(k)-$ $\boldsymbol{x}^{*} \|$. The bound of $\left\|x_{i}(k)-\overline{\boldsymbol{x}}(k)\right\|$ is seen in Lemma 5.0.3. Now we proceed to the analysis of $\left\|\bar{x}(k)-\boldsymbol{x}^{*}\right\|$ below.

$$
\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2}=\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)-\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\overline{\boldsymbol{\xi}}(k)\right\|^{2} .
$$

Alternatively, one can rewrite $\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2}$ as:

$$
\begin{aligned}
&\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\overline{\boldsymbol{e}}(k)\right\|^{2} \\
&=\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+\|\bar{e}(k)\|^{2}+\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+\|\overline{\boldsymbol{\xi}}(k)\|^{2}+2 \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right) \\
&-2\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right)+2 \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)+2 \overline{\boldsymbol{e}}(k) \overline{\boldsymbol{\xi}}(\boldsymbol{k}) .
\end{aligned}
$$

By taking expectation of both sides, we obtain the relationship:

$$
\begin{aligned}
& E\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2} \\
&= E\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+E\|\bar{e}(k)\|^{2}+E\left\|\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right\|^{2}+E\|\overline{\boldsymbol{\xi}}(k)\|^{2} \\
&+2 E \bar{e}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)-2 E\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)^{T}\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)\right) \\
&+2 E \overline{\boldsymbol{\xi}}(k)\left(\frac{\alpha(k)}{n} \sum_{i=1}^{n} \boldsymbol{g}_{i}\left(\boldsymbol{x}_{i}(k)\right)-\left(\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right)\right)+2 E \bar{e}(k) \overline{\boldsymbol{\xi}}(\boldsymbol{k}) .
\end{aligned}
$$

By adapting the results from Theorem 5.0.4 and Lemma 5.0.2, specifically with $\Delta_{i}(k)=\frac{1}{2 z_{i}(k)}$, we obtain the following relationship:

$$
E\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}-\bar{e}(k)\right\|^{2} \leq\left(3-3 \alpha c_{2}\right) E\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3 E\|\overline{\boldsymbol{e}}(k)\|^{2}+\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{1}{2 z_{i}(k)}\right\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

Equivalently, we obtain the following relationship:

$$
E\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \leq\left(3-3 \alpha c_{2}\right) E\left\|\overline{\boldsymbol{x}}(k)-\boldsymbol{x}^{*}\right\|^{2}+3 E\|\bar{e}(k)\|^{2}+\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{1}{2 z_{i}(k)}\right\|^{2}+6 \bar{L}^{2} \alpha^{2} .
$$

where $c_{2}=\frac{2 \mu L}{\mu+L}$. By using the definition of $p$ being the probability of a correct decision made in the detection process and also using the fact that $E(x)=\sum_{i=1}^{n} x p(x)$, we obtain the relationship:

$$
\begin{aligned}
E\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\|^{2} \leq & p\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}} \boldsymbol{c}(k)-\boldsymbol{x}^{*}\right\|^{2} \\
& +(1-p)\left(3-3 \alpha c_{2}\right)\left\|\overline{\boldsymbol{x}} \boldsymbol{i}(k)-\boldsymbol{x}^{*}\right\|^{2}+3\|\bar{e}(k)\|^{2}+\frac{24}{n}\left\|\sum_{i=1}^{n} \frac{1}{2 z_{i}(k)}\right\|^{2}+6 \bar{L}^{2} \alpha^{2} .
\end{aligned}
$$

where $x c$ denotes the averaged estimates when a correct decision is made and $x i$ denotes the averaged estimates when an incorrect decision is made. By using $p=0.5$ as the threshold of correct/incorrect decision and also taking the square root of both sides, we obtain the following
bounds:

$$
\begin{aligned}
E\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| \leq & \sqrt{0.5\left(3-3 \alpha c_{2}\right)}\left\|\overline{\boldsymbol{x}} \boldsymbol{c}(k)-\boldsymbol{x}^{*}\right\| \\
& +\sqrt{0.5\left(3-3 \alpha c_{2}\right)}\left\|\overline{\boldsymbol{x}} \boldsymbol{i}(k)-\boldsymbol{x}^{*}\right\|+3\|\bar{e}(k)\|+\sqrt{\frac{24}{n}}\left\|\sum_{i=1}^{n} \frac{1}{2 z_{i}(k)}\right\|+\sqrt{6} \bar{L} \alpha .
\end{aligned}
$$

By applying recursion, we obtain the following:

$$
\begin{aligned}
E\left\|\overline{\boldsymbol{x}}(k+1)-\boldsymbol{x}^{*}\right\| \leq & 0.5\left(3-3 \alpha c_{2}\right)^{\frac{k}{2}}\left\|\bar{x}_{c}(0)-\boldsymbol{x}^{*}\right\| \\
& +0.5\left(3-3 \alpha c_{2}\right)^{\frac{k}{2}}\left\|\bar{x} i(0)-\boldsymbol{x}^{*}\right\|+3\|\bar{e}(k)\|+\sqrt{\frac{24}{n}}\left\|\sum_{i=1}^{n} \frac{1}{2 z_{i}(k)}\right\|+\sqrt{6} \bar{L} \alpha .
\end{aligned}
$$

Similarly, it follows that convergence to a neighborhood of the optimal solution is obtained and will be corroborated via numerical simulations in the next section:

## Numerical Experiments

We illustrate our claims via numerical experiments over a network of $n=10$ agents including some malicious agents with 100 iterations using the linear regression loss function as follows:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}} f(\boldsymbol{x})=\sum_{i=1}^{n} \frac{1}{2}\left\|A_{i} x-b_{i}\right\|^{2} \tag{5.18}
\end{equation*}
$$

solved in a distributed manner. We will show how varying or excluding weights $G_{i j}$ in equation (5.15) performs especially when $G_{i j}=w_{i j}$ performs compared to $G_{i j}=w_{i j}-w_{b}$. We consider a scenario with $70 \%$ adversarial agents in the network for the two cases $G_{i j}=w_{i j}$ and $G_{i j}=w_{i j}-w_{b}=$ $\frac{n w_{i j}-1}{n^{2}}$ where $n$ is the number of agents. To verify that $G_{i j}=w_{i j}-w_{b}=\frac{n w_{i j}-1}{n^{2}}$ is indeed less than
$G_{i j}=w_{i j}$, it suffices to show that $w_{i j}-\frac{n w_{i j}-1}{n^{2}} \geq 0$. This leads to the following relationship:

$$
\begin{equation*}
w_{i j}-\frac{n w_{i j}-1}{n^{2}}=w_{i j}-\frac{w_{i j}}{n}+\frac{1}{n^{2}} . \tag{5.19}
\end{equation*}
$$

Clearly, the first two terms of the expressions in equation (5.19) is positive because $w_{i j}-\frac{w_{i j}}{n}=$ $\frac{w_{i j}(n-1)}{n}$ is positive when $n \geq 1$.

Simulations are shown below:


Figure 5.5: Simulations for regular adversarial weights $G_{i j}=w_{i j}$ for more adversarial agents


Figure 5.6: Simulations with weights of Adversarial agents removed $G_{i j}=w_{i j}-w_{b}=\frac{n w_{i j}-1}{n^{2}}$ for more adversarial agents

Remark 6. As seen in Figures 5.5 and 5.6 when there are more adversarial agents in the network, the error in Figure 5.6 is smaller than that of Figure 5.5 even when the weights are reduced. Moreover, convergence to a neighborhood of optimal solution is still guaranteed. Similar conclusions can be made when there are less adversarial agents in the network as seen in Figures 5.7 and 5.8 as the error in Figure 5.8 is smaller than that of Figure 5.7 when the weights are smaller. The errors are also lower when there are less adversarial agents in the network as seen in Figures 5.7 and 5.8 compared to Figures 5.5 and 5.6. We can conclude that excluding or removing weights


Figure 5.7: Simulations for regular adversarial weights $G_{i j}=w_{i j}$ for less adversarial agents
of adversarial agents result in a better performance. Although a better result is obtained when the weights of adversarial agents are removed, it should be noted that convergence to the exact optimal solution is still not guaranteed because the decisions on non-adversarial agents detecting or suspecting adversarial agents are not always accurate.

So far, distributed gradient descent methods have been used to explore distributed optimization methods with adversarial attack and quantization. In the pursuit of obtaining better performance of distributed optimization algorithms under adversarial attack, some preliminary work using Quasi-


Figure 5.8: Simulations with weights of Adversarial agents removed $G_{i j}=w_{i j}-w_{b}=\frac{n w_{i j}-1}{n^{2}}$ for less adversarial agents

Newton Barzilai-Borwein methods and their applications are explored in the next chapter. The ease of computing the inverse of the hessian and fast convergence properties make the BB method a suitable fit to perform well in a distributed optimization with adversarial attack and quantization. We leave this topic to curious researchers to explore.

## CHAPTER 6: IMPROVING CONVERGENCE RATES OF DISTRIBUTED OPTIMIZATION ALGORITHMS UNDER ADVERSARIES: ONLINE PERFORMANCE AND BARZILAI-BORWEIN QUASI-NEWTON METHODS

Solving a distributed optimization problem with adversaries usually require a model with suitable convergence properties. In this regard, a fully distributed algorithm for solving an unconstrained optimization problem is presented in this chapter using uncoordinated BB step-sizes and Q-linear convergence is obtained when the cost function is strongly convex. The Barzilai-Borwein QuasiNewton Method is explored in the following section.

## Problem Formulation

Consider the unconstrained problem over a network of agents. The decision set of the agents is $\mathcal{X}$, and their objective is to

$$
\begin{equation*}
\min _{x \in \mathcal{X}} f(x)=\sum_{i=1}^{n} f_{i}(x) \tag{6.1}
\end{equation*}
$$

where $\mathcal{X}$ is a convex, feasible set. In Problem (6.1), $f$ is strongly convex and smooth. Each agent $i$ in the network has access to a $f_{i}$ a component of $f$ and the agents collectively seek to optimize $f(x)$ by locally optimizing $f_{i}(x)$ iteratively.

The communication graph of the multi-agent network is represented by an undirected weighted Graph $G=(\mathcal{V}, \mathcal{E})$ in which $\mathcal{V}=1,2, \ldots n$ is the set of nodes (agents) and $\mathcal{E}=(i, j)$ is the set of edges such that agents $i, j$ are connected in the edge set, where $j \neq i$. The neighbors of agent $i$ is represented by the set $N_{i}=\{j:(i, j) \in \mathcal{E}\}$. Symmetry of the underlying graph implies that agents
$i$ and $j$ for which $(i, j) \in \mathcal{E}$ means that information flows in both directions between both agents.

The common approach to solve Problem (6.1) is to use first-order methods, which involves updating the variable $x(k)$ iteratively using the gradient of the cost function with the following equation:

$$
\begin{equation*}
x(k+1)=x(k)-\alpha \nabla f(x(k)) . \tag{6.2}
\end{equation*}
$$

It is well known that with an appropriate choice of the step size $\alpha$, the sequence $\{x(k)\}$ generated from Equation (6.2) converges to $x^{*}$.

The Newton method, which leverages curvature information of the cost function in addition to direction; and are known to speed up the convergence in the neighborhood of the optimal solution. The Newton-type methods have an update of the form:

$$
\begin{equation*}
x(k+1)=x(k)-\nabla f(x)\left(\nabla^{2} f(x)\right)^{-1} \tag{6.3}
\end{equation*}
$$

Though they have good convergence properties, there are computational costs associated with building and computing the inverse hessian. In addition, some modification are needed if the hessian is not positive definite [99].

## Barzilai-Borwein Quasi-Newton Method

The Barzilai-Borwein method differs from other quasi-Newton methods because it only uses one step size for the iteration as opposed to other quasi-Newton method that need approximations for the inverse of the hessian, thus, increasing the computation overhead. Problem (6.1) is solved using the iterative scheme, where a step-size $\alpha(k)$ is computed in the gradient descent method (6.2) so that $\alpha(k) \nabla f(x(k))$ approximates the $\left(\nabla^{2} f(x(k))\right)^{-1} \nabla f(x(k))$ term in the Newton update (6.3).

Let $s(k-1) \triangleq x(k)-x(k-1)$ and $y(k-1)=\nabla f(x(k))-\nabla f(x(k-1))$. The first BB step size is given by:

$$
\begin{equation*}
\alpha_{1}(k)=\frac{s(k-1)^{T} s(k-1)}{s(k-1)^{T} y(k-1)} . \tag{6.4}
\end{equation*}
$$

Similarly, the second step size, $\alpha_{2}(k)$ is given by:

$$
\begin{equation*}
\alpha_{2}(k)=\frac{s(k-1)^{T} y(k-1)}{y(k-1)^{T} y(k-1)} . \tag{6.5}
\end{equation*}
$$

In general, there is flexibility in the choice to use $\alpha_{1}(k)$ or $\alpha_{2}(k)$ [79]. In addition, both step sizes can be alternated within the same algorithm after a considerable amount of iterations to facilitate convergence. The procedure is summarized in Algorithm 1 below.

```
Algorithm 1 Algorithm for Centralized BB
    Initialize: \(\alpha_{1}(0), x(0), \nabla f(x(0)), \varepsilon\).
    while \(\|\nabla f(x(k))\| \geq \varepsilon\) do
        Compute
                        \(\alpha_{1}(k)=\frac{s(k-1))^{T} s(k-1)}{s(k-1)^{T} y(k-1)}\)
                                    \(\triangleright \alpha_{2}\) in Equation (6.5) may also be used
        Update \(x(k+1)=x(k)-\alpha_{1}(k) \nabla f(x(k))\)
    end while
```

Before proceeding with the distributed BB algorithm and its convergence analyses, we first present a convergence analysis of the centralized case, where the following assumptions are made about Problem (6.1) and Algorithm 1.

Assumption 10. The decision set $\mathcal{X}$ is bounded.

Assumption 11. The objective function $f(x)$ in Problem (6.1) is strongly convex and twice differentiable. This implies that for $x, y \in \mathbb{R}^{n p}$, there exists $\mu>0$ such that: $f_{i}(x) \geq f_{i}(y)+\nabla f_{i}(y)^{T}(x-$ $y)+\frac{\mu}{2}\|x-y\|^{2}$.

Assumption 12. The inner product between the iterates deviations, $s$, and the gradient deviations, $y$, is strictly positive for all time step $k$. We make this assumption in both the centralized and distributed case.

Assumption 13. The gradient of the objective function $\nabla f$ is Lipschitz continuous. This implies that for all $x$ and $y$, there exists $L>0$ such that: $\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|$.

The assumptions above are typical in the literature for distributed optimization problems; and in fact, Assumption 12 was made in [86] as well.

## Convergence Analysis of Centralized BB

We present a convergence analysis using the two BB step sizes for Problem (6.1) where strong convexity of the cost function is assumed.

Convergence Analysis with step size $\alpha_{1}$

Lemma 6.0.1. Consider Algorithm 1 for Problem (6.1) and let Assumptions 10, 11, 12 and 13 hold. If $\alpha_{1}(k)$ in Equation (6.4) is such that $1 / L \leq \alpha_{1}(k) \leq 2 /(\mu+L)$, the iterates generated from Algorithm 1 converge $Q$-Linearly to the optimal point $x^{*}$.

Proof. From Equation (6.2), we first consider $\left\|x(k+1)-x^{*}\right\|^{2}$ to obtain bounds for convergence. First, we let $g(k)=\nabla f(x(k))$ and we obtain that: $\left\|x(k+1)-x^{*}\right\|=\left\|x(k)-x^{*}-\alpha_{1}(k) g(k)\right\|$. By squaring both sides, we have:

$$
\begin{equation*}
\left\|x(k)-x^{*}-\alpha_{1}(k) g(k)\right\|^{2}=\left\|x(k)-x^{*}\right\|^{2}+\alpha_{1}^{2}(k)\|g(k)\|^{2}-2\left(x(k)-x^{*}\right)^{T}\left(\alpha_{1}(k) g(k)\right) . \tag{6.6}
\end{equation*}
$$

Using the fact that for all vectors $a, b, 2 a^{T} b \leq\|a\|^{2}+\|b\|^{2}$. So we obtain the relationship:

$$
2\left(x(k)-x^{*}\right)^{T}(g(k)) \leq\|g(k)\|^{2}+\left\|x(k)-x^{*}\right\|^{2} .
$$

By using strong convexity, where $\mu$ and $L$ are strong convexity and Lipschitz parameters respectively and $c_{1}, c_{2}$ are given by $c_{1}=2 /(\mu+L)$ and $c_{2}=(2 \mu L) /(\mu+L)$, we obtain:

$$
\begin{align*}
\left\|x(k)-x^{*}-\alpha_{1}(k) g(k)\right\|^{2} & \leq\left\|x(k)-x^{*}\right\|^{2}+\alpha_{1}^{2}(k)\|g(k)\|^{2}-\alpha_{1}(k) c_{1}\|g(k)\|^{2}-\alpha_{1}(k) c_{2}\left\|x(k)-x^{*}\right\|^{2} \\
& \leq\left(1-\alpha_{1}(k) c_{2}\right)\left\|x(k)-x^{*}\right\|^{2}+\left(\alpha_{1}^{2}(k)-\alpha_{1}(k) c_{1}\right)\|g(k)\|^{2} \\
& \leq\left(1-\alpha_{1}(k) c_{2}\right)\left\|x(k)-x^{*}\right\|^{2} \tag{6.7}
\end{align*}
$$

and the last inequality is due to Theorem 2.1.12 from chapter 2 of [70]. We also note that in the previous inequality, the term $\left(\alpha_{1}^{2}(k)-\alpha_{1}(k) c_{2}\right)\|g(k)\|^{2} \leq 0$ provided $\alpha_{1}(k) \leq c_{1}$. We establish that the step size $\alpha_{1}(k)=c_{1}$ indeed is within the range of the BB step size bounds such that: $\frac{1}{L} \leq c_{1} \leq \frac{1}{\mu}$, and refer readers to Appendix A for details.

Therefore the Barzilai-Borwein convergence can thus be analysed as:

$$
\begin{equation*}
\left\|x(k+1)-x^{*}\right\|^{2} \leq\left(1-\alpha_{1}(k) c_{2}\right)\left\|x(k)-x^{*}\right\|^{2} . \tag{6.8}
\end{equation*}
$$

By dividing both sides of equation (6.8) by $\left\|x(k)-x^{*}\right\|^{2}$, we obtain the following:

$$
\begin{equation*}
\frac{\left\|x(k+1)-x^{*}\right\|^{2}}{\left\|x(k)-x^{*}\right\|^{2}} \leq 1-\alpha_{1}(k) c_{2} \tag{6.9}
\end{equation*}
$$

By taking the square roots of both sides of equation (6.9), we obtain the following relationship:

$$
\frac{\left\|x(k+1)-x^{*}\right\|}{\left\|x(k)-x^{*}\right\|} \leq\left(1-\alpha_{1}(k) c_{2}\right)^{\frac{1}{2}} .
$$

We will now analyze the right hand side of the above equation by bounding $\left(1-\alpha_{1}(k) c_{2}\right)^{\frac{1}{2}}$. The first Barzilai-Borwein step size $\alpha_{1}(k)$ is given by:

$$
\alpha(k)=\frac{\|s(k-1)\|^{2}}{[x(k)-x(k-1)]^{T}[\nabla f(x(k))-\nabla f(x(k-1))]} .
$$

By using Lipschitz continuity of $\nabla f(\cdot)$, with $L$ as the Lipschitz constant, we obtain the lower bound of the first BB step size as:

$$
\alpha_{1}(k)>\frac{\|x(k)-x(k-1)\|^{2}}{L\|x(k)-x(k-1)\|^{2}}=\frac{1}{L}
$$

If $\alpha_{1}(k)$ and $c_{2}$ are positive and $\alpha_{1}(k)>1 / L$, then $-\alpha_{1}(k) c_{2}<-c_{2} / L$. Since $\alpha_{1}(k)>1 / L$, it implies that $0<1-\alpha_{1}(k) c_{2}<1-c_{2} / L$. So we obtain the bound: $0<\left(1-\alpha_{1}(k) c_{2}\right)^{\frac{1}{2}}<\left(1-\frac{c_{2}}{L}\right)^{\frac{1}{2}}$. We will now show that $c_{2} / L<1$. If $c_{2}=2 \mu L /(\mu+L)$, then it implies that $c_{2} / L=2 \mu /(\mu+L)$. If $\mu<L$, then it implies that $\mu+\mu<L+\mu$ and we obtain the fact that $2 \mu /(\mu+L)<1$.

Therefore we obtain the relationship:

$$
\lim _{k \rightarrow \infty} \frac{\left\|x(k+1)-x^{*}\right\|}{\left\|x(k)-x^{*}\right\|}<\left(1-\frac{c_{2}}{L}\right)^{\frac{1}{2}}<1,
$$

from which we conclude that the iterates $x(k)$ converge $Q$-linearly to the optimal point, $x^{*}$.
Remark 7. When strong convexity is assumed, it is shown that the algorithm converges $Q$-Linearly to the optimal point $x^{*}$.

## Convergence Analysis of Centralized BB with Second Step Size

Here, we state a similar result to Lemma 6.0.1 using the second BB step size in Equation (6.5).
Lemma 6.0.2. Consider Algorithm 1 for Problem (6.1) and let Assumptions 10, 11, 12 and 13
hold. If $\alpha_{2}(k)$ in Equation (6.5) is such that $1 / L \leq \alpha_{2}(k) \leq 2 /(\mu+L)$, the iterates generated from Algorithm 1 converge $Q$-Linearly to the optimal point $x^{*}$.

Proof. See Chapter A, Appendix A.

## Distributed Barzilai-Borwein Quasi-Newton Method

We present a distributed solution to Problem (6.1), where Assumptions 10, 11, 12 and 13 hold. In our proposed distributed algorithm, each agent in the network keeps a local copy of the decision variable $x_{i}(k)$ and a local gradient $\nabla f_{i}\left(x_{i}(k)\right)$ and updates them at each time-step using locally computed step sizes $\alpha_{i}(k)$. The step size computation is similar to the centralized case. Using the local variables $x_{i}(k)$ and local gradient variables $\nabla f_{i}\left(x_{i}(k)\right)$, each agent computes

$$
\begin{align*}
& s_{i}(k-1)=x_{i}(k)-x_{i}(k-1),  \tag{6.10}\\
& y_{i}(k-1)=\nabla f_{i}\left(x_{i}(k)\right)-\nabla f_{i}\left(x_{i}(k-1)\right), \tag{6.11}
\end{align*}
$$

and computes $\alpha_{i}(k)$ in a manner that ensures

$$
\begin{equation*}
\left(\alpha_{i}(k)^{-1} I\right) s_{i}(k-1) \approx y_{i}(k-1) \tag{6.12}
\end{equation*}
$$

Using the expressions in (6.10) and (6.11), we obtain the distributed form of the step size for each agent $i$, which is given by:

$$
\begin{equation*}
\alpha_{i 1}(k)=\frac{\left(s_{i}(k-1)\right)^{T} s_{i}(k-1)}{\left(s_{i}(k-1)\right)^{T} y_{i}(k-1)} . \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{i 2}(k)=\frac{\left(s_{i}(k-1)\right)^{T} y_{i}(k-1)}{\left(y_{i}(k-1)\right)^{T} y_{i}(k-1)} . \tag{6.14}
\end{equation*}
$$

To distribute the computations locally at each time step $k$, each agent $i$ uses the following update scheme $x_{i} \in \mathbb{R}^{n}$ :

$$
\begin{equation*}
x_{i}(k+1)=x_{i}(k)-\alpha_{i}(k) \nabla f_{i}\left(x_{i}(k)\right) . \tag{6.15}
\end{equation*}
$$

To ensure all agents converge to the optimal solution, each agent carries an iterative local computation step and the interaction with neighbors lead to a consensus step. Each agent takes a weighted average of the information received from its neighbors to compute its next update. With this protocol, the local update at each agent $i$ is given by:

$$
\begin{equation*}
x_{i}(k+1)=\sum_{j \in N_{i} \cup i}\left(w_{i j} x_{j}(k)-\alpha_{i}(k) \nabla f_{i}\left(x_{i}(k)\right)\right) . \tag{6.16}
\end{equation*}
$$

where $w_{i j}$ are weights attached by agent $i$ to agent $j$ 's estimate.
Given that $W=\left[w_{i j}\right]$, and if we let $X=\left[x_{1}, \ldots, x_{n}\right] \in \mathbb{R}^{n p}$ be the concatenation of local variables $x_{i}$, $I_{p}$ is the identity matrix of dimension $p, \otimes$ represents the Kronecker operation of matrix product and $W=\left[w_{i j}\right]$ is the doubly stochastic weight matrix that satisfies: $W \otimes I_{p} \in \mathbb{R}^{n p \times n p}$. We can re-write Equation (6.16) as follows:

$$
\begin{equation*}
X(k+1)=\left(W \otimes I_{p}\right) X(k)-\alpha_{i} \nabla f(X(k)) . \tag{6.17}
\end{equation*}
$$

where $X$ is the concatenation of local $x_{i}$, and $\nabla f(X(k)) \in \mathbb{R}^{n p}$ is the concatenated gradients. Similarly we can denote the average of local estimates to be $\bar{x}(k)$, the average of local estimates to be $g(x(k))$, the average of the Lipschitz constants for agents to be $L$, and the average of the strong convexity parameters for agents to be $\mu$. We also denote the averages of the two step sizes of agents ( $\alpha_{i 1}$ and $\alpha_{i 1}$ ) to be $\overline{\alpha_{i 1}}$ and $\overline{\alpha_{i 2}}$ respectively. Because $W$ is doubly stochastic, it has one eigenvalue $\lambda=1$ and the other eigenvalues satisfy $0<\lambda<1$.

In the distributed implementation of the BB algorithm, neighbors compute their local step sizes us-
ing local information and exchange decision estimates with their neighbors over the communication network. The process is summarized in Algorithm 2.

## Algorithm for Distributed BB

```
Algorithm 2 Algorithm for Distributed BB
    Initialize: \(\alpha_{i}(0), x_{i}(0), \nabla f_{i}\left(x_{i}(0)\right)\)
    while \(\|g(x(k))\| \geq \varepsilon\) do
        Compute
```

$$
\begin{aligned}
& s_{i}(k-1) \text { using (6.10), } \\
& y_{i}(k-1) \text { using (6.11), } \\
& \alpha_{i}(k+1) \text { using (6.13). }
\end{aligned}
$$

Local update in equation (6.16)
Communicate updates $x_{i}(k+1)$ with neighbors.
end while

## Convergence Analysis of Distributed BB

We examine convergence of Algorithm 2 to the optimal point based on the local estimates.

Distributed BB Convergence Analysis with the First Step-Size

We present the main result of this section in Theorem 6.0.3.

Theorem 6.0.3. Consider Algorithm 2 for Problem (6.1) and let Assumptions 10, 11, 12 and 13 hold. If $\alpha_{i 1}(k)$ in Equation (6.13) is such that $1 / L_{i} \leq \alpha_{i 1}(k) \leq 2 /\left(\mu_{i}+L_{i}\right)$, the iterates of each agent i generated from Algorithm 3 converge Q-Linearly to the optimal point $x^{*}$; that is $\left\|x_{i}(k)-x^{*}\right\| \leq\left\|x_{i}(k)-\bar{x}(k)\right\|+\left\|\bar{x}(k)-x^{*}\right\|$. Moreover, each local estimate $x_{i}(k)$ converges to the neighborhood of the optimal solution, $x^{*}$ based on the two step sizes $\alpha_{i 1}$ and $\alpha_{i 2}$.

To prove the main result in Theorem 6.0.3 we will take a two-step approach. First, we upper bound the norm of the difference between the individual agent iterates and the average of the agents' iterates in Lemma 6.0.4. Next, we show that the average of the agents' iterates converges Q-linearly to the optimal solution in Lemma 6.0.5.

Lemma 6.0.4. Consider Algorithm 2 with BB step size $\alpha_{i 1}$ in Equation (6.13) for Problem 6.1 and suppose Assumptions 10, 11, 12 and 13 hold; and $G$ be the upper bound of the gradients, then the norm of the difference between each local agent's estimate and the average agents' estimate is bounded by the following:

$$
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq G\left(\sum_{m=0}^{k-1} \alpha_{i 1}^{2}(m)\right)^{\frac{1}{2}}\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}}
$$

where $\left(\sum_{m=0}^{k} \alpha_{i}^{2}(m)\right)^{\frac{1}{2}} \leq \frac{\sqrt{k}}{\mu}$, and $\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \leq\left(\frac{1}{1-\lambda^{2}}\right)^{\frac{1}{2}}=\frac{1}{\sqrt{1-\lambda^{2}}} \triangleq Q_{3}$. Moreover if the following holds:

$$
\sum_{m=0}^{k-1} \alpha_{i 1}^{2}(m) \leq \frac{1}{G^{2} \sum_{m=0}^{k-1} \lambda^{2(k-1-m)}},
$$

then each local agent's estimates converges $Q$-linearly to its average; that is $\left\|x_{i}(k)-\bar{x}(k)\right\| \leq 1$.

Proof. The proof is presented in Chapter A, Appendix A

After obtaining the norm of the difference between local estimates and the consensus average estimates, we now examine the convergence attribute of the average estimates $\bar{x}(k)$ to the optimal solution $x^{*}$. Before proceeding, we state an important lemma that leads to the convergence behavior of average estimates to the optimal point.

Lemma 6.0.5. Consider Algorithm 2 for Problem (6.1) and let Assumptions 10, 11, 12 and 13 hold. If the average of the first distributed BB step size $\overline{\alpha_{i 1}}$ is such that $1 / L \leq \overline{\alpha_{i 1}} \leq 2 /(\mu+L)$, For finite
values of $i$ and $k$, and bounded gradients, the consensus average estimate converges $Q$-Linearly to the optimal point. Moreover, the local agent estimates converge to the neighborhood of the optimal point, $x^{*}$.

Proof. Let $\bar{x}(k)=\frac{1}{n} \sum_{i=1}^{n} x_{i}(k), g(k)=\frac{1}{n} \sum_{i=1}^{n} \nabla f_{i}\left(x_{i}(k)\right)$, and $\overline{\alpha_{i 1}}(k)=\frac{1}{n} \sum_{i=1}^{n} \alpha_{i 1}(k)$.
From equation 6.15, we first consider $\left\|\bar{x}(k+1)-x^{*}\right\|^{2}$ to obtain bounds for convergence. First, we let $g(k)$ be the average of gradient at local estimates and we let $\overline{\alpha_{i 1}}$ be the average of the agents step sizes corresponding to the average of the iterates.

$$
\left\|\bar{x}(k+1)-x^{*}\right\|=\left\|\bar{x}(k)-x^{*}-\overline{\alpha_{i 1}} g(k)\right\| .
$$

By squaring both sides and evaluating the right hand side, we have:

$$
\begin{equation*}
\left\|x(k)-x^{*}-\overline{\alpha_{i 1}}(k) g(k)\right\|^{2}=\left\|x(k)-x^{*}\right\|^{2}+{\overline{\alpha_{i 1}}}^{2}(k)\|g(k)\|^{2}-2\left(x(k)-x^{*}\right)^{T}\left(\overline{\alpha_{i 1}}(k) g(k)\right) . \tag{6.18}
\end{equation*}
$$

Using the fact that for all vectors $a, b, 2 a^{T} b \leq\|a\|^{2}+\|b\|^{2}$, we obtain the relationship:

$$
2\left(\bar{x}(k)-x^{*}\right)^{T}(g(k)) \leq\|g(k)\|^{2}+\left\|\bar{x}(k)-x^{*}\right\|^{2} .
$$

Just as we did for the centralized case, $\mu$ and $L$ are strong convexity and Lipschitz parameters respectively and $c_{1}, c_{2}$ are given by $c_{1}=2 /(\mu+L)$ and $c_{2}=2 \mu L /(\mu+L)$. We now obtain:

$$
\begin{align*}
\left\|\bar{x}(k+1)-x^{*}-\overline{\alpha_{i 1}}(k) g(k)\right\|^{2} & \leq\left\|\bar{x}(k)-x^{*}\right\|^{2}+{\overline{\alpha_{i 1}}}^{2}(k)\|g(k)\|^{2}-\overline{\alpha_{i 1}}(k) c_{1}\|g(k)\|^{2}-\overline{\alpha_{i 1}}(k) c_{2}\left\|\bar{x}(k)-x^{*}\right\|^{2}, \\
& \left.\leq\left(1-\overline{\alpha_{i 1}}(k) c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2}+{\overline{\alpha_{i 1}}}^{2}(k)-\overline{\alpha_{i 1}}(k) c_{1}\right)\|g(k)\|^{2}, \\
& \leq\left(1-\overline{\alpha_{i 1}}(k) c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2} . \tag{6.19}
\end{align*}
$$

We note that the last inequality is due to Theorem 2.1 .12 from chapter 2 of [70]. We also
note that in the previous inequality, the term that contains the distributed form of the step size, $\left({\overline{\alpha_{i 1}}}^{2}(k)-\overline{\alpha_{i 1}}(k) c_{1}\right)\|g(k)\|^{2} \leq 0$ provided $\overline{\alpha_{i 1}}(k) \leq c_{1}$. We show that the step size $\overline{\alpha_{i 1}}(k)=c_{1}$ is within the range of the BB step size bounds below:

Corollary 1. Let L and $\mu$ be the Lipschitz and strong convexity parameters respectively with $\mu \leq L$.
The range of the average of the distributed $B B$ step size $\overline{\alpha_{i 1}}(k)$ is given by:

$$
\begin{equation*}
\frac{1}{L} \leq \overline{\alpha_{i 1}}(k) \leq \frac{2}{\mu+L} \leq \frac{1}{\mu} . \tag{6.20}
\end{equation*}
$$

where the condition $\overline{\alpha_{i 1}}(k) \leq \frac{1}{\mu}$ is assumed. See Chapter A, Appendix A for details.

Therefore the distributed BB convergence using the first BB step size can be analysed as the following:

$$
\begin{equation*}
\left\|\bar{x}(k+1)-x^{*}\right\|^{2} \leq\left(1-\overline{\alpha_{i 1}}(k) c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2} . \tag{6.21}
\end{equation*}
$$

Dividing both sides of equation (6.21) by $\left\|\bar{x}(k)-x^{*}\right\|^{2}$ yields:

$$
\begin{equation*}
\frac{\left\|\bar{x}(k+1)-x^{*}\right\|^{2}}{\left\|\bar{x}(k)-x^{*}\right\|^{2}} \leq 1-\overline{\alpha_{i 1}}(k) c_{2} . \tag{6.22}
\end{equation*}
$$

Taking the square root of both sides of equation (6.22) yields the following:

$$
\frac{\left\|\bar{x}(k+1)-x^{*}\right\|}{\left\|\bar{x}(k)-x^{*}\right\|} \leq\left(1-\overline{\alpha_{i 1}}(k) c_{2}\right)^{\frac{1}{2}} .
$$

We will now bound: $\left(1-\overline{\alpha_{i 1}}(k) c_{2}\right)^{\frac{1}{2}}$. The distributed form of the first Barzilai-Borwein step size $\alpha_{i 1}(k)$ is given by:

$$
\alpha_{i 1}(k)=\frac{\left\|s_{i}(k-1)\right\|^{2}}{\left[x_{i}(k)-x_{i}(k-1)\right]^{T}\left[\nabla f_{i}\left(x_{i}(k)\right)-\nabla f_{i}\left(x_{i}(k-1)\right)\right]}
$$

By using Lipschitz continuity of $\nabla f(\cdot)$ with $L$ as the Lipschitz constant, we obtain the lower bound of distributed form of the first BB step size as:

$$
\alpha_{i 1}(k)>\frac{\left\|x_{i}(k)-x_{i}(k-1)\right\|^{2}}{L\left\|x_{i}(k)-x_{i}(k-1)\right\|^{2}}=\frac{1}{L} .
$$

We know that $\overline{\alpha_{i 1}}(k)=\frac{1}{n} \sum_{i=1}^{n} \alpha_{i 1}(k)$, and it follows that $n \overline{\alpha_{i 1}}(k)=\sum_{i=1}^{n} \alpha_{i 1}(k)$. But we know that $\alpha_{i 1}(k)>\frac{1}{L}$, and as a fact, $\alpha_{i 1}(k)<\sum_{i=1}^{n} \alpha_{i 1}(k)$. Therefore we obtain the relationship:

$$
\begin{equation*}
\frac{1}{L}<\alpha_{i 1}(k)<\sum_{i=1}^{n} \alpha_{i 1}(k) . \tag{6.23}
\end{equation*}
$$

From equation (6.23), $n \overline{\alpha_{i 1}}(k)=\sum_{i=1}^{n} \alpha_{i 1}(k)>\frac{1}{L}$ and we obtain the fact that $\overline{\alpha_{i 1}}(k)>\frac{1}{n L}$.
If $\overline{\alpha_{i 1}}(k)$ and $c_{2}$ are positive and $\overline{\alpha_{i 1}}(k)>1 / n L$, then $-\overline{\alpha_{i 1}}(k) c_{2}<-c_{2} / n L$. Since $\overline{\alpha_{i 1}}(k)>1 / n L$. it implies that $0<1-\overline{\alpha_{i 1}}(k) c_{2}<1-c_{2} / n L$, Therefore we obtain the bound $0<\left(1-\overline{\alpha_{i 1}}(k) c_{2}\right)^{\frac{1}{2}}<$ $\left(1-\frac{c_{2}}{n L}\right)^{\frac{1}{2}}$. We will now show that $c_{2} / n L<1$. If $c_{2}=2 \mu L /(\mu+L)$, then it implies that $c_{2} / n L=$ $2 \mu / n(\mu+L)$. If $\mu \leq L$, then we have $\mu+\mu \leq L+\mu$ and we obtain that $2 \mu / n(\mu+L) \leq 1$ for all positive values of $n$. We obtain the convergence bounds as the following:

$$
\lim _{k \rightarrow \infty} \frac{\left\|\bar{x}(k+1)-x^{*}\right\|}{\left\|\bar{x}(k)-x^{*}\right\|} \leq\left(1-\frac{c_{2}}{n L}\right)^{\frac{1}{2}} \leq 1,
$$

and we conclude that the average of the estimates converges Q -linearly to the optimal point, $x^{*}$.

Lemma 6.0.6. Suppose Assumptions 10, 11, 12 and 13 hold. Let the second BB step size be given by:

$$
\alpha_{i 2}=\frac{s_{i}(k-1)^{T} y_{i}(k-1)}{y_{i}(k-1)^{T} y_{i}(k-1)} .
$$

For finite values of $i$ and $k$, and bounded gradients, where $G$ is the upper bound of the gradients, the norm of the difference between the local agents estimate and the consensus average estimate is bounded and given by the following:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq G\left(\sum_{m=0}^{k-1} \alpha_{i 2}^{2}(m)\right)^{\frac{1}{2}}\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \tag{6.24}
\end{equation*}
$$

Where: $\left(\sum_{m=0}^{k} \alpha_{i}^{2}(m)\right)^{\frac{1}{2}} \leq \frac{\sqrt{k}}{\mu}$. and: $\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \leq\left(\frac{1}{1-\lambda^{2}}\right)^{\frac{1}{2}}=\frac{1}{\sqrt{1-\lambda^{2}}} \triangleq Q_{3}$.

Proof. The proof is similar to the proof of Lemma 6.0.4; see Chapter A, Appendix A.

Now, we bound the convergence of average of local estimates to the optimal point using the second step size.

First let us consider $\left\|\bar{x}(k+1)-x^{*}\right\|^{2}$ : We will state a lemma before we proceed to the convergence analysis.

Lemma 6.0.7. Consider Algorithm 2 for Problem (6.1) and let Assumptions 10, 11, 12 and 13 hold. If the average of the second distributed BB step size $\overline{\alpha_{i 2}}$ is such that $1 / L \leq \overline{\alpha_{i 2}} \leq 2 /(\mu+L)$, For finite values of $i$ and $k$, and bounded gradients, the consensus average estimate converges $Q$-Linearly to the optimal point. Moreover, the local agent estimates converge to the neighborhood of the optimal point, $x^{*}$.

Proof. See Chapter A, Appendix A.

## Numerical Experiments

We show some simulation for results in Theorem 6.0.3 (the distributed case). We consider the following objective function, which is separable per agent:

$$
\begin{equation*}
f(x)=\frac{1}{2} \sum_{i=1}^{n} x^{T} A_{i} x+b_{i}^{T} x, \tag{6.25}
\end{equation*}
$$

where $A_{i} \in \mathbb{R}^{p \times p}, b_{i} \in \mathbb{R}^{p}$ are used by each agent $i$ for their own computation, and $n$ is the number of agents in the network and its dimension is $m=10$. In equation (6.25), the gradient function is given by:

$$
\begin{equation*}
\nabla f(x)=\frac{1}{2}\left(A_{i}+A_{i}^{T}\right) x+b_{i} \tag{6.26}
\end{equation*}
$$

We note that the function (6.25) is strongly convex and its gradient function in (6.26) is Lipschitz continuous for an appropriate value of $A$. We verify this through its strong convexity parameters $\mu_{i}$ and Lipschitz parameter values $L_{i}$, where $\mu_{i} \leq L_{i}$ for each agent $i$ in the network. We also note that $\mu_{i}$ is the maximum of all the eigenvalues of matrix $\left(A_{i}+A_{i}^{T}\right)$ and $L_{i}$ is the spectral norm of matrix $\left(A_{i}+A_{i}^{T}\right)$. We will use a scenario where there are 100 nodes in the network and the matrix $W$ is a positive, symmetric, random doubly stochastic matrix. Our simulations aim to compare different step sizes with the distributed Barzilai-Bowein in equations (6.13) and (6.14). Specifically, we use the following step sizes of $\alpha_{i}=\frac{1}{L_{i}}, \alpha_{i}=\frac{1}{\mu_{i}}$, and $\alpha_{i}=\frac{2}{L_{i}+\mu_{i}}$ according to Lemmas 6.0.5 and 6.0.7, and the BB step size as seen in equation (6.13). In Figure 6.1, the label $c_{1}=\frac{2}{\mu+L}$ bound curve (the circular curve) is the step size according to convergence result in Lemma 6.0.5. The label BB step size in figure 6.1 (the curve beneath all other curves) is the actual BB step size in equation (6.13) and the labels BB-Upperbound step size curve (the one in asterisk) and BB-Lowerbound
step size curve ( triangular) are the lower and upper bounds of the BB step sizes ( $\alpha_{i}=\frac{1}{L_{i}}, \alpha_{i}=\frac{1}{\mu_{i}}$ ) respectively. Our simulations affirm that the step size $\alpha_{i}=\frac{2}{L_{i}+\mu_{i}}$ lies in between the lower and upper bounds of the BB step size and also agrees with the theoretical result in Corollary 1. We apply these step sizes to the iteration shown in equation (6.16) to compare the rates at which each step size converges to the optimal point. By setting the gradient function in equation (6.26), to zero, we obtain the optimal solution $x^{*}$ given by the following equation:

$$
\begin{equation*}
x^{*}=-2\left(A_{i}+A_{i}^{T}\right)^{-1} b . \tag{6.27}
\end{equation*}
$$

The optimal solution in equation (6.27) is then obtained for the three different step sizes we used for simulation. Though convergence is attained for the three step sizes used, we run the simulations for 10 iterations to compare convergence speeds. We compare convergence rates by first initializing $x$, $A$ and $b$ as zeros between time step $k=1$ to the total number of iterations $T=10$. We plot the error curve for the three step sizes indicated by the expression $\left\|\bar{x}(k+1)-x^{*}\right\|$ and compare the results. It should be noted that the Barzilai-Borwein method is not necessarily monotone decreasing at each time-step [100] as seen in Figure 6.1 where the curve increases from the seventh to ninth time step. Our Numerical results are shown graphically below in Figure 6.1:

Now that the distributed representation using the Barzilai-Borwein Quasi-Newton method has been illustrated, the next section applies the Barzilai-Borwein Quasi-Newton method in online optimization. This work on online optimization is the preliminary result obtained and interested researchers are welcome to explore adversarial problems in online optimization scenarios.


Figure 6.1: Distributed Simulations for 10 iterations

Sublinear Regret with Barzilai-Borwein Step Sizes

In this section, a regret analysis using the Barzilai-Borwein Quasi-Newton method in an online optimization scenario is presented. Due to the fast convergence property of the Newton methods, the work [97] is an improvement on existing online optimizations application problems in [94], [95], [96], and [87]. However, the Quasi-Newton method using the BB step sizes presented in this paper is better than Newton methods in dealing with convergence speeds and computing the inverse of the
hessian. Even though the author in [90] also obtained a similar sublinear regret result, BB QuasiNewton algorithm is known to be suitable for dealing with large-scale optimization bottleneck that the Newton method is not appropriate for. Additionally, strong convexity assumption is not needed in this paper to establish sublinear regret.

## Problem Formulation

Consider an online optimization problem below

$$
\begin{equation*}
\min _{x(k) \in \mathcal{X}} f_{k}(x(k)), \tag{6.28}
\end{equation*}
$$

in which the feasible decision set $\mathcal{X} \in \mathbb{R}^{n}$ is known, assumed to be convex quadratic, non-empty, bounded, closed and fixed for all time $k=1 \ldots, K$. We assume the number of iterations during which the online players make choices, $K$, is unknown to the player. By convexity of the cost function $f_{k}(\cdot)$ and $\mathcal{X}$, Problem (6.28) has an optimal solution $x^{*}$, which is the best possible choice or decision agents can make at each time $k$. A player (an online agent) at time $k$ uses some algorithm to choose a point $x(k) \in \mathcal{X}$, after which the player receives a loss function $f_{k}(\cdot)$. The loss incurred by the player is $f_{k}(x(k))$. These problems are common in contexts such as real time resource allocation, online classification [88]. The goal of the online agent is to minimize the aggregate loss by determining a sequence of feasible online solutions $x(k)$ at each time-step of the algorithm.

Let the aggregate loss incurred by the online algorithm that solves Problem (6.28) at time $K$ be given by: $f(K)=\sum_{k=1}^{K} f_{k}(x(k))$. To measure performance of the online player, we use the regret framework. The static regret is a measure of the difference between the loss of the online player and the loss from the static case $\min _{x \in \mathcal{X}} f_{k}(x)$, where the single best decision $x^{*}$ is chosen with the
benefit of hindsight. Let the aggregate loss up to time $K$ incurred by the single best decision be given by $f_{x}(K)=\sum_{k=1}^{K} f_{k}(x)$. Then the static regret at time $K$ is defined as [88]:

$$
\begin{equation*}
R(K)=f(K)-\min _{x \in \mathcal{X}} f_{x}(K) . \tag{6.29}
\end{equation*}
$$

## Algorithms for Online Optimization Problem

A commonly used algorithm for solving the static case of Problem (6.28) is the gradient descent method, which involves updating the variable $x(k)$ iteratively using the gradient of the cost function with the following equation:

$$
\begin{equation*}
x(k+1)=x(k)-\alpha \nabla f(x(k)) . \tag{6.30}
\end{equation*}
$$

It is known that with an appropriate choice of the step size $\alpha$, the sequence $\{x(k)\}$ converges to $x^{*}$ in $O(1 / k)$; that is, an $\varepsilon$-optimal solution is attained in about $O\left(\frac{1}{\varepsilon}\right)$ iterations [70]. Moreover, when the cost function is strongly convex, the update equation in (6.30) reaches an $\varepsilon$-optimal solution in about $O\left(1 / \varepsilon^{2}\right)$ iterations. Even though the update scheme of gradient method are easily implementable in a distributed architecture as seen in [70] and [7], there have been a need for an improvement in convergence rates of gradient methods as seen in [101]. Nonetheless techniques to accelerate convergence lag behind the Newton and quasi-Newton methods [101].

To improve convergence rates in static optimization problems, algorithms that use second order information (hessian of the cost function) have been introduced. These methods leverage curvature information of the cost function in addition to direction; and are known to speed up the convergence in the neighborhood of the optimal solution. The Newton-type method is an example used as an improvement in enabling faster convergence rates than the regular gradient method. In fact, when the cost function is quadratic, the Newton algorithm is known to converge in one time-step. For non-quadratic, the Newton method still converges in just a few time steps [102]. Though
they have good convergence properties, there are computational costs associated with building and computing the inverse hessian. In addition, some modification are needed if the hessian is not positive definite [99]. To avoid the computation burden of second-order methods while maintaining the structure of first-order methods, the BB Quasi-Newton methods will be used.

## The BB Quasi-Newton Method

The Barzilai-Borwen (BB) Quasi-Newton method is an iterative technique suitable for solving optimization problems that can yield superlinear convergence rates when the objective functions are strongly convex and quadratic [79,85]. It differs from other quasi-Newton methods because it only uses one step size for the iteration as opposed to other quasi-Newton method that have more computation overhead. The Barzilai-Borwein method solves Problem (6.28) iteratively using the update in (6.30); however, the step-size $\alpha(k)$ is computed so that $\alpha(k) \nabla f(x(k))$ approximates the the inverse Hessian. We briefly introduce the two forms of the BB step-sizes used in Algorithm 3.

Consider the update $x(k+1)=x(k)-\alpha(k) \nabla f(x(k))$. The two forms of the BB step sizes [79] $\alpha_{1}(k)$ and $\alpha_{2}(k)$ are given by:

$$
\begin{align*}
& \alpha_{1}(k)=\frac{s(k-1)^{T} s(k-1)}{s(k-1)^{T} y(k-1)} .  \tag{6.31}\\
& \alpha_{2}(k)=\frac{s(k-1)^{T} y(k-1)}{y(k-1)^{T} y(k-1)} . \tag{6.32}
\end{align*}
$$

and $s(k)$ and $y(k)$ are such that $s(k-1) \triangleq x(k)-x(k-1)$ and $y(k-1)=\nabla f(x(k))-\nabla f(x(k-1)$.

In general, there is flexibility in the choice to use $\alpha_{1}(k)$ or $\alpha_{2}(k)$ [79], and both step sizes can be alternated within the same algorithm after a considerable amount of iterations to facilitate convergence. The rest of this work will characterize performance of the online Algorithm 3 using
the step sizes in Equations (6.31) and (6.32), which as we will show has a regret that is sublinear in time with the average regret approaching zero.

Before stating the main result, we state some assumptions about Problem (6.28) and Algorithm 3.

Assumption 14. The decision set $\mathcal{X}$ is bounded.

Assumption 15. The decision set $\mathcal{X}$ is closed.

Assumption 16. For all decision iterates $x(k)$, the cost function $f(x(k))$ is differentiable and the gradient of the objective function $\nabla f$ is Lipschitz continuous. This means that for all $x$ and $y$, there exists $L>1$ such that: $\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|$.

```
Algorithm 3 Online Barzilai-Borwein Quasi-Newton Alg.
    Given: Feasible set \(\mathcal{X}\) and time horizon \(K\)
    Initialize: \(x(0)\) and \(\nabla f_{0}(x(0))\) arbitrarily
    for \(k=1\) to \(K\) do
        Agents predicts \(x(k)\) and observes \(f_{k}(\cdot)\)
        Update \(x(k+1)=x(k)-\alpha(k) \nabla f_{k}(x(k))\)
    end for
```


## Regret Bounds

Before the results are presented (in Theorems 6.0.10 and 6.0.11), we first present two lemmas that will be used in its proof. The first is a result in [90], which will be used in the definition of regret and the other is the Sedrakyan's inequality.

Lemma 6.0.8. ( [90]) Without loss of generality, for all iterates $k$, there exists gradient $g(k) \in \mathbb{R}^{n}$ such that for all $x, g_{k} \cdot x=f_{k}(x)$, where $g_{k}=\nabla f_{k}(x(k))$.

Proof. The proof can be seen in [90].

Lemma 6.0.9. (The Sedrakyan's Inequality) For all positive reals $a_{1}, a_{2}, \ldots \ldots . a_{n}$ and $b_{1}, b_{2}, \ldots \ldots . . b_{n}$, the following inequality holds:

$$
\sum_{i=1}^{n} \frac{a_{i}^{2}}{b_{i}} \geq \frac{\left(\sum_{i=1}^{n} a_{i}\right)^{2}}{\sum_{i=1}^{n} b_{i}} .
$$

Proof. We refer readers to [103] for a proof.

Another result we will use is the static regret bounds for $R(K)$ which is shown in [90]:

$$
\begin{equation*}
R(K) \leq\|D\|^{2} \frac{1}{2 \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2} \sum_{k=1}^{K} \alpha(k) \tag{6.33}
\end{equation*}
$$

As seen in [90], $D$ denotes the maximum value of the diameter of $\mathcal{X}$ and $\left\|\nabla f_{m}\right\|=\max _{x \in \mathcal{X}}\left\|\nabla f_{k}(x)\right\|$.

We will now proceed to characterize the regret obtained from Algorithm 3 for Problem (6.28) with the two BB step sizes.

Theorem 6.0.10. Consider Problem (6.28) and let:

$$
\alpha(k)=\frac{s(k-1)^{T} s(k-1)}{s(k-1)^{T} y(k-1)}
$$

in Algorithm 3. If

$$
\frac{e-d}{c-b} \leq \frac{d}{b}
$$

where $b=\left(\|\left(x(1)-x(0)\|+\|(x(2)-x(1) \|)^{2}, c=2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right), d=\sum_{k=1}^{K}(x(k)-\right.\right.\right.\right.$ $x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))$, and $e=\sum_{k=1}^{K} L\|x(k)-x(k-1)\|^{2}$.

Also if $P=\min (P, Z)$ where: $P=\sum_{k=1}^{K} \alpha(k)$ and

$$
Z=\frac{2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.}{L \sum_{k=1}^{K}\left(\|x(k)\|^{2}+\|x(k-1)\|^{2}\right)}
$$

then the average regret is bounded by the following relationship:

$$
\begin{gathered}
\frac{R(K)}{K} \leq\|D\|^{2} \frac{1}{2 K \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2 K} \Psi, \\
\text { where } \Psi=\frac{2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.}{L \sum_{k=1}^{K}\|x(k)\|^{2}+L \sum_{k=1}^{K}\|x(k-1)\|^{2}},
\end{gathered}
$$

$L=\max _{k} L_{k}, L_{k}$ is the Lipschitz parameter of $\nabla f_{k}\left(x(k)\right.$, in Problem (6.28) and $\lim _{K \rightarrow \infty} \frac{R(K)}{K}$ approaches 0 .

Proof. First, by using the results of Lemma 6.0.8, the regret of Algorithm 3 can be expressed as: $R(K)=\sum_{k=1}^{K}\left(x(k)-x^{*}\right) g(k)$. Then from Equation (6.30), the regret $R(K)=\sum_{k=1}^{K}(x(k-1)-\alpha(k-$ 1) $\left.\nabla f(x(k-1))-x^{*}\right) g(k)$, where $\alpha(k)$ is as expressed in (6.31). To prove Theorem 6.0.10, the approach will be to upper-bound the aggregate sum of the step size $\alpha(k)$ and use the generalized bound for online gradient descent in Equation (6.33). This approach is possible since the gradient of the cost function at each time in the sequence of problems is bounded (Assumption 16). Proceeding, the running sum of the step sizes $\alpha(k)$ up to time $K$ is expressed as

$$
\sum_{k=1}^{K} \alpha(k)=\sum_{k=1}^{K} \frac{s(k-1)^{T} s(k-1)}{s(k-1)^{T} y(k-1)}=\sum_{k=1}^{K} \frac{\|x(k)-x(k-1)\|^{2}}{(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))} .
$$

By applying the result in Lemma 6.0.9 to the right hand side of the preceding inequality, we obtain that:

$$
\begin{equation*}
\sum_{k=1}^{K} \alpha(k) \geq \frac{\left(\sum_{k=1}^{K}\|(x(k)-x(k-1))\|\right)^{2}}{\sum_{k=1}^{K}(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))} \tag{6.34}
\end{equation*}
$$

By inspection, if write the first few terms of the numerator of equation (6.34), it is evident that equation (6.34) can be further lower bounded according to the following:

$$
\begin{equation*}
\sum_{k=1}^{K} \alpha(k) \geq \frac{\left(\|\left(x(1)-x(0)\|+\|(x(2)-x(1) \|)^{2}\right.\right.}{\sum_{k=1}^{K}(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))} \tag{6.35}
\end{equation*}
$$

Clearly because the terms $\|(x(1)-x(0) \|$ and $\|(x(2)-x(1) \|$ are positive, the numerator of equation (6.35) can be upper-bounded according to the following:

$$
\left(\|\left(x(1)-x(0)\|+\|(x(2)-x(1) \|)^{2} \leq 2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.\right.\right.
$$

To bound the denominator of Equation (6.35), we use the Lipschitz continuity of the gradients of $f(\cdot)$ with parameter $L>1$. Therefore,

$$
\sum_{k=1}^{K}(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1))) \leq \sum_{k=1}^{K} L\|x(k)-x(k-1)\|^{2}
$$

If we represent the bounds in the numerator and denominator of equation (6.35) by the following variables such that: $b=\left(\|\left(x(1)-x(0)\|+\|(x(2)-x(1) \|)^{2}, c=2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right), d=\right.\right.\right.\right.$ $\sum_{k=1}^{K}(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))$, and $e=\sum_{k=1}^{K} L\|x(k)-x(k-1)\|^{2}$. It has been shown that $b \leq c$ and $d \leq e$. Therefore to find an upper bound for equation (6.35), we use the condition that if $\frac{e-d}{c-b} \leq \frac{d}{b}$, then we obtain: $\frac{b}{d} \leq \frac{c}{e}$ So we obtain the bounds of the right hand side of (6.35) as:

$$
\frac{\left(\|\left(x(1)-x(0)\|+\|(x(2)-x(1) \|)^{2}\right.\right.}{\sum_{k=1}^{K}(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))} \leq \frac{2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.}{L \sum_{k=1}^{K}\left(\|x(k)\|^{2}+\|x(k-1)\|^{2}\right)}
$$

If we let the left hand side of equation (6.35) be represented by $P=\sum_{k=1}^{K} \alpha(k)$ and we let the right hand side of equation (6.35) be denoted as the following:

$$
Q=\frac{\left(\|\left(x(1)-x(0)\|+\|(x(2)-x(1) \|)^{2}\right.\right.}{\sum_{k=1}^{K}(x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1)))}
$$

Similarly if we let the derived upper bound of $Q$ be given by:

$$
Z=\frac{2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.}{L \sum_{k=1}^{K}\left(\|x(k)\|^{2}+\|x(k-1)\|^{2}\right)}
$$

From the above analysis, we observe that $P \geq Q$ and $Q \leq Z$. Therefore, if $P=\min (P, Z)$, then we can deduce that $P \leq Z$.

By the established relationship between $P$ and $Z$ and also using the triangle inequality, we obtain the bound for using the first BB step size as:

$$
\sum_{k=1}^{K} \alpha(k) \leq \frac{2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.}{L \sum_{k=1}^{K}\|x(k)\|^{2}+L \sum_{k=1}^{K}\|x(k-1)\|^{2}}
$$

By using the regret bound equation in (6.33), we obtain: $R(K) \leq\|D\|^{2} \frac{1}{2 \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2} \Psi$,

$$
\text { where } \Psi=\frac{2\left(\|\left(x(1)-x(0)\left\|^{2}+\right\|\left(x(2)-x(1) \|^{2}\right)\right.\right.}{L \sum_{k=1}^{K}\|x(k)\|^{2}+L \sum_{k=1}^{K}\|x(k-1)\|^{2}} .
$$

The average regret over $K$ time steps can then be expressed as

$$
\frac{R(K)}{K} \leq\|D\|^{2} \frac{1}{2 K \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2 K} \Psi .
$$

Since $\|D\|$ is constant based on its value in (6.33), and $\left\|\nabla f_{m}\right\|^{2}$ is also constant, we conclude that that the average regret $\lim _{K \rightarrow \infty} \frac{R(K)}{K}$ approaches 0 .

Next, we consider the performance of Algorithm 3 using the second BB step-size in Equation (6.32).

Theorem 6.0.11. Consider Problem (6.28) and let Algorithm 3 be used to solve Problem (6.28) where

$$
\alpha(k)=\frac{s(k-1)^{T} y(k-1)}{y(k-1)^{T} y(k-1)}
$$

and $L$ is the maximum of all Lipschitz continuity parameters of all gradients of the cost function in

Problem (6.28), then, the regret is upper bounded by

$$
R(K) \leq\|D\|^{2} \frac{1}{2 \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2} \zeta
$$

where $\zeta=\left(\sum_{k=1}^{K}\left(\left(\left(A(k)^{T}\right)^{2}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{K}\left((B(k))^{2}\right)^{\frac{1}{2}}\left(\sum_{k=1}^{K} 1(C(k))^{2}\right)^{\frac{1}{2}}\right.\right.\right.$. and the average regret $\lim _{K \rightarrow \infty} \frac{R(K)}{K}$ approaches 0 .

Proof. The approach to proving Theorem 6.0.11 will be similar to that of Theorem 6.0.10, where we will obtain bounds for the aggregate sum of the step sizes in $R(K)$ and use the generalized bound for online gradient descent algorithm. In this case, the sum of the aggregate step sizes is expressed as

$$
\sum_{k=1}^{K} \alpha(k)=\sum_{k=1}^{K} \frac{s(k-1)^{T} y(k-1)}{y(k-1)^{T} y(k-1)}
$$

By using the relationship $s(k-1) \triangleq x(k)-x(k-1)$ and $y(k-1)=\nabla f(x(k))-\nabla f(x(k-1))$. By noting that $y(k-1)^{T} y(k-1)=\|y(k-1)\|^{2}$, and also expressing as a product of three different functions, we obtain the following relationship:

$$
\begin{equation*}
\sum_{k=1}^{K} \alpha(k)=\sum_{k=1}^{K}\left((x(k)-x(k-1))^{T}(\nabla f(x(k))-\nabla f(x(k-1))) \| \nabla f(x(k))-\nabla f\left(x(k-1) \|^{-2}\right)\right. \tag{6.36}
\end{equation*}
$$

For the purpose of clarity, let $A(k)=((x(k)-x(k-1)), B(k)=(\nabla f(x(k))-\nabla f(x(k-1)))$ and $C(k)=$ $\| \nabla f(x(k))-\nabla f\left(x(k-1) \|^{-2}\right.$. Applying the Cauchy-Schwarz inequality to the right hand side of Equation (6.36), yields:

$$
\sum_{k=1}^{K} \alpha(k)=\sum_{k=1}^{K}\left(A(k)^{T} B(k)\right) C(k) \leq\left(\sum _ { k = 1 } ^ { K } \left(( ( A ( k ) ^ { T } ) ^ { 2 } ) ^ { \frac { 1 } { 2 } } \left(\sum _ { k = 1 } ^ { K } ( ( B ( k ) ) ^ { 2 } ) ^ { \frac { 1 } { 2 } } \left(\sum_{k=1}^{K}\left((C(k))^{2}\right)^{\frac{1}{2}} .\right.\right.\right.\right.
$$

Applying the generalized regret bound as seen in Equation (6.33), we obtain the regret $R(K)$ as:

$$
R(K) \leq\|D\|^{2} \frac{1}{2 \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2} \zeta
$$

where the value of $\zeta$ is the upper bound of $\sum_{k=1}^{K} \alpha(k)$ obtained above after applying Cauchy-Schwarz inequality and it is given by:

$$
\zeta=\left(\sum _ { k = 1 } ^ { K } \left(( ( A ( k ) ^ { T } ) ^ { 2 } ) ^ { \frac { 1 } { 2 } } \left(\sum _ { k = 1 } ^ { K } ( ( B ( k ) ) ^ { 2 } ) ^ { \frac { 1 } { 2 } } \left(\sum_{k=1}^{K}\left((C(k))^{2}\right)^{\frac{1}{2}} .\right.\right.\right.\right.
$$

Therefore the average regret is given by the bounds: $\frac{R(K)}{K} \leq\|D\|^{2} \frac{1}{2 K \alpha(K)}+\frac{\left\|\nabla f_{m}\right\|^{2}}{2 K} \zeta$ Furthermore, since $\|D\|$ is constant based on its value in (6.33), and the terms $A(k), B(k)$ and $C(k)$ are also positive, we conclude that the average regret $\lim _{K \rightarrow \infty} \frac{R(K)}{K}$ approaches 0 .

The Barzilai-Borwein step size in the gradient-based Algorithm 3 results in a regret that grows sublinearly in time and yields an average regret of zero as time $K$ goes to infinity. This result differs from the results obtained in $[90,104,105]$ because the authors use online convex programming either via gradient descent or distributed primal dual algorithms to obtain sublinear regret. However, the result of this chapter uses the Barzilai-Borwein method to obtain sublinear regret.

Having explored distributed optimization algorithms and performance under adversarial attack, we give the concluding remarks of this dissertation in the next chapter.

## CHAPTER 7: CONCLUSION AND OPEN PROBLEMS

The performance of a distributed gradient algorithm with adversarial attack in a communicationconstrained environment is explored as a preventive measure that non-adversarial agents employ to manage the communication resources used up by the adversarial agents. The communication constraints are explored using both fixed and adaptive quantization scheme amidst the presence of adversarial agents. The thesis is presented in a way that adversarial agents can choose to perturb their iterates by either using either the same attack vector or different attack vector at each iteration without affecting the convergence to a neighborhood of the optimal solution. Conditions needed for convergence are established and corroborated via simulations. Detection strategies to identify adversarial attack and resilience against those attacks are also explored in the course of the dissertation.

The adaptive quantizer used by the non-adversarial agents performs well when the objective function is strongly convex. Results show that the agents can detect the presence of adversarial agents using an inverse relationship between resolution and the attack vector. Using a suitable step size, it is shown that convergence to a neighborhood of the optimal solution of the distributed optimization problem is attained despite quantization errors and attack vectors. Scenarios where adversarial agents upscale their estimates using different vector at each iteration are explored and it is shown that convergence to a neighborhood of the optimal solution is unaffected even with one bit of information being exchanged by non-adversarial agents in a network.

Numerical experiments affirm that when adversarial agents send an attack vector at each iteration, increasing the number of bits mostly leads to reduction of errors in approaching the optimal solution despite the presence of attack values. However, as the number of adversarial agents increase in the network, the convergence error increases. All the results on adversarial attack
and quantization presented in this dissertation assumes strong convexity and curious researchers should consider exploring the problems described for convex functions. Finally, in addressing the need to have models with suitable convergence properties that many distributed optimization problems - including adversarial optimization- demands, this dissertation examines performance of Quasi-Newton methods specifically the Barzilai-Borwein (BB) gradient method. The convergence analysis explored in this dissertation regarding the BB method holds for strongly convex quadratic functions and interested readers and researchers can explore the BB algorithm for strongly convex functions and convex functions in general as research topics. Additionally, the analysis of the BB method can be helpful in improving the convergence and performance of adversarial attack problems, and interested researchers can also explore the BB method in such applications.

## APPENDIX A: RANGE OF THE BARZILAI-BORWEIN STEP SIZE

 BOUNDSProof. We establish equation (6.20) in a manner that the range of step size bounds below holds:

$$
\frac{1}{L} \leq \alpha_{i 1}(k) \leq \frac{2}{\mu+L} \leq \frac{1}{\mu}
$$

We also note that the step size range also applied to both the centralized and distributed form of the step sizes. First, according to [86], we first start by noting that the BB step size can be upper and lower bounded according to: $\frac{1}{L} \leq \alpha_{i 1}(k) \leq \frac{1}{\mu}$. To include $2 /(\mu+L)$ between the first distributed step size, $\alpha_{i 1}(k)$ and $1 / \mu$, we prove that $2 /(\mu+L) \leq 1 / \mu$ and $2 /(\mu+L) \geq 1 / L$.

To prove that $2 /(\mu+L) \leq 1 / \mu$, we show that $\frac{1}{\mu}-\frac{2}{\mu+L}>0$. To prove this, we need to solve :

$$
\frac{1}{\mu}-\frac{2}{\mu+L}=\frac{L-\mu}{\mu(\mu+L)}
$$

We know that $L \geq \mu$ and $L$ and $\mu$ are positive, then we obtain that $1 / \mu-2 /(\mu+L)>0$.

Now we will prove that $2 /(\mu+L) \geq 1 / L$. In doing this, it suffices to show that $\frac{2}{\mu+L}-\frac{1}{L}$ is positive. So we solve:

$$
\frac{2}{\mu+L}-\frac{1}{L}=\frac{L-\mu}{L(L+\mu)} .
$$

Since $L \geq \mu$ and $L$ and $\mu$ are both positive, we have that $2 /(\mu+L) \geq 1 / L$. We obtain the upper and lower bounds of $\alpha_{i 1}(k)$ as

$$
\frac{1}{L} \leq \alpha_{i 1}(k) \leq \frac{2}{\mu+L} \leq \frac{1}{\mu}
$$

So we conclude that the step size $\alpha_{i 1}(k)=2 /(\mu+L)$ lies between the lower $(1 / L)$ and lower bounds $(1 / \mu)$ of the BB step sizes. The fact that $\overline{\alpha_{i 1}}(k)=\frac{1}{n} \sum_{i=1}^{n} \alpha_{i 1}(k)$ and $\overline{\alpha_{i 1}}(k) \leq \frac{1}{\mu}$ hold completes the proof.

Proof. From Equation (6.2), we first consider $\left\|x(k+1)-x^{*}\right\|^{2}$ to obtain bounds for convergence. First, we let $g(k)=\nabla f(x(k))$ and we obtain that: $\left\|x(k+1)-x^{*}\right\|=\left\|x(k)-x^{*}-\alpha_{2}(k) g(k)\right\|$. By squaring both sides of the preceeding equation, we have:

$$
\begin{equation*}
\left\|x(k)-x^{*}-\alpha_{2}(k) g(k)\right\|^{2}=\left\|x(k)-x^{*}\right\|^{2}+\alpha_{2}^{2}(k)\|g(k)\|^{2}-2\left(x(k)-x^{*}\right)^{T}\left(\alpha_{2}(k) g(k)\right) . \tag{A.1}
\end{equation*}
$$

For all vectors $a, b, 2 a^{T} b \leq\|a\|^{2}+\|b\|^{2}$. We now have the relationship: $2\left(x(k)-x^{*}\right)^{T}(g(k)) \leq$ $\|g(k)\|^{2}+\left\|x(k)-x^{*}\right\|^{2}$. By strong convexity assumption with parameter $\mu$, Lipschitz constant $L$, and constants $c_{1}, c_{2}$ expressed as $c_{1}=2 /(\mu+L)$ and $c_{2}=2 \mu L /(\mu+L)$, we obtain:

$$
\begin{align*}
\left\|x(k)-x^{*}-\alpha_{2}(k) g(k)\right\|^{2} & \leq\left\|x(k)-x^{*}\right\|^{2}+\alpha_{2}^{2}(k)\|g(k)\|^{2}-\alpha_{2}(k) c_{1}\|g(k)\|^{2}-\alpha_{2}(k) c_{2}\left\|x(k)-x^{*}\right\|^{2} \\
& \leq\left(1-\alpha_{2}(k) c_{2}\right)\left\|x(k)-x^{*}\right\|^{2} \tag{A.2}
\end{align*}
$$

where the last inequality is due to Theorem 2.1.12 from chapter 2 of [70] and the term $\left(\alpha_{2}^{2}(k)-\right.$ $\left.\alpha_{2}(k) c_{2}\right)\|g(k)\|^{2} \leq 0$ provided $\alpha_{2}(k) \leq c_{1}$. According to the verification as seen in a similar manner in the proof of corollary A, the second step size bounds satisfies the bound: $\frac{1}{L} \leq \alpha_{2}(k) \leq \frac{2}{\mu+L} \leq \frac{1}{\mu}$. Therefore we have the bounds:

$$
\begin{equation*}
\left\|x(k+1)-x^{*}\right\|^{2} \leq\left(1-\alpha_{2}(k) c_{2}\right)\left\|x(k)-x^{*}\right\|^{2} . \tag{A.3}
\end{equation*}
$$

By dividing both sides of equation (A.3) by $\left\|x(k)-x^{*}\right\|^{2}$, the following holds:

$$
\begin{equation*}
\frac{\left\|x(k+1)-x^{*}\right\|^{2}}{\left\|x(k)-x^{*}\right\|^{2}} \leq 1-\alpha_{2}(k) c_{2} \tag{A.4}
\end{equation*}
$$

Taking the square roots of both sides of equation (A.4) yields the following bounds:

$$
\frac{\left\|x(k+1)-x^{*}\right\|}{\left\|x(k)-x^{*}\right\|} \leq\left(1-\alpha_{2}(k) c_{2}\right)^{\frac{1}{2}} .
$$

Now we analyse the right hand side of the above equation by bounding $\left(1-\alpha_{2}(k) c_{2}\right)^{\frac{1}{2}}$. The second Barzilai-Borwein step size $\alpha_{2}(k)$ is given by:

$$
\begin{equation*}
\alpha_{2}(k)=\frac{s(k-1)^{T} y(k-1)}{y(k-1)^{T} y(k-1)} . \tag{A.5}
\end{equation*}
$$

By using Lipschitz continuity of $\nabla f(\cdot)$, with $L$ as the Lipschitz constant, we obtain according to [86] that the second BB step size is lower bounded by $1 / L$. If $\alpha_{2}(k)$ and $c_{2}$ are positive and $\alpha_{2}(k)>1 / L$, then $-\alpha_{2}(k) c_{2}<-c_{2} / L$. Since $\alpha_{2}(k)>1 / L$, and

$$
0<1-\alpha_{2}(k) c_{2}<1-\frac{c_{2}}{L},
$$

This implies that

$$
0<\left(1-\alpha_{2}(k) c_{2}\right)^{\frac{1}{2}}<\left(1-\frac{c_{2}}{L}\right)^{\frac{1}{2}}
$$

To prove that $c_{2} / L<1$, if $c_{2}=2 \mu L /(\mu+L)$, then we obtain the fact that $c_{2} / L=2 \mu /(\mu+L)$. If $\mu<L$, it implies that $\mu+\mu<L+\mu$ and we obtain $2 \mu /(\mu+L)<1$. Therefore we have the following relationship:

$$
\lim _{k \rightarrow \infty} \frac{\left\|x(k+1)-x^{*}\right\|}{\left\|x(k)-x^{*}\right\|}<\left(1-\frac{c_{2}}{L}\right)^{\frac{1}{2}}<1
$$

from which we conclude that the iterates $x(k)$ converge $Q$-linearly to the optimal point, $x^{*}$.

Proof. We first consider the first step size $\alpha_{i 1}$ as expressed in equation (6.13), and for notation simplicity, we denote $Z=W \otimes I_{p} \in \mathbb{R}^{n p \times n p}$. Then the distributed iteration at time step $k$ is:

$$
\begin{equation*}
X(k+1)=Z X(k)-\alpha_{i 1}(k) \nabla f(X(k)) . \tag{A.6}
\end{equation*}
$$

where $\otimes$ is the kronecker product. From the definitions of $\bar{x}(k)$ as the average of local estimates, we have the expression: $\bar{x}(k)=\frac{1}{n} \sum_{i=1}^{n} x_{i}(k)$. Likewise, from the definition of $g(x(k))$ as the average of local gradients, we obtain the relationship: $g(x(k))=\frac{1}{n} \sum_{i=1}^{n} \nabla f_{i}\left(x_{i}(k)\right)$. If we solve for $X(k)$ in equation (A.6) where $\alpha_{i 1}$ is the BB step size, we obtain the expression:

$$
\begin{equation*}
X(k)=-\sum_{m=0}^{k-1} \alpha_{1}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m)) \tag{A.7}
\end{equation*}
$$

Suppose $\bar{X}(k)$ is the average of all concatenated $x_{i}(k)$, then we obtain the expression below:

$$
\begin{equation*}
\bar{X}(k)=\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) x(k) \tag{A.8}
\end{equation*}
$$

Also, we know that the following relationship holds:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq\|X(k)-\bar{X}(k)\| . \tag{A.9}
\end{equation*}
$$

where the distributed form of the first BB step size is given in $\alpha_{i 1}$ as expressed in equation (6.13).
From equations (A.7) and (A.8), we obtain:

$$
\begin{align*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq & \|X(k)-\bar{X}(k)\|=\left\|X(k)-\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) X(k)\right\|=\|-\sum_{m=0}^{k-1} \alpha_{i 1}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m)) \\
& +\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) \sum_{m=0}^{k-1}\left(\alpha_{i 1}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m))\right) \|, \\
= & \left\|-\sum_{m=0}^{k-1}\left(\alpha_{i 1}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m))\right)+\sum_{m=0}^{k-1} \frac{\alpha_{i 1}(m)}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) \nabla f(x(m))\right\| . \tag{A.10}
\end{align*}
$$

Because $W$ is doubly stochastic, then we have the relationship:

$$
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq-\sum_{m=0}^{k-1}\left\|\alpha_{i 1}(m)\left(\left(W^{(k-1-m)}-\frac{1}{n} 1_{n} 1_{n}^{T}\right) \otimes I\right) \nabla f(x(m)) .\right\|
$$

If

$$
\alpha_{i 1}(k)=\frac{s_{i}(k-1)^{T} s_{i}(k-1)}{s_{i}(k-1)^{T} y_{i}(k-1)},
$$

then

$$
\alpha_{i 1}(m)=\frac{s_{i}(m-1)^{T} s_{i}(m-1)}{s_{i}(m-1)^{T} y_{i}(m-1)} .
$$

Therefore we have the expression:

$$
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq-\sum_{m=0}^{k-1} \frac{\left\|s_{i}(m-1)\right\|^{2}}{s_{i}(m-1)^{T} y_{i}(m-1)}\left\|W^{(k-1-m)}-\frac{1}{n} 1_{n} 1_{n}^{T}\right\|\|\nabla f(x(m))\| .
$$

So we obtain that the following expression:

$$
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq \sum_{m=0}^{k-1} \frac{\left\|s_{i}(m-1)\right\|^{2}}{s_{i}(m-1)^{T} y_{i}(m-1)} \lambda^{(k-1-m)} \| \nabla f(x(m)) .
$$

If $\nabla f(x(m))$ is bounded meaning that $\| \nabla f(x(m) \| \leq G$ where $G$ is positive, then we have:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq \sum_{m=0}^{k-1} \frac{G\left\|s_{i}(m-1)\right\|^{2}}{s_{i}(m-1)^{T} y_{i}(m-1)} \lambda^{(k-1-m)} \tag{A.11}
\end{equation*}
$$

The eigenvalues $\lambda$ of the weight matrix $W$ satisfies the bounds, $0<\lambda \leq 1$. From equation (A.11) and by Cauchy-Schwarz on sums, we obtain:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq G\left(\sum_{m=0}^{k-1} \alpha_{i 1}^{2}(m)\right)^{\frac{1}{2}}\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \tag{A.12}
\end{equation*}
$$

We know that the BB step size is upper bounded such that $\alpha_{i}<1 / \mu$. By squaring both sides, $\alpha_{i}^{2} \leq \frac{1}{\mu^{2}}$ and we obtain the relationship

$$
\sum_{m=0}^{k} \alpha_{i}^{2}(m) \leq \frac{k}{\mu^{2}}
$$

Equivalently, we obtain the result

$$
\left(\sum_{m=0}^{k} \alpha_{i}^{2}(m)\right)^{\frac{1}{2}} \leq \frac{\sqrt{k}}{\mu}
$$

In equation (A.12),

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq G\left(\sum_{m=0}^{k-1} \alpha_{i 1}^{2}(m)\right)^{\frac{1}{2}}\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \tag{A.13}
\end{equation*}
$$

where

$$
\left(\sum_{m=0}^{k} \alpha_{i}^{2}(m)\right)^{\frac{1}{2}} \leq \frac{\sqrt{k}}{\mu},
$$

and

$$
\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \leq\left(\frac{1}{1-\lambda^{2}}\right)^{\frac{1}{2}}=\frac{1}{\sqrt{1-\lambda^{2}}} \triangleq \mathrm{Q}_{3}
$$

Moreover if

$$
\sum_{m=0}^{k-1} \alpha_{i 1}^{2}(m) \leq \frac{1}{G^{2} \sum_{m=0}^{k-1} \lambda^{2(k-1-m)}}
$$

holds, then each local agent's estimates converges $\mathbf{Q}$-linearly to its average; that is $\left\|x_{i}(k)-\bar{x}(k)\right\| \leq 1$.

Proof of Lemma 6.0.6

Proof. We consider the second step size $\alpha_{i 2}$ as expressed in equation (6.14), and for notation simplicity, we denote $Z=W \otimes I_{p} \in \mathbb{R}^{n p \times n p}$. Then the distributed iteration at time step $k$ is:

$$
\begin{equation*}
X(k+1)=Z X(k)-\alpha_{i 2}(k) \nabla f(X(k)) . \tag{A.14}
\end{equation*}
$$

Similarly based on the definition of $\bar{x}(k)$ as the average of local estimates, then we have $\bar{x}(k)=$ $\frac{1}{n} \sum_{i=1}^{n} x_{i}(k)$. Because $g(x(k))$ to be the average of local gradients, So we obtain the expression $g(x(k))=\frac{1}{n} \sum_{i=1}^{n} \nabla f_{i}\left(x_{i}(k)\right)$. If we solve equation (A.14) for $X(k)$ where $\alpha_{i 2}$ is the second BB step size, we obtain the expression:

$$
\begin{equation*}
X(k)=-\sum_{m=0}^{k-1} \alpha_{2}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m)) \tag{A.15}
\end{equation*}
$$

Let $\bar{X}(k)$ be the average of all concatenated $x_{i}(k)$, then we obtain:

$$
\begin{equation*}
\bar{X}(k)=\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) x(k) \tag{A.16}
\end{equation*}
$$

Also, we know that the following relationship holds.

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq\|X(k)-\bar{X}(k)\| . \tag{A.17}
\end{equation*}
$$

We note that in equation (A.15), $\alpha_{i 2}$ is expressed in equation (6.14). From equations (A.16) and (A.17), we obtain the result:

$$
\begin{align*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq & \|X(k)-\bar{X}(k)\|=\left\|X(k)-\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) X(k)\right\|=\|-\sum_{m=0}^{k-1} \alpha_{i 2}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m)) \\
& +\frac{1}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) \sum_{m=0}^{k-1}\left(\alpha_{i 2}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m))\right) \|, \\
= & \left\|-\sum_{m=0}^{k-1}\left(\alpha_{i 2}(m)\left(W^{(k-1-m)} \otimes I\right) \nabla f(x(m))\right)+\sum_{m=0}^{k-1} \frac{\alpha_{i 2}(m)}{n}\left(\left(1_{n} 1_{n}^{T}\right) \otimes I\right) \nabla f(x(m))\right\| . \tag{A.18}
\end{align*}
$$

Because $W$ is doubly stochastic, then we obtain the following bounds:

$$
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq-\sum_{m=0}^{k-1}\left\|\alpha_{i 2}(m)\left(\left(W^{(k-1-m)}-\frac{1}{n} 1_{n} 1_{n}^{T}\right) \otimes I\right) \nabla f(x(m))\right\| .
$$

If the second $B B$ step size is given by:

$$
\alpha_{i 2}(k)=\frac{s_{i}(k-1)^{T} y_{i}(k-1)}{y_{i}(k-1)^{T} y_{i}(k-1)},
$$

then we have the relationship:

$$
\begin{gathered}
\alpha_{i 2}(m)=\frac{s_{i}(m-1)^{T} y_{i}(m-1)}{y_{i}(m-1)^{T} y_{i}(m-1)} . \\
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq-\sum_{m=0}^{k-1} \frac{s_{i}(m-1)^{T} y_{i}(m-1)}{\left\|y_{i}(m-1)\right\|^{2}}\left\|W^{(k-1-m)}-\frac{1}{n} 1_{n} 1_{n}^{T}\right\|\|\nabla f(x(m))\| .
\end{gathered}
$$

We now obtain the bound:

$$
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq \sum_{m=0}^{k-1} \frac{s_{i}(m-1)^{T} y_{i}(m-1)}{\left\|y_{i}(m-1)\right\|^{2}} \lambda^{(k-1-m)}\|\nabla f(x(m))\| .
$$

If $\nabla f(x(m))$ is bounded meaning that $\|\nabla f(x(m))\| \leq G$ where $G$ is positive, then we obtain:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq \sum_{m=0}^{k-1} \frac{s_{i}(m-1)^{T} y_{i}(m-1)}{\left\|y_{i}(m-1)\right\|^{2}} \lambda^{(k-1-m)} G . \tag{A.19}
\end{equation*}
$$

and $\lambda$ is the second largest eigenvalue of W . We also note that the weight matrix $W$ satisfies the inequality, $0<\lambda \leq 1$. From equation (A.19) and by Cauchy-Schwarz on sums, we obtain:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq G\left(\sum_{m=0}^{k-1} \alpha_{i 2}^{2}(m)\right)^{\frac{1}{2}}\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \tag{A.20}
\end{equation*}
$$

We know that the second BB step size is upper bounded such that $\alpha_{i}<\frac{1}{\mu}$. By squaring both sides, $\alpha_{i 2}^{2} \leq \frac{1}{\mu^{2}}$ and we obtain

$$
\sum_{m=0}^{k} \alpha_{i}^{2}(m) \leq \frac{k}{\mu^{2}}
$$

Equivalently, we obtain the result

$$
\left(\sum_{m=0}^{k} \alpha_{i 2}^{2}(m)\right)^{\frac{1}{2}} \leq \frac{\sqrt{k}}{\mu}
$$

In equation (A.12), the following expression holds:

$$
\begin{equation*}
\left\|x_{i}(k)-\bar{x}(k)\right\| \leq G\left(\sum_{m=0}^{k-1} \alpha_{i 2}^{2}(m)\right)^{\frac{1}{2}}\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \tag{A.21}
\end{equation*}
$$

where

$$
\left(\sum_{m=0}^{k} \alpha_{i 2}^{2}(m)\right)^{\frac{1}{2}} \leq \frac{\sqrt{k}}{\mu},
$$

and

$$
\left(\sum_{m=0}^{k-1} \lambda^{2(k-1-m)}\right)^{\frac{1}{2}} \leq\left(\frac{1}{1-\lambda^{2}}\right)^{\frac{1}{2}}=\frac{1}{\sqrt{1-\lambda^{2}}} \triangleq \mathrm{Q}_{3}
$$

Proof. Let the variables $\bar{x}(k), g(k)$, and $\overline{\alpha_{i 2}}(k)$ be defined just as they were in Lemma 6.0.5 except that $\overline{\alpha_{i 2}}(k)$ is now the average of the second distributed BB step size. We consider $\left\|\bar{x}(k+1)-x^{*}\right\|^{2}$ to obtain bounds for convergence. So we start with the iterate: $\left\|\bar{x}(k+1)-x^{*}\right\|=\left\|\bar{x}(k)-x^{*}-\overline{\alpha_{i 2}} g(k)\right\|$. Squaring both sides and simplifying the right hand side of the above equation yields:

$$
\begin{equation*}
\left\|x(k)-x^{*}-\overline{\alpha_{i 2}}(k) g(k)\right\|^{2}=\left\|x(k)-x^{*}\right\|^{2}+{\overline{\alpha_{i 2}}}^{2}(k)\|g(k)\|^{2}-2\left(x(k)-x^{*}\right)^{T}\left(\overline{\alpha_{i 2}}(k) g(k)\right) . \tag{A.22}
\end{equation*}
$$

By using vector norm principles, for vectors $a, b, 2 a^{T} b \leq\|a\|^{2}+\|b\|^{2}$, therefore we obtain: $2\left(\bar{x}(k)-x^{*}\right)^{T}(g(k)) \leq\|g(k)\|^{2}+\left\|\bar{x}(k)-x^{*}\right\|^{2}$. Just as was defined in Lemma 6.0.5, $\mu$ and $L$ are strong convexity and Lipschitz parameters respectively and $c_{1}, c_{2}$ are given by $c_{1}=2 /(\mu+L)$ and $c_{2}=2 \mu L /(\mu+L)$. Therefore we have the relationship:

$$
\begin{align*}
\left\|\bar{x}(k+1)-x^{*}-\overline{\alpha_{i 2}}(k) g(k)\right\|^{2} & \leq\left\|\bar{x}(k)-x^{*}\right\|^{2}+{\overline{\alpha_{i 2}}}^{2}(k)\|g(k)\|^{2}-\overline{\alpha_{i 2}}(k) c_{1}\|g(k)\|^{2}-\overline{\alpha_{i 2}}(k) c_{2}\left\|\bar{x}(k)-x^{*}\right\|^{2}, \\
& \left.\leq\left(1-\overline{\alpha_{i 2}}(k) c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2}+{\overline{\alpha_{i 2}}}^{2}(k)-\overline{\alpha_{i 2}}(k) c_{1}\right)\|g(k)\|^{2}, \\
& \leq\left(1-\overline{\alpha_{i 2}}(k) c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2} . \tag{A.23}
\end{align*}
$$

We note that the last inequality is due to Theorem 2.1.12 from chapter 2 of [70]. We also note that $\left({\overline{\alpha_{i 2}}}^{2}(k)-\overline{\alpha_{i 2}}(k) c_{1}\right)\|g(k)\|^{2} \leq 0$ provided $\overline{\alpha_{i 2}}(k) \leq c_{1}$. We also note that $\overline{\alpha_{i 2}}(k)=c_{1}$ is within the range of the BB step size bounds below and the details are shown in Chapter A, Appendix A: Therefore the distributed BB convergence using the second BB step size can be finalized as:

$$
\begin{equation*}
\left\|\bar{x}(k+1)-x^{*}\right\|^{2} \leq\left(1-\overline{\alpha_{i 2}}(k) c_{2}\right)\left\|\bar{x}(k)-x^{*}\right\|^{2} . \tag{A.24}
\end{equation*}
$$

Dividing both sides of equation (A.24) by $\left\|\bar{x}(k)-x^{*}\right\|^{2}$ yields the following bounds:

$$
\begin{equation*}
\frac{\left\|\bar{x}(k+1)-x^{*}\right\|^{2}}{\left\|\bar{x}(k)-x^{*}\right\|^{2}} \leq 1-\overline{\alpha_{i 2}}(k) c_{2} . \tag{A.25}
\end{equation*}
$$

By taking the square roots of both sides of equation (A.25), we obtain the relationship:

$$
\frac{\left\|\bar{x}(k+1)-x^{*}\right\|}{\left\|\bar{x}(k)-x^{*}\right\|} \leq\left(1-\overline{\alpha_{i 2}}(k) c_{2}\right)^{\frac{1}{2}} .
$$

We will now bound: $\left(1-\overline{\alpha_{i 2}}(k) c_{2}\right)^{\frac{1}{2}}$ where $\alpha_{i 2}(k)$ is expressed in equation (6.14) and $\overline{\alpha_{i 2}}(k)=$ $\frac{1}{n} \sum_{i=1}^{n} \alpha_{i 2}(k)$. By using Lipschitz continuity of $\nabla f(\cdot)$ with $L$ as the Lipschitz constant, the distributed form of the second BB step size is lower bounded by $\frac{1}{L}$. Now, $\overline{\alpha_{i 2}}(k)=\frac{1}{n} \sum_{i=1}^{n} \alpha_{i 2}(k)$, and it results to

$$
n \overline{\alpha_{i 2}}(k)=\sum_{i=1}^{n} \alpha_{i 2}(k) .
$$

Also, $\alpha_{i 2}(k)>\frac{1}{L}, \alpha_{i 2}(k)<\sum_{i=1}^{n} \alpha_{i 2}(k)$ and we obtain the result:

$$
\begin{equation*}
\frac{1}{L}<\alpha_{i 2}(k)<\sum_{i=1}^{n} \alpha_{i 2}(k) \tag{A.26}
\end{equation*}
$$

From equation (A.26),

$$
n \overline{\alpha_{i 2}}(k)=\sum_{i=1}^{n} \alpha_{i 2}(k)>\frac{1}{L},
$$

and we have $\overline{\alpha_{i 2}}(k)>\frac{1}{n L}$. If $\overline{\alpha_{i 2}}(k)$ and $c_{2}$ are positive and $\overline{\alpha_{i 2}}(k)>1 / n L$, then $-\overline{\alpha_{i 2}}(k) c_{2}<-c_{2} / n L$. Therefore, $\overline{\alpha_{i 2}}(k)>1 / n L$. it implies that $0<1-\overline{\alpha_{i 2}}(k) c_{2}<1-c_{2} / n L$, So we obtain the bounds:

$$
0<\left(1-\overline{\alpha_{i 2}}(k) c_{2}\right)^{\frac{1}{2}}<\left(1-\frac{c_{2}}{n L}\right)^{\frac{1}{2}}
$$

It has been established in Lemma 6.0.5 that $c_{2} / n L \leq 1$ for all positive values of $n$. The convergence analysis is finalized according to the following relationship:

$$
\lim _{k \rightarrow \infty} \frac{\left\|\bar{x}(k+1)-x^{*}\right\|}{\left\|\bar{x}(k)-x^{*}\right\|} \leq\left(1-\frac{c_{2}}{n L}\right)^{\frac{1}{2}} \leq 1,
$$

Therefore we conclude that the average of the estimates converges Q-linearly to the optimal point, $x^{*}$.

APPENDIX B: ERROR DUE TO PROJECTION BOUNDS PROOF

## Proof of Lemma 1

Proof. We begin with the relationship:

$$
\begin{equation*}
\overline{\boldsymbol{\xi}}\left((k)=\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right) .\right. \tag{B.1}
\end{equation*}
$$

By squaring both sides of equation (B.1), and using the bound of $\sum_{i=1}^{n}\left\|\boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right)\right\|^{2}$ shown in [40], we obtain

$$
\begin{equation*}
\sum_{i=1}^{n}\left\|\boldsymbol{\xi}_{i}\left(\boldsymbol{h}_{i}(k)\right)\right\|^{2} \leq 8 \sum_{i=1}^{n}\left\|\Delta_{i}(k)\right\|^{2}+2 \bar{L}^{2} \alpha^{2}(k) . \tag{B.2}
\end{equation*}
$$

Equivalently, the expression below holds:

$$
\begin{equation*}
\| \overline{\boldsymbol{\xi}}\left((k) \| \leq \frac{\sqrt{8}}{n}\left(\sum_{i=1}^{n}\left\|\Delta_{i}(k)\right\|^{2}\right)^{1 / 2}+\frac{\sqrt{2} \bar{L} \alpha}{n} .\right. \tag{B.3}
\end{equation*}
$$

If $\ell \leq 1$, then $\left\|\Delta_{i}(k)\right\| \leq 1$ and $\left\|\Delta_{i}(k)\right\|^{2} \leq 1$. So we obtain the bounds below:

$$
\sum_{i=1}^{n}\left\|\Delta_{i}(k)\right\|^{2} \leq \sum_{i=1}^{n} 1=n .
$$

From equation (B.3),

$$
\frac{\sqrt{8}}{n}\left(\sum_{i=1}^{n}\left\|\Delta_{i}(k)\right\|^{2}\right)^{1 / 2} \leq \frac{\sqrt{8} \sqrt{n}}{n}=\frac{\sqrt{8}}{\sqrt{n}}=\sqrt{\frac{8}{n}}
$$

When $n \geq 1$, we obtain the following bound:

$$
\begin{equation*}
\sqrt{8}\left(\sum_{i=1}^{n}\left\|\Delta_{i}(k)\right\|^{2}\right)^{1 / 2} \leq \sqrt{8} \sum_{i=1}^{n} \Delta_{i}(k) . \tag{B.4}
\end{equation*}
$$

By dividing both sides of equation (B.4) by $n$, we obtain the bounds:

$$
\frac{\sqrt{8}}{n}\left(\sum_{i=1}^{n}\left\|\Delta_{i}(k)\right\|^{2}\right)^{1 / 2} \leq \frac{\sqrt{8}}{n} \sum_{i=1}^{n} \Delta_{i}(k)=\sqrt{8} \Delta(k),
$$

and the norm of the error due to projection is bounded as:

$$
\begin{equation*}
\|\overline{\boldsymbol{\xi}}(k)\| \leq \sqrt{8} \Delta(k)+\sqrt{2} \frac{\bar{L}}{n} \alpha . \tag{B.5}
\end{equation*}
$$

By squaring both sides of equation (B.5), we obtain

$$
\|\overline{\boldsymbol{\xi}}(k)\|^{2} \leq 8\|\Delta(k)\|^{2}+2 \bar{L}^{2} \alpha^{2}(k),
$$

which consequently proves Lemma 5.0.1.
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