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Abstract—The exploitation of Motivational Interviewing con-
cepts when analysing individuals’ speech contributes to gaining
valuable insights into their perspectives and attitudes towards
behaviour change. The scarcity of labelled user data poses
a persistent challenge and impedes technical advancements
in research in non-English language scenarios. To address
the limitations of manual data labelling, we propose a semi-
supervised learning method as a means to augment an existing
training corpus. Our approach leverages machine-translated
user-generated data sourced from social media communities
and employs self-training techniques for annotation. We con-
duct an evaluation of multiple classifiers trained on various
augmented datasets. To that end, we consider diverse source
contexts and employ different effectiveness metrics. The results
indicate that this weak labelling approach does not yield sig-
nificant improvements in the overall classification capabilities
of the models. However, notable enhancements were observed
for the minority classes. As part of future work, we propose
to enlarge the datasets only with new examples from the
minority classes. We conclude that several factors, including
the quality of machine translation, can potentially bias the
pseudo-labelling models. The imbalanced nature of the data
and the impact of a strict pre-filtering threshold are other
important aspects that need to be taken into account.

1. Introduction

Health behaviour change is a difficult process that re-
quires people to alter their habits and daily routine. Sus-
tained motivation and determination are fundamental to
achieving actual change. Motivational interviewing (MI) is
a therapy approach that facilitates behaviour change by ex-
ploring the language changes that occur when an individual
undergoes transformative experiences in their life [1]. The
primary goal of this approach is to enhance individuals’
self-awareness regarding their motivations for change and
to strengthen their personal commitment towards achieving
a goal.

Recent advances in Natural Language Processing (NLP)
and Artificial Intelligence (AI) have led to the widespread
availability and utilisation of Conversational Agents (CAs),

systems with the capability to emulate human conversa-
tions using text or spoken language. Extensive evidence has
demonstrated the potential advantages of utilising CAs for
health-related purposes, supporting the process of change
[2].

This work stems from a collaborative project between
Universidad de Santiago de Compostela (USC) and Univer-
sitit Regensburg (UR), which explores the utilisation of a
CA that implements MI to enhance motivation and foster
behaviour change. The CA employed in this project en-
counters significant language limitations as textual resources
are particularly scarce for non-English languages. In the
case of German language, annotated MI data are completely
unavailable [2].

Scarcity of user-generated data poses a significant chal-
lenge with far-reaching implications in domain-specific NLP
applications. The limited availability of labelled data hinders
or slows down the development of robust NLP models,
leading to potential limitations in their performance. In
such scenarios, researchers often face limited relevant data,
compelling them to resort to costly and time-consuming
approaches to advance their studies. These approaches in-
volve laborious collection and annotation of existing texts
or opting for out-of-domain data that may not align with the
task’s objectives [3].

To mitigate the resource-intensive nature of traditional
data collection methods, faster and more cost-effective alter-
natives are often explored to augment the training corpora.
Two prominent alternatives are data augmentation, which
involves applying a variety of transformations to the ex-
isting labelled data to create synthetic samples, and semi-
supervised learning, an efficient solution that leverages unla-
belled data, which is typically more abundant than labelled
data [4]. This is achieved through techniques such as self-
training, where the model, trained on a limited amount of
labelled data, generates pseudo-labels for unlabelled data.
These weakly labelled samples are used to further refine the
model’s predictions. This approach enables models to learn
from a broader range of examples, enhancing generalisation
and performance.

Semi-supervised learning tends to be effective when we
have limited labelled data but have access to a large amount



of unlabelled data [4]. We start from a small collection of
user-generated text data in German. This original dataset
was annotated with labels related to behaviour change. We
aim to explore a viable way to augment this labelled dataset.
Given the nature of the problem at hand, labelling subject’s
utterances, real user-generated data is more valuable than
automatically generated samples or synthetic data (e.g.,
derived from modifying the original available dataset, using
augmentation techniques [5]). The exponential growth of
user-generated content published on Internet, coupled with
the fact that the original training dataset is sourced from a
peer-to-peer online forum [6], are factors in favour of explor-
ing the potential of English-language online communities
and forums as valuable sources of high-quality user data.

This work is therefore guided by the following research
question: Are machine-translated user data, sourced from so-
cial media communities, and annotated via semi-supervised
learning, a viable solution to augment an existing training
corpus and to increase the base classifier’s performance for
cataloging behaviour change utterances?

To address this question, an existing human-labelled
German-language dataset is used as baseline in this work.
This dataset applies utterance codes defined in the Moti-
vational Interviewing Skill Code (MISC) [7], which allows
conceptualization of change-related speech through the as-
signment of valence, content labels and sublabels.

Data collected from online communities in English
language are initially segmented into sentences. Next, a
transformer model [8] is utilised to translate the segmented
data into German. To ensure the relevance of data, a pre-
filter classifier, which has been fine-tuned with on-topic and
off-topic sentences, is used to identify sentences relevant
to behaviour change!. Next, semi-supervised learning is
employed to produce weak labels, assembling multiple new
datasets from diverse behaviour change contexts. To explore
the viability of the semi-supervised learning approach, a
number of classification experiments are conducted. Classi-
fiers are trained on the newly constructed datasets and their
performance is evaluated on a held-out test set. In doing so,
we obtain valuable insights about the potential benefits of
this method to address data scarcity in this specific domain.

2. Related Work

This work falls within the scope of an ongoing col-
laborative project between the University of Santiago de
Compostela (USC), Spain and the University of Regensburg
(UR), Germany. In [6], the creators of the original collection,
named GLoHBCD, provided a thorough explanation on
the construction and evaluation of this behaviour change
dataset. We aim at augmenting this dataset and its creators
provided a detailed methodology for replicating the original
experiments. This involves the creation of three classifiers
across different behaviour change domains.

1. https://huggingface.co/selmey/behaviour_change_prefilter_german

2.1. Motivational
Change

Interviewing and Behaviour

Motivational Interviewing (MI) is a client-centered ap-
proach used in Psychology and Healthcare to facilitate be-
haviour change. It aims to elicit motivation in individuals
through goal-oriented communication to make changes in
their lives. Traditionally, therapists employ various tech-
niques such as open questions, affirmations, reflections, and
summaries to guide clients towards change [1]. MI has found
wide application in domains like substance abuse treatment,
weight loss, and mental health interventions.

The increased adoption of voice assistants presents an
opportunity for conversational agents to support health man-
agement. Our research focuses on assisting in the design of
persuasive CAs by applying MI concepts and techniques
[6]. Conversational agents employing MI techniques lever-
age natural language processing and machine learning al-
gorithms to understand and respond to user’s input, sim-
ulating human-like conversation. Recent developments in
technology-assisted behaviour change incorporate MI anno-
tation techniques. The exploitation of the Motivational Inter-
viewing Skill Code helps to evaluate individuals’ utterances
and to measure the quality and fidelity of MI interventions
[7].

Previous research have explored the creation of auto-
mated counseling systems in which clients interact with
an embodied conversational agent that acts as a virtual
counselor [9], the development of agent-based interventions
to increase motivation and confidence to promote physical
activity [10] and the design of specialized CAs to support
parents’ strategies tailored to healthy eating goals [11]. The
evaluation results of these systems show promising results.
For example, increased motivation was observed in surveyed
individuals who had interactions with the CAs. However,
the construction of CAs tailored to non-English speakers
remains largely unexplored [6].

2.2. Semi-supervised Learning and Data Augmen-
tation

Many studies have attempted to automatically augment
corpora in various fields, including computer vision [12], au-
dio augmentation [13] and speech recognition [14]. In these
studies, automated data augmentation resulted in enhanced
performance and more robust models, particularly in scenar-
ios where limited data were available. Recent research sug-
gests that this approach applied to language data could lead
to substantial improvements in multiple classification tasks.
Various surveys [15], [16] presented textual data augmenta-
tion methods such as synonym and embedding replacement,
structure-based transformations, sentence replacement by
round-trip translation, and so forth. Data augmentation in
the context of behaviour change utterances was previously
explored [5] by replacing and enhancing user data with
synthetic data generated by ChatGPT. The performance of
the resulting classifiers was tested on different combinations
of synthetic and real user data.



Data augmentation focuses on enriching the original ex-
isting dataset by introducing synthetic variations. An alterna-
tive path to expand training sets consists of employing semi-
supervised learning (SSL), which leverages both labelled
and unlabelled data. SSL is concerned with situations where
there is a scarcity of labelled data but an abundance of
unlabelled data. SSL has emerged as a popular method for
addressing data scarcity in deep learning contexts, with text
data being a common domain of application. Among the
various types of SSL, we focus on self-training, which is
one of the pioneering SSL approaches and has demonstrated
state-of-the-art performance in multiple tasks including neu-
ral machine translation [17].

The classic self-training methodology involves employ-
ing a pre-trained classifier to generate pseudo-labels for
unlabelled data. These pseudo-labelled examples are then
combined with the original corpus to create an augmented
dataset, which is subsequently utilized to retrain a new
model [18], [19]. In recent years, different alternatives have
been explored to improve self-training with weak supervi-
sion [20], regularization [21], contrastive learning [22] and
consistency learning [23].

Recent work on leveraging data augmentation and
pseudo-labelling in the context of sleep-related issues
showed promising results [24]. Similarly, [25] employed
SSL to label new datasets with classifiers fine-tuned on the
GLoHBCD and investigated the characteristics of written
language about behaviour change.

3. Methods

The proposed methodology in this work involves the
use of machine translation on data in English sourced from
Reddit, the application of self-training to generate pseudo-
labels and the re-training of the original models with the
goal of improving the base classifiers.

3.1. Data extraction

With the increasing popularity of Internet, individuals
often share online their experiences and challenges related
to mental health and behaviour change. This public exposure
is supported by various online platforms such as forums and
blogs [26]. This represents an opportunity for researchers
to explore and analyse abundant amounts of user-generated
data, which can be exploited to feed machine and deep
learning algorithms.

Reddit has gained an important role in scientific research
due to its popularity among a large and diverse user base. Its
communities, named subreddits, focus on specific interests
and have a significant volume of publications. This allow
researchers to target relevant scientific topics [27]. Previous
studies have suggested that Reddit is a feasible source of
data for creating domain-specific training datasets, partic-
ularly in the area of health. For example, Reddit data has
been employed to detect signs of anxiety or depression from
individuals’ interactions [26], [27].

Reddit’s publicly available API facilitates the retrieval
and extraction of user-generated content [28]. In addition,
Reddit is an appropriate source of data to expand the GLo-
HBCD corpus. In fact, there are some similarities between
the platform used to construct GLoHBCD and Reddit, both
being peer-to-peer communication forums where the con-
versational style is indirect among multiple parties.

Six different subreddits, topic-specific online commu-
nities within Reddit, were utilised for collecting data for
our research. Each one of them is somehow related to
behaviour change, but covers a specific topic. This allowed
for the original corpus, that is centred on weight loss, to
be expanded with samples of behaviour change focusing on
other topics. The subreddits and topics are the following:

- r/loseit — healthy methods to lose weight and main-
tain progress.

- r/smokingcessation — encouragement to quit smok-
ing and motivation for those who have already
stopped.

- r/leaves — support for users trying to stop drug abuse.

- r/stopdrinking — motivation for controlling or stop-
ping alcohol abuse.

- r/selfimprovement - inciting change in all aspects of
individuals’ life.

- 1/DecidingToBeBetter — —
improvement.

dedicated to  self-

Using Reddit’s API, we extracted a sample of thousand
posts of the “top” category of each subreddit (top rated pub-
lications). According to the platform’s voting system, posts
in the “top” section of a subreddit are highly regarded by
the community. We assume such posts are of higher quality
and particularly useful for performing our experiments. The
average length of a post was 292 words.

3.2. Data pre-processing

The availability of abundant user-generated data on the
web has led to substantial progress in diverse NLP tasks.
However, leveraging unstructured data is challenging and
requires the usage of NLP tools to pre-process the datasets
before they reach the training stage [26]. First, we need to
segment the posts into sentences, as we work at sentence-
level in this project. The average length of sentences in
the corpus is 87 tokens per sentence. Next, suitable regular
expression operations are applied to remove URLs, HTML
tags, special symbols, and emojis from the textual data.

3.3. Machine Translation with Transformers

After the pre-processing stage, data need to go through
a machine translation stage. Data scarcity is an omnipresent
issue in many NLP applications, especially in non-English
language projects. As Motivational Interviewing is relevant
to individuals across the globe, it is crucial to design tech-
nological solutions for languages such as German, which is
the target language for our project.



Reddit Data

Step 2

Step 3 Step 4

Labelled
Training Data

Train Classifiers

Combined labelled and
pseudo-labelled data

Step 5

Labelled Test
Data

Generate pseudo-labels with Re-train classifiers on

Machine translation

Step 1

classifier predictions combined data

Make Test Predictions

Translated
Unlabelled data

Figure 1. Proposed semi-supervised learning pipeline.
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Previous studies suggest that data augmentation through
machine translation is a promising technique. [29] generated
new data by translating an annotated corpus from English to
Urdu for fake news detection and [30] proceeded the same
way between English and French for a reading compre-
hension task. Other recent approaches employed zero-shot
multilingual MT techniques to improve end-to-end speech
translation models [31] or machine translation in the context
of speech recognition for telephone conversations [32].

The English-German translations represent a necessary
step in the proposed SSL pipeline and produce data in a
target language that faces data scarcity problems. However,
the successful exploitation of data in widespread languages
like English relies on the quality of the translation module.
Thus, a primary issue we seek to answer in our experiments
is whether or not the present quality of translations for the
English-German language pair is good enough.

To carry out the MT an OPUS-MT pre-trained model
developed by the Language Technology Research Group
at the University of Helsinki was employed. The model is
based on state-of-the art transformer-based neural machine
translation (NMT) and trained on freely available parallel
corpora collected in the OPUS repository [33]. The Reddit
corpus was translated sentence by sentence and we made
no manual post-edition (as it would be as costly as manual
translation, which is a laborious effort that we are trying to
avoid).

3.4. Pre-filtering

The semi-supervised approach we aim to apply requires
in-domain unlabelled data. To promote the incorporation
of relevant new data, we choose as sources a few subred-
dits related to behaviour change, translate the publications
into German, apply a German BERT language model and,
additionally, run a pre-filtering stage. This step classifies

TABLE 1. Size of subreddit datasets before and after pre-filtering.

subreddit ‘ Size ‘ change related ‘ % change related
loseit 25226 6135 24
smokingcessation 6747 1332 20
leaves 12475 1884 15
stopdrinking 13628 1955 14
selfimprovement 16105 1848 11
DecidingToBeBetter 14669 2279 16

each in-domain German text as either related or not related
to behaviour change. According to previous studies, the
macro F1 effectiveness of this topic classifier is 72.67%
[34]. This step enables the identification of on-topic sen-
tences that could be used to infer information about users’
change behaviour. A strict 0.99 confidence threshold on
these relevance predictions is established. Examples that do
not surpass the confidence threshold are discarded, reducing
the data to instances classified as “Change Related” with
very high confidence. The pre-filtering model was fine-tuned
on a dataset related to weight loss, and it exhibits a tendency
to identify a reduced number of topic-related sentences when
applied to data from other domains. Table 1 reports the size
of each subreddit collection before and after this relevance
filtering.

3.5. Base classifiers

To build the original base classifier, the first step consists
of a fine-tuning step on the original dataset, GloHBCD. Glo-
HBCD is an existing corpus composed of German-language
texts abound behaviour change. The extracts are annotated
with content categories and valences based on the MISC
codes [7]. Each sentence represents a person’s utterance
around change, and it is annotated with one valence label
(“+” for change talk and “-” for sustain talk). In addition to
the valences, the sentences are assigned one of three possi-



TABLE 2. Test set performances (%) of baseline classifiers.

Test set
‘ Accuracy ‘ Macro F1 ‘ Precision ‘ Recall
Valence 75.97 69.79 71.53 68.84
Label 84.50 77.31 79.37 75.72
Sublabel 80.54 73.68 71.77 76.15

ble content labels: Reason (R) that encompasses the basis,
incentives, justification or motives for change, Taking Steps
(TS) representing specific steps that have been taken towards
change and Commitment (C) that includes agreement, inten-
tion, or obligation regarding future behaviour. The instances
in the Reason category additionally receive one of four
additional sublabels, indicating the nature of the reason
for change: general (R_) represents the examples with no
sublabel, ability (Ra) encompasses ability and degree of
difficulty of the change, desire (Rd) being desire or will and
need (Rn) represents need or necessity. All these labels were
assigned manually, following an annotation scheme driven
by keywords [6].

GLoHBCD was separated into three training sets, each
one corresponding to one level of classification: valence,
content label or reason sublabel. Three separate base classi-
fiers were developed by fine-tuning a pre-trained German
BERT base model for each classification level. BERT, a
deep bi-directional transformer, enables the construction of
effective classification models in multiple text classification
tasks, especially in the medical field [35].

The test sets were created by using a 80/20 random
stratified split. The fine-tuning was performed using 10-fold
cross validation across three epochs. The resulting models
are then used to make predictions on the test sets.

The test set contains 929 examples for valence and label.
Macro-averaged F1 is an appropriate measure because the
datasets are imbalanced. This metric is more suitable for
evaluating the models than Micro-F1, because it reflects the
true model performance even when the classes are skewed.
We also report classification accuracy and averaged recall
and precision. Table 2 reports the performance of the three
base classifiers.

In addition, we will sometimes report F1, precision, and
recall for each class separately. These metrics are defined
as follows:

. TP
Precision = W (1)
TP
Recall = m (2)

2 - Precision - Recall
Fl = 3
Precision + Recall )

where TP, FP, and FN represent true positives, false
positives, and false negatives of each class, respectively.

TABLE 3. Distribution of labels after assigning pseudo-labels.

Valence Content Label Reason Label
subreddit %- %+ | BR BTS %C Zjlge"e‘ %a  %d  %n
loseit 17 83 60 32 7 74 13 9 4
smokingcessation 27 73 70 23 7 68 15 13 4
leaves 25 75 75 18 7 70 16 11 4
stopdrinking 24 76 66 25 9 74 14 9 3
selfimprovement 25 75 69 22 9 67 19 9 5
DecidingToBeBetter | 19 81 64 25 12 | 68 16 12 5

3.6. Pseudo-labelling

We aim to effectively augment the training sets for the
three base classifiers, following the methodology used in
[20] and [36]. The next step in the self-training approach
is to use the base models to generate pseudo-labels for the
unlabelled data. The fine-tuned base models are employed
to annotate the translated in-domain sentences, obtaining
weakly labelled instances. Pseudo-labelling requires multi-
ple training sessions, however recent work suggests that the
most efficient scenario is to conduct pseudo-labelling only 1-
2 times [24], thus we chose to do only one iteration. Table 3
shows label distribution after applying pseudo-labelling.

3.7. Augmenting the training sets

To validate the proposed method, various experiments
with different datasets were conducted. The main goal of
these experiments was to evaluate to what extent SSL can
contribute to enhance the performance of the original clas-
sifiers. To that end, the original performance of the base
models was compared to the performance of each model
after being re-trained with new data.

We combine the instances from the original training
dataset, GLoHBCD, with the newly labelled Reddit data,
working with each subreddit separately. Following [24],
we establish three different confidence thresholds for the
pseudo-label prediction: 0.5, 0.75 and 0.99. We only include
new examples, with a positive or negative label, that are
classified with a confidence score higher than the threshold.
The examples classified with low confidence are therefore
ignored. Note that with the 0.5 threshold all examples are
incorporated (with either positive or negative pseudo-label).

The different subreddits complement the base training
set in different ways by integrating diverse topics. We
believe that such diversity will increase the generalisation
abilities of the models and increase their performance.
Besides testing the incorporation of instances from each
individual subreddit, we also test a mixed configuration
where new instances come from all subreddits. This leads
to 21 different variants —(6 subreddits + all subreddits) * 3
confidence thresholds— applied on each base classifier. As
the experiments are conducted for three classification tasks,
this results in a total number of 63 new training sets.

Table 4 shows the distribution of pseudo-labels assigned
by the base classifier to the data extracted from each sub-
reddit.



TABLE 4. Overview of augmented datasets and label distributions.

Valence Label Sublabel
Training set threshold size % - % + size %R %TS %C size PR _ %Ra %Rd %Rn
GLoHBCD - 3703 31 69 3696 65 25 10 2411 69 16 9 6
50 9838 22 78 9831 62 30 8 6120 72 14 9 5
loseit 75 9683 22 78 9534 63 29 8 5924 73 14 9 5
99 8788 20 80 8182 65 27 8 4903 78 11 8 4
50 5035 30 70 5028 66 25 9 3345 68 16 10 6
smokingcessation 75 4979 29 71 4943 67 24 9 3286 69 15 10 6
99 4738 28 72 4677 67 24 9 3018 71 14 10 6
50 5587 29 71 5580 68 23 9 3828 69 16 10 5
leaves 75 5526 29 71 5499 69 23 8 3728 69 15 10 5
99 5208 28 72 5178 70 22 8 3321 73 13 9 5
50 5658 28 72 5651 65 25 9 3697 70 15 9 5
stopdrinking 75 5599 28 72 5557 66 25 9 3625 71 15 9 5
99 5266 27 73 5186 66 24 9 3303 73 13 9 5
50 5551 29 71 5544 66 24 9 3684 68 17 9 6
selfimprovement 75 5503 28 72 5428 67 24 9 3587 69 16 9 6
929 5211 27 73 5104 68 23 9 3214 71 14 9 6
50 5982 26 74 5975 65 25 10 3862 68 16 10 6
DecidingToBeBetter 75 5931 26 74 5858 65 25 10 3773 69 15 10 6
99 5626 25 75 5429 66 24 10 3351 72 13 9 6
50 19136 23 77 19129 65 26 9 12481 70 15 10 5
mixed 75 18706 22 78 18339 66 26 8 11868 72 14 10 4
99 16322 19 81 15276 69 23 8 9055 79 9 8 3

The dataset sizes differ based on the subreddit used
to augment the original corpus, with an average of 6010
examples for valence and label, nearly double the size of
the GLoHBCD dataset. This results in approximately half
the sets being composed of labelled data and the other
half of unlabelled data. As per the creation of the sublabel
datasets, all examples annotated as Reason (R), 69,5% of
the data on average, were taken into consideration. The
sublabel datasets are smaller, averaging 3865 examples, in
contrast to the original sublabel dataset, which consists of
2411 examples. All these statistics do not take into account
the mixed dataset, which is assembled by incorporating
examples from all subreddits.

All datasets are imbalanced, mirroring the pattern ob-
served in the original datasets. The distribution of valence,
labels and sublabels across datasets is similar, which sug-
gests that the way users address behaviour change in written
language remains consistent regardless of the context. A
higher threshold leads to a higher percentage of examples
for the majority class.

3.8. Re-training

We perform classic self-training by incorporating the
pseudo-labelled data without implementing any additional
transformation. Under this approach, a BERT German-cased
language model is fine-tuned from each of the newly con-
structed training sets. This training process is exactly the
same as the original training done to build the base models.
It follows a 10-fold cross validation over three epochs, we
do not change the hyper-parameter settings either.

4. Experimental results

We conducted separate experiments on all label-levels,
employing different base classifiers, and comparing the
newly obtained SSL-based classifiers with the original clas-
sifiers. Additionally, we investigate how the confidence
thresholds influence model’s performance. Our findings re-
veal that the new models produce varying effects depending
on the classification task considered. Specifically, we ob-
served slight improvements in effectiveness for the valence
and sublabel classifiers, while the label classifiers exhibit
a decline in performance when pseudo-labelled data are
introduced.

4.1. Valence

For the valence level of classification, we face a bi-
nary classification scenario. The model assigns a positive
or negative label to the individuals’ speech. The minority
class is “sustain” (or negative) and the majority class is
“change”, which is represented by the positive label. The
results are shown in Table 5. A modest overall improvement
of approximately 1-2% is observed across datasets. Gen-
erally, classifiers trained on datasets with higher (stricter)
thresholds yield better performance. Notably, there is a sig-
nificant improvement in performance in the minority class.
The subreddits about alcohol and drug abuse and general life
changes (stopdrinking, leaves, DecidingToBeBetter) are the
most promising, as we obtain here the highest performance
results (datasets DecidingToBeBetter 99 and leaves 75).

4.2. Label

In the case of the label classifier, we address a multi-
class classification scenario with three classes: Reason (R)



TABLE 5. Results of valence classifier.

Valence
Accuracy Fl-score Precision Recall
Training set thr + -
GLoHBCD - 75.97 69.79  56.13 8346 | 71.53 62.83 8023 | 68.84 50.71  86.96
50 75.54 69.32 5551 83.13 | 7094 61.84 80.03 | 6842 5036  86.49
loseit 75 75.43 7021 57.73  82.68 | 70.79 60.31 81.26 | 69.76 55.36 84.16
99 76.84 71.56 59.32 83.81 | 7256 6341 81.71 | 70.87 5571  86.02
50 77.38 71.67 5894 8439 | 7340 6550 8129 | 70.65 5357 87.73
smokingcessation 75 75.54 7031 57.84 8277 | 7092 60.55 8129 | 69.84 5536 84.32
99 77.16 71.80 59.50 84.10 | 73.01 64.32 81.70 | 71.00 55.36  86.65
50 75.87 70.06 56.87 8325 | 71.33 62.03 80.64 | 69.26 52.50 86.02
leaves 75 77.49 72.17  60.00 8434 | 7344 6500 8187 | 71.34 5571  86.96
99 75.65 69.72 5631 83.12 | 71.05 61.70 80.41 | 6891 51.79 86.02
50 77.06 7143 5875 84.11 | 7292 6453 8130 | 70.52 5393 87.11
stopdrinking 75 76.19 70.83 5833 8333 | 71.73 62.10 81.36 | 70.20 55.00 85.40
99 77.06 71.57 59.07 84.06 | 72.89 6429 8149 | 70.72 54.64 86.80
50 75.76 69.74  56.25 8323 | 71.21 62.07 80.35 | 68.88 5143 86.34
selfimprovement 75 75.76 70.82 58.82 8282 | 7121 60.61 81.82 | 70.50 57.14 83.85
99 76.52 70.58 57.37 8379 | 7224 63.76 80.72 | 69.63 5214 87.11
50 75.76 69.81 5642 8321 7120 6197 8043 | 6898 51.79  86.18
DecidingToBeBetter 75 75.65 69.72 5631 83.12 | 71.05 61.70 80.41 | 6891 5179 86.02
99 77.49 72.17  60.00 8434 | 7344 6500 81.87 | 71.34 5571 86.96
50 76.19 7042 57.36 8348 | 71.76 6271  80.81 | 69.60 52.80 86.34
mixed 75 75.87 70.54  58.00 83.07 | 7132 6135 8128 | 69.97 55.00 84.94
99 75.87 70.27 5736 83.17 | 7132  61.73 8091 | 69.57 5357 85.56
TABLE 6. Results of label classifier.
Label
Accuracy Fl-score Precision Recall
Training set thr avg R TS C avg R TS C avg R TS C
GLoHBCD - 84.50 77.31 90.21 7545 6628 | 7937 8727 8218 68.67 | 7572 9336 69.75 64.04
50 83.42 76.68  89.16 7380  67.07 | 79.02 86.91 76.82 7333 | 7478 9153 7101  61.80
loseit 75 83.96 7720  89.16 7577  66.67 | 80.55 8631  79.63 7571 | 74.67 92.19 7227 59.55
99 83.96 76.28 89.53 7627 63.03 | 78.68 86.88 80.75 6842 | 7435 9236 7227 5843
50 83.42 7633  89.07 7444 6548 | 7857 8629 79.81 69.62 | 7452 92.03 69.75 61.80
smokingcessation 75 82.02 7387 88.67 7149 6145 | 7581 86.44 7477 6623 | 7227 91.03 6849  57.30
99 83.42 76.86 89.00 7376 67.84 | 7893 86.16 7990 70.73 | 7523 92.03 68.49 6517
50 84.39 7596  90.37 7617 6135 | 78.68 8742 81.04 6757 | 7385 9352 7185 56.18
leaves 75 82.88 7445  89.34 7341 60.61 76.57 8695 7696 6579 | 7274 91.86 70.17  56.18
99 83.75 76.51 89.46 7421 6585 | 79.52 86.15 8039 72.00 | 7420 93.02 6891 60.67
50 83.32 76.05 89.14 7505 6395 | 77.16 87.64 7758 6627 | 7506 90.70  72.69  61.80
stopdrinking 75 84.39 7791 8985 7559 6829 | 80.12 8792 7778 74.67 | 7610 9186 73.53  62.92
99 83.21 7537 8923 7347 6341 7833 8587 79.80 69.33 | 73.12 9286 68.07 5843
50 83.75 7582 89.55 7494 6296 | 79.00 86.18 80.98 69.86 | 73.41 93.19 69.75 57.30
selfimprovement 75 83.10 75.65 8896 7425 6375 | 7823 8698 7588 71.83 | 73.67 91.03 72.69 57.30
99 83.42 76.57 8894  74.11 66.67 | 79.64 85091 79.05 7397 | 7420 9219 69.75  60.67
50 83.10 75.64 8921 7348 6424 | 77.68 87.16 76.13 69.74 | 7397 9136 71.01  59.55
DecidingToBeBetter 75 83.96 77.00 89.85 7326 67.90 | 80.23 8659 7874 7534 | 7455 9336 6849  61.80
99 83.53 75.91 89.55 7394 6424 | 7839 86.76  78.67 69.74 | 7394 9252 69.75  59.55
50 84.39 77.16 8959  77.29 6460 | 7993 87.13 8045 7222 | 7500 92.19 7437 5843
mixed 75 82.78 7450  89.18 7350 60.82 | 76.14 86.79 7820  63.41 7315  91.69 6933 5843
99 82.99 7524  88.60 7538 61.73 | 77.69 8630 7828 6849 | 7330 91.03 72.69  56.18

as the majority class, and Taking steps (TS) and Commit-
ment (C) as the minority classes. The results are shown in
Table 6. Contrary to the observations made with the valence
classifier, we do not observe here an overall improvement
in performance. Only with the stopdrinking dataset and a
threshold of 0.75, we found a marginal improvement of
less than 1%, which we consider insignificant. On average,
these classifiers perform one percentage point lower than
the baseline classifier. There appears to be an increase in
the effectiveness metrics of the minority classes, but this
improvement comes at the cost of a decline in the majority
class. The most substantial improvement is observed in the
Commitment class, which exhibits increases in precision

and recall in the range of 5%-7%. Different thresholds do
not significantly impact on the results. The highest figures
are achieved when using data from subreddits leaves and
stopdrinking with a threshold 0.75.

4.3. Sublabel

The task of sublabel classification consists of multilabel
classification with four labels, see Table 7. The subla-
bel classifiers exhibit behaviour that is similar to the one
achieved by the label classifiers. The resulting Macro F1
varies by approximately +1%, although we do not claim
statistical significance for this difference. Notably, it is ob-
served an improvement in F1 and recall of the majority class



TABLE 7. Results of sublabel classifier.

Label
Acc Fl-score Precision Recall

Training set thr avg R_ Ra Rd Rn avg R_ Ra Rd Rn avg R_ Ra Rd Rn
GLoHBCD - 80.54| 73.68 86.60 6129 75.59 71.23] 71.77 88.58 60.64 67.61 70.27| 76.15 84.71 61.96 8571 72.22
50 | 78.19| 71.31 8475 56.38 73.85 7027 6897 8737 5521 6486 6842 7446 8228 57.61 8571 7222
loseit 75 | 79.03] 71.70 85.68 55.06 75.00 71.05| 69.58 87.19 5698 66.67 67.50| 74.55 8422 5326 8571 75.00
99 | 79.36| 7191 85.89 54.14 80.00 67.61| 70.74 86.85 55.06 7246 68.57| 73.54 84.95 5326 89.29 66.67
50 | 80.54| 73.88 86.63 5838 78.05 72.46| 73.26 87.59 58.06 71.64 75.76| 74.88 85.68 58.70 85.71 69.44
smokingcessation 75 | 80.37| 72.60 86.76 59.09 7520 69.33| 71.08 87.62 61.90 68.12 66.67| 74.65 85.92 56.52 8393 7222
99 | 80.20| 73.40 86.21 5824 78.74 70.42| 72.06 87.50 58.89 70.42 71.43| 7532 84.95 57.61 89.29 69.44
50 | 80.03| 74.71 85.68 58.51 78.69 7595 71.94 8798 57.29 72.73 69.77| 78.08 83.50 59.78 85.71 83.33
leaves 75 | 81.21| 7473 87.06 57.47 7833 76.06| 74.58 86.75 60.98 73.44 77.14| 75.16 87.38 54.35 83.93 75.00
99 | 80.54| 73.73 86.73 57.14 80.00 71.05| 72.02 87.81 57.78 75.00 67.50| 75.73 85.68 56.52 85.71 75.00
50 | 80.87| 74.24 86.90 57.78 79.03 73.24| 73.27 87.65 59.09 72.06 74.29| 75.60 86.17 56.52 87.50 72.22
stopdrinking 75 | 81.21] 74.92 8694 5843 80.33 73.97| 73.79 8747 6047 7424 7297| 76.36 86.41 56.52 87.50 75.00
99 | 80.20| 73.03 86.48 5537 80.00 70.27| 71.97 86.80 57.65 75.00 68.42| 74.34 86.17 5326 8571 72.22
50 | 80.54] 73.58 86.86 54.55 79.67 73.24| 7291 87.07 57.14 73.13 74.29| 74.64 86.65 52.17 87.50 72.22
selfimprovement 75 | 79.03| 72.01 85.19 56.67 77.78 68.42| 6991 86.68 57.95 70.00 65.00| 7472 83.74 5543 87.50 72.22
99 | 79.70| 72.77 86.21 55.03 81.36 68.49| 71.52 87.50 53.61 77.42 67.57| 74.16 84.95 56.52 85.71 69.44
50 | 80.03| 73.13 8596 5824 81.67 66.67| 71.15 8725 58.89 76.56 6190 7551 8471 57.61 87.50 72.22
DecidingToBeBetter 75 | 80.03| 73.27 86.00 58.76 77.27 71.05| 7091 87.85 61.18 67.11 67.50| 76.70 84.22 56.52 91.07 75.00
99 | 81.04| 73.29 87.29 5476 80.67 70.42| 73.60 8626 60.53 76.19 71.43| 7338 8835 50.00 8571 69.44
50 | 79.36| 72.09 8578 5294 78.74 70.89| 69.97 86.63 57.69 70.42 65.12| 7523 84.95 4891 89.29 77.78
mixed 75 | 79.03] 71.93 85.57 53.93 77.17 71.05| 69.82 86.97 5581 69.01 67.50| 74.72 8422 52.17 87.50 75.00
99 | 78.69| 72.46 8497 5397 80.65 70.27| 70.39 87.02 52.58 73.53 6842 74.99 83.01 5543 89.29 72.22

(R_). One of the minority classes, Rd, gets improvements in
F1, precision, and recall across multiple datasets. However,
these improvements comes at the expense of a decline in
the remaining classes. The best performing classifiers are
those fine-tuned on datasets from the leaves, stopsmoking
and DecidingToBeBetter subreddits. Once again, the results
indicate that the confidence threshold of the pseudo-labels
is not crucial when it comes to the performance on the test
set.

5. Discussion and future work

After conducting a series of experiments over machine-
translated and pseudo-labelled datasets, the obtained results
suggest that the proposed approach of combining MT and
SSL does yield moderate improvements in some specific
instances. It was observed a general trend of improvement of
the minority class across three different classification tasks.
Although certain classes showed improvements in individual
metrics, the general predictive power of the SSL classifiers
remained within the range of the performance achieved by
the baseline models. Various confidence thresholds for incor-
porating pseudo-labels were explored, under the hypothesis
that higher thresholds would result in better performance.
However, we observed a trend where the average F1 score
either remained the same or slightly decreased with a higher
threshold. Furthermore, the best results did not often cor-
respond with the highest, more stringent, thresholds. These
findings suggest that the confidence level of the pseudo-label
does not have a strong influence on the predictive capability
of the SSL model.

Another important aspect is the training set size. In gen-
eral, the new datasets are comparable to the original ones,
except from the mixed datasets that incorporate pseudo-
examples from all subreddits. However, the mixed classifiers
did not yield better results, despite having been fine-tuned

with larger datasets. This result implies that the size of the
dataset does not play a significant role in the classification
performance.

The topic of the subreddit used to obtain the augmented
training set appears to play a crucial role in the classifica-
tion improvement. The highest scores were obtained from
datasets of subreddits focused on alcohol abuse, drug usage
and general life improvements. These subreddits deal with
aspects that are not related to weight-loss but it seems that
they supply complementary utterances about life change
that are effective as additional signs for the classifiers.
Additionally, it is worth noting that the original dataset is
derived from a forum where participants were aiming to lose
weight or were in the process of doing so. The subreddits
mentioned before include individuals who are in the phase
of attempting to maintain the changes they have achieved,
thus placing them in a different stage of behaviour change.

Fine-tuning language models using SSL is challenging
due to the presence of noisy labels. Traditional self-training
mechanisms overlook the base model’s weakness during the
pseudo-labelling process [37]. We argue that the effective-
ness of the approach is affected by the robustness of the ini-
tial models. In our case, the base classifiers were trained with
limited datasets, with 3700 samples only. Related to this, we
observed the scarcity of pseudo-labelled data imputed to the
minority classes. This produces additional data imbalance in
the re-training phase and results in poor performance.

Another limitation that must be taken into consideration
is the quality of machine translation. Previous research has
highlighted the potential inaccuracies of machine translation
[29], which may contribute to lowered performance of the
BERT models on the test data. Some inconsistencies can
be found in the translated data, for example, the translation
of fast” in English to ”schnell” (instead of the appropriate
translation “fasten” in the given context). Moreover, MT
could alter the natural word order, resulting in uncommon



combinations of words. This could be an issue for accurately
labelling user utterances towards change. In the future, we
will further analyse the MT module, compare multiple so-
lutions and, possibly, incorporate pseudo-labelled data from
multiple language sources.

In general, we observed promising improvements in
metrics for the minority classes. A potential SSL approach
that could be considered in future work consists of includ-
ing only training pseudo-labelled samples for the minority
labels. This could help to mitigate data imbalance and
obtain higher overall results. In addition, as performance
depends on the subreddit’s topics, data from other (non-
health) change related topics could be sourced.

Another future line of research could be oriented to
lowering the threshold for the pre-filtering classifier. Such
an approach would feed more examples to the subsequent
modules and it could help to acquire a larger number of
examples.

6. Conclusion

Limited labelled data is a common issue in many ma-
chine learning applications. This work has addressed this
problem in the context of an ongoing project centred around
a Conversational Agent employing Motivation Interviewing
techniques. Our proposed approach aims to mitigate the
scarcity of MI annotated data in German language. To
that end, we created a semi-supervised learning pipeline,
consisting of data scraping, machine translation and self-
training to reduce the costly and labor-intensive process of
labelling data manually. The objective was to develop robust
classification models for annotating users’ change-related
speech according to the MISC code. Oriented to these goals,
our study consisted of a series of experiments with pre-
trained transformer-based models and three different classi-
fication tasks.

We hypothesised that English language data from the
platform Reddit from diverse topic could be translated into
German and then used to augment a pre-existing German
language corpus and, as a consequence, enhancing the pre-
dictive accuracy of behaviour change utterance detection.
However, the experimental results demonstrated that this
approach did not yield significant improvements in the
classification capabilities, compared to the baseline models.
Several factors might contribute to these findings, including
inaccuracies in the automated translation, potential biases
of the pseudo-labelling models due to imbalanced training
datasets, the presence of noisy labels, and the established
strict pre-filtering threshold. Our study illustrates the type
of challenges encountered in text classification with non-
English languages and underscores the need for further
research in addressing these limitations.
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