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 I 

Abstract 

Title: Anthropomorphized Chatbots in Mental Health Applications 

Author: Nadine Stoever 

 

The number of people suffering from mental health disorders is steadily rising as a result of 

growing social and economic inequality, ongoing political conflict, and, not least, the COVID-

19 pandemic. The rapid progress of artificial intelligence, and within it chatbots, presents an 

opportunity to address these deficiencies by reducing treatment barriers and providing 

economic benefits to service providers and consumers. To assure the effectiveness of chatbots 

in psychological health applications, they have to be accepted by users.  

A chatbot’s acceptance in mental health interventions is influenced by the benefits of intelligent 

machines, their expectation of nonjudgmental and unbiased support, and the effect of stigma 

on trust and belief in healthcare. Based on these insights, the experimental study examines 

whether users of psychological health apps more readily accept chatbots as opposed to physical 

health apps. Furthermore, the humanization of chatbots is a proven tool to enhance the quality 

of interaction with users. Thus, this dissertation additionally aims to investigate if a humanized 

chatbot entity affects their acceptance in the context of mental health apps. 

The results suggest that chatbots are more widely accepted in mental health applications 

compared to physical health applications. Moreover, the findings lead to the recommendation 

to implement humanized entities in chatbots within mental health applications. The 

results provide a rationale for conducting additional research to investigate the subject in greater 

depth. Due to the continuous development of AI, the utilization of chatbots in mental health 

care should be investigated continuously. 
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Sumário 

Título: Chatbots antropomorfizados em aplicações de saúde mental 

Autor: Nadine Stoever 

 

O número de pessoas que sofrem de perturbações de saúde mental está a aumentar 

constantemente devido à desigualdade social e económica, conflitos políticos e da pandemia de 

COVID-19. O rápido progresso da inteligência artificial representa uma oportunidade para 

resolver estas perturbações, reduzindo os obstáculos ao tratamento e proporcionando benefícios 

económicos aos prestadores de serviços e aos pacientes. Para garantir a eficácia dos chatbots 

nas aplicações de saúde mental, estes têm de ser aceites pelos utilizadores. Esta aceitação nas 

intervenções de saúde mental é influenciada pelos benefícios das máquinas inteligentes, pela 

sua expectativa de apoio imparcial e sem juízos de valor e pelo efeito do estigma na confiança 

e na crença nos cuidados de saúde. Com base nestes conhecimentos, o estudo experimental 

examina se os chatbots são mais facilmente aceites pelos utilizadores de aplicações de saúde 

psicológica do que aplicações de saúde física. Além disso, a humanização dos chatbots é uma 

ferramenta comprovada para melhorar a qualidade da interacção com os utilizadores. Assim, 

esta dissertação tem como objetivo investigar se uma entidade chatbot humanizada afeta a sua 

aceitação no contexto de aplicações de saúde mental. 

Os resultados sugerem que os chatbots são melhor aceites em aplicações de saúde mental do 

que em aplicações de saúde física. Além disso, os resultados levam à recomendação da 

implementação de entidades humanizadas em chatbots dentro de aplicações de saúde mental. 

Devido ao desenvolvimento contínuo da IA, a utilização de chatbots nos cuidados de saúde 

mental deve ser investigada numa base contínua. 

 

Palavras-chave: inteligência artificial, chatbots, antropomorfismo, cuidados de saúde ment 
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1 Introduction 

In the first year of the pandemic, rates of anxiety and depression increased by more than 25 

percent, adding to the nearly one billion people worldwide who have already been suffering 

from a mental disorder (WHO, 2022). Simultaneously, mental health services were 

substantially disrupted, expanding the treatment gap for mental health issues. Existing 

grievances, such as rising social and economic inequality, ongoing political conflicts, and 

violence, remain present. Even though it is proven that solid mental health improves social 

interactions, job performance, stress management, and overall well-being, not enough is done 

to improve mental health. Consequently, mental health disorders are greatly underserved in 

addition to being pervasive and expensive. Globally, mental health systems are marked by 

significant information and research, governance, resource, and service deficits and imbalances. 

On average, less than two percent of healthcare budgets are allocated to mental health. Out of 

that budget, more than 70 percent of mental health spending in middle-income nations is still 

directed toward psychiatric facilities. The deficiency becomes apparent when considering that 

about half of the world's population lives in countries with a ratio of one psychiatrist for 200 

000 people or more (WHO, 2022). 

A promising evolution for mental healthcare is the rise of artificial intelligence (AI) (Graham 

et al., 2020).	By 2030, the AI industry is predicted to reach $1811.8 billion in revenue (Grand 

View Research, 2022) and contribute $15.7 trillion to the global economy (PwC, 2017). 

According to previous research, incorporating AI into the healthcare industry is the key to 

enhancing the quality of mental health services (Baños, 2022). By providing an innovative form 

of psychological intervention, chatbots, which are a vital part of AI, may help reduce treatment 

barriers and improve access to assistance, thereby ushering in a profound change in psychology 

and psychotherapy (Bendig et al., 2019). Users, however, continue to express skepticism and 

feelings of discomfort toward chatbots (Liu & Sundar, 2018). To fully exploit the benefits of 

chatbots in mental healthcare, it is emphasized that chatbots need to be improved to make them 

more effective in their interaction with users (Luxton, 2014). Ideally, the acceptance of potential 

consumers will increase due to the improvement, allowing them to be assisted by the new 

technologies.  

Further, it can be ensured that more individuals are receiving psychological treatment. One 

trend worth noting and a possibility of improvement is the increasing humanization of 

technology. Virtual avatars appear increasingly humanlike, not only in their physical 

appearance but also in the way in which they mimic emotions and personality traits (Aggarwal 
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& McGill, 2007; Epley, 2018; Zhou et al., 2019). This advancement in humanization 

contributes to the reduction in barriers, allowing AI to be accepted as help. 

 

1.1 Research Objective 

This dissertation aims to answer the research question of whether the increasing humanization 

of chatbots enhances the acceptance of this new technology in the field of psychological 

healthcare interventions. It also explores a second research question on whether there are 

significant differences in the acceptance of chatbots in psychologically oriented health apps 

compared to apps that specialize in improving physical health concerns.  

In an attempt to answer these questions, an experimental study was carried out. It aims to 

measure the effect of the chatbot entity and health goal of the app on the acceptance, which is 

structured into the relationship with the chatbot, its competences as well as user’s behavioral 

intentions. This study thereby seeks to add to the expanding corpus of literature on the 

applicability of AI in mental healthcare. The purpose of this study is to contribute to setting the 

groundwork for the ideal implementation of chatbots in mental healthcare, as their success and, 

thus the improvement of mental healthcare more broadly depends on user acceptance. 

 

1.2 Structure of Dissertation 

This dissertation follows the standard format of empirical research papers in its structure. In the 

introduction, the general topic, problem statement, and research question have been defined.  

Chapter Two examines existing literature and summarizes relevant concepts and paradigms 

related to AI, specifically chatbots, mental health interventions, and anthropomorphism, to 

justify the latter and derive respective hypotheses. In addition, the distinctions between 

psychological and physical health interventions are addressed. Chapter Three describes the 

methodology employed, and Chapter Four outlines the study's results, which are then discussed 

in relation to prior research in Chapter Five. In addition, theoretical and practical implications 

are provided, as well as limitations of this study outlined. This dissertation closes with the 

conclusion in Chapter Six which summarizes the findings to provide insights for academics and 

managers in mental healthcare. 
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2 Literature Review 

This chapter establishes the theoretical foundation of the subsequent study based on a literature 

review. First, the fundamentals of AI and the role of chatbots in the field are outlined. Following 

that, essential key concepts for humanizing technologies are presented. The use of chatbots in 

mental health interventions is then examined in greater depth. Following that, the distinctions 

between chatbots in psychological and physical health interventions are emphasized. Finally, 

an outline of the humanization of chatbots is provided. Based on the findings of this literature 

review, hypotheses are derived. 

 

2.1 Artificial Intelligence 

To be described as an intelligent system, four components have to be present. The first is natural 

language processing capabilities, which allow the system to speak with humans in a natural 

manner. The second component, knowledge representation, functions as the system's memory 

and stores complex information. Automated reasoning is the third component, which allows the 

information to be utilized to respond to questions and identify new facts. Lastly, an intelligent 

system uses machine learning to recognize new patterns and adapt to new conditions. With 

these four components in place, AI systems may more accurately portray human intelligence 

and become an asset to operational procedures (Russell, 2010). As a representation of a 

conversational virtual service automaton that incorporates both AI and robotics, chatbots are an 

essential component of the field of artificial intelligence (Chung et al., 2020). 

 

2.2 Chatbots 

Chatbots are defined in recent literature as a computer program that simulates human language 

using a text-based dialogue system (Zumstein & Hundertmark, 2017). They utilize social cues 

in interactions between humans and computers and can mimic interpersonal conversations 

(Letheren & Glavas, 2017). These conversational agents augment, and sometimes even 

substitute, human agents in performing complex tasks such as providing health, financial, and 

purchasing advice (Araujo, 2018). Commercial interest in chatbots remains high, caused mainly 

by the cost savings they provide (Reddy, 2019). 

They allow businesses to add a new layer of customer engagement and support to their 

operations by ensuring that a personalized service is always available to satisfy the needs of 

their customers (Rese et al., 2020). The development of chatbots has acquired considerable 
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speed over the past decade, with numerous organizations implementing them. This tool is 

currently utilized in a variety of industries, including retail and customer service, education, 

entertainment, marketing, and, more pertinent to this study, healthcare (Kerly et al., 2007; 

Palanica et al., 2019; Brandtzaeg & Følstad, 2017; Van den Broeck et al., 2019). However, with 

a technology that is still being developed come advantages as well as disadvantages.   

2.2.1 Advantages of Chatbots 

The high productivity of chatbots is one of their primary advantages. In contrast to human 

customer service representatives, chatbots can simultaneously handle numerous customer 

interactions without becoming exhausted or making mistakes. This makes chatbots an ideal 

solution for businesses that need to manage a high volume of customer inquiries quickly and 

simultaneously. In addition to their high level of productivity, chatbots excel at handling basic 

customer requests. Chatbots can relieve human customer service representatives to manage 

more complex issues by automating routine inquiries. This not only improves the overall 

efficiency of the customer support process but also increases the user experience. Around the 

clock accessibility is a further advantage. Unlike human customer service professionals, 

chatbots can assist users at any time of day or night. This is particularly important for businesses 

operating in multiple time zones or with consumers located around the globe. The machine-like 

characteristics of chatbots can also be viewed as a benefit. Due to a chatbot's nonjudgmental 

nature, customers are less likely to experience embarrassment or intimidation when interacting 

with it as opposed to human customer service representatives. Finally, chatbots can reduce 

customer service wait periods. Customers are frequently required to wait on hold for extended 

periods of time before being connected to a representative. This can result in a negative 

customer experience. Businesses can reduce waiting periods by employing chatbots to answer 

common inquiries (Bendig et al., 2019). 

2.2.2 Disadvantages of Chatbots 

While chatbots provide convenience and efficiency in customer support, they face limitations 

and challenges.  The chatbot's limited capacity for understanding and responding to customers' 

questions and comments is a significant challenge. When consumers' questions are not 

understood after several attempts at rephrasing, frustration develops. This restriction limits 

effective communication and may irritate users. In addition, current research indicates that 

chatbots are often incapable of handling complex or detailed requests. A frequent cause of this 

limitation is restricted access to individual customer data.  
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Although the chatbot's inability to respond to complex queries could be remedied with more 

data, another challenge should be considered. Concerns about privacy and security in chatbot 

interactions are frequently cited as reasons for avoiding chatbot use. Consumers are concerned 

about the risks posed by unauthorized access to sensitive data and data breaches. By 

constructing robust security measures and adhering to stringent privacy protocols, it is possible 

to reduce these concerns and increase user confidence (Følstad et al., 2018). 

 

2.3 Chatbots in Mental Health Interventions 

The previous chapter demonstrates that while chatbots present numerous opportunities, they 

present several challenges. This also pertains to the healthcare sector. In this sector, the 

COVID-19 pandemic has illuminated the deficiencies within healthcare systems worldwide, 

particularly the available resources to address health issues (WHO, 2022). A key problem is 

that mental health conditions are frequently misdiagnosed and untreated accordingly. Almost 

one in five adults suffer from a mental disorder at some point in their lives (Steel et al., 2014). 

However, access to evidence-based psychological treatments for the general population 

continues to be problematic (Henderson et al., 2013; Thyloth et al., 2016). In addition to 

investment and resource problems and a lack of available services, other issues include stigma, 

the inability to afford services, and geographical or time constraints (Harvey & Gumport, 

2015). 

Some of these obstacles may be surmounted by the use of digital mental health interventions, 

which adapt and translate psychological interventions into digital formats to increase the 

accessibility of psychological support and resources and the efficiency with which they are 

delivered (Baños et al., 2022). Within these interventions, chatbots are an essential source of 

optimism for the healthcare industry, as they can mitigate extant complaints and provide 

effective assistance. 

 

2.4 Opportunities and Limitations of Chatbots in Psychological Healthcare Interventions 

In numerous ways, chatbots have the potential to support psychological interventions. A benefit 

of using the dialog system in clinical care is the ability to address individuals needing treatment 

who are not receiving any care due to various barriers (Stieger et al., 2018). Chatbots could 

bridge the time required for waiting before psychotherapy approval and provide low-threshold 

access to care in the meantime (Grünzig et al., 2018). With that, at least an improvement in 

symptoms compared to no treatment can be temporarily provided (Andersson et al., 2016; 
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Carlbring et al., 2018). However, conversational agents can not only be relied on prior to a 

psychological treatment, but also during and after it. Patients being discharged from the hospital 

could interact with the chatbot to receive psychoeducation and additional assistance concerning 

the psychological aspects of their illness (Bickmore et al., 2010). The most promising 

application of chatbots is, however, the supplementation to psychotherapy.  

Chatbots could improve treatment outcomes by providing homework to patients. By 

implementing micro-interventions requiring minimal therapist contact, psychologists will have 

more time to see larger numbers of patients or provide more intensive care to those in need 

(Feijt et al., 2018). Throughout each of these stages, chatbots consistently provide benefits due 

to their inherent characteristics. They are immune to the biases of human clinicians, ensuring 

that patients receive consistent and objective care. In addition, recipients of care may feel more 

comfortable discussing private and intimate matters with a machine, resulting in reduced 

anxiety (Luxton, 2014). According to Bickmore et al. (2010), interacting with a chatbot 

improves the therapeutic experience by making users feel less rushed. In remote areas where 

access to mental health services may be limited, chatbots are also useful for providing care to 

those seeking assistance. Equally important is the fact that the development of intelligent 

devices in healthcare can result in significant economic advantages for mental health service 

providers and consumers. Opportunities for longer-term therapies, which are currently limited 

by managed-care costs, may arise as a result of the growing availability and lower costs of 

intelligent devices. This means that patients will be able to participate in longer-term therapies 

and receive periodic checkups at substantial savings for healthcare providers, making mental 

health support more accessible to a larger population (Luxton, 2014). 

While using chatbots in mental health interventions offers numerous advantages, it is crucial to 

recognize the limitations and potential challenges it presents. Evidently, ethical and legal 

treatment of personal data is desired. Due to the high emotional and sensitive value of the 

information disclosed by patients in apps for mental health support and improvement, special 

care must be taken to ensure data security. Furthermore, in the case of mental health assistance, 

the disadvantage of chatbots that essential details may be misunderstood is particularly 

significant. For example, in case a person seeks help for suicidal thoughts, immediate and 

concrete assistance is mandatory (Bendig et al., 2019). 
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2.5 The Role of Health Goal in Chatbot Interventions 

To understand the impact of chatbots within health interventions, the distinction between the 

orientation of different health applications is crucial. Previous research shows a discrepancy in 

people’s judgments and decisions based on the usage of psychological or physical health 

applications (Lucas et al., 2014). A contrast is drawn between what each application specializes 

in. A psychological health intervention seeks to identify and treat mental deficiency. An app 

aimed at enhancing physical health, on the other hand, is centered on body health. This may 

involve physical activity, sensations of pain, or other medical conditions. The fundamental 

assumption for both conditions is that a medical or psychological evaluation is necessary to 

ease both health issues. However, it has been proven that people with mental health issues seek 

assistance much less frequently (Corrigan & Watson, 2002).  

The assumption that virtual chat agents are immune to the personal prejudices that human 

therapists often have is a vital explanation for why patients may be more accepting of chatbots 

in psychological health apps. According to several studies (Gratch et al., 2007; Kandalaft et al., 

2013; Lucas et al., 2014), communicating with chatbots is preferred by several individuals since 

they view them as nonjudgmental and unbiased. Users may feel more at ease and eager to 

disclose personal information while interacting with a virtual assistant due to the fact that they 

can devote more time to patients, always retain a kind tone, and provide a judgment-free 

atmosphere (Bickmore et al., 2010). 

Remarkable is the discovery that participants express their sadness more acutely when 

interacting with a virtual assistant. This indicates that people are more comfortable expressing 

their feelings to the chatbot because it does not react emotionally, which may make them more 

willing to share personal information (Lucas et al., 2014). This is especially important in a 

mental health app, as users may benefit from having a secure environment where they 

can express their feelings without fearing repercussions. 

Furthermore, the stigma associated with mental illness significantly influences individuals' trust 

and confidence in healthcare services. In society, mental health conditions are frequently 

misunderstood and discriminated against, resulting in self-stigma and avoidance of professional 

assistance. The perceived anonymity and lack of judgment from a machine may ameliorate 

fears of being stigmatized or labeled. As a substitute for the potentially adverse reactions found 

in interpersonal encounters and institutional settings, chatbots are growing in prominence as an 

option of assistance for those who experience public stigma and structural discrimination 

(Luxton, 2014). 
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Consequently, we predict that chatbots will be more readily accepted by users of psychological 

health apps than they will be of physical health apps. Their acceptance in mental health 

interventions is influenced by the benefits of intelligent machines, their expectation of 

nonjudgmental and unbiased support, and the effect of stigma on trust and belief in healthcare. 

For improved measurement, the acceptance of chatbots is broken down into three categories.  

These include a user's relationship with the chatbot, the chatbot's competence, and the 

user's behavioral intentions. 

Thus, the following hypotheses are derived: 

H1.1  A psychological health goal in an online-health app leads to higher perceived 

relationship skills of a chatbot (empathy, closeness, and trust) than a physical health 

goal. 

H1.2 A psychological health goal in an online-health app leads to higher perceived 

competence of a chatbot (clarity in communication, satisfaction, perceived capability 

for self-help, perceived helpfulness, and data security) than a physical health goal. 

H1.3  A psychological health goal in an online-health app leads to higher behavioral 

intentions (intention to return and recommend) of users of a chatbot than a physical 

health goal. 

Additionally, improvements can be incorporated into chatbots in psychological health apps to 

counteract the apparent disadvantages associated with chatbots. Subsequently, the following 

chapter will focus on anthropomorphism in chatbots. 

 

2.6 Anthropomorphism of Chatbots 

For chatbots to reach their full potential and make a difference in psychological healthcare 

interventions, it is crucial that they are optimized for the user as much as attainable.   

Guthrie (1995) defines anthropomorphism as the attribution of human characteristics to non-

human entities. When anthropomorphism employs visual (e.g., human figure) and linguistic 

cues, people perceive them as human (Epley et al., 2007), which can impact people's judgment 

and behavior (Epley et al., 2007; Guthrie, 1995; Zhou et al., 2019). In the past, for instance, 

human figures and identities were assigned to chatbots to promote an improved level of quality 

in interaction with users (Cyr et al., 2009). Supporting this fundamental premise, it has been 

discovered that incorporating human attributes into chatbots activates humanness heuristics 

(Sundar, 2008). In response, prior research indicates, users treat chatbots as humans and interact 

socially with them (Gong & Nass, 2007; Kim & Sundar, 2012).  
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To humanize a chatbot, two essential factors must be considered. Firstly, using human figures 

is the most straightforward way to increase the humanity of chatbots. Human visual 

(anthropomorphic) clues of agents can be highly suggestive and can influence social 

perceptions (Kim, 2010; Lee & Oh, 2015). Humanlike visual cues are likely to activate 

"humanness" heuristics (Sundar, 2008), causing users to regard chatbots as human and behave 

socially toward them (Baylor & Kim, 2003; Gong & Nass, 2007; Kim & Sundar, 2012; Nowak, 

2004). As a result, essential interface-level modification of chat agents using visual clues can 

indicate humanness to users.  

Secondly, using human names or identities is another method for enhancing the humanity of 

conversation agents. Because people tend to perceive objects based on their labels, this 

enhancement is effective. By aiming to minimize cognitive effort when making judgments or 

forming impressions of others, individuals commonly rely on the main attributes attached to 

labels (Ashforth & Humphreys, 1997; Gelman & Heyman, 1999). According to previous 

research (Złotowski et al., 2016), anthropomorphic agents elicit a higher level of empathy and 

trustworthiness. In the case of empathy, a machine that displays greater empathy is perceived 

as more humanlike (Eyssel et al., 2010), which can alter people's behavior toward it (Złotowski 

et al., 2015). While trust is a willingness to undertake risk, trustworthiness encompasses 

qualities like integrity and competence that make it appropriate for someone to place their trust 

in another. As the individual's level of trust can affect their intentions or behavior, it is crucial 

for the chatbot’s success to provide a trustworthy service (Pavlou, 2003).  

Furthermore, social presence, increased by humanizing chatbots, has psychological 

components of affective closeness and/or social connectedness (Bente et al., 2008; Biocca et 

al., 2003; Palmer, 1995; Rice, 1984). Therefore, the more a user experiences social presence 

while interacting with an online chat agent, the more he or she experiences emotional and 

social closeness. Consequently, this enhanced sense of proximity can result in favorable agent 

evaluations. To determine a chatbot's positive impact on a psychological health intervention, 

the present research leads us to identify three categories of components.  

Firstly, the perceived relationship with a chatbot is crucial for determining whether the 

conversational agent is accepted as a mental health support. Significant deterrents include the 

chatbot's perceived empathy, a user’s perceived closeness toward the chat agent as well as the 

placed trust in the chatbot. Thus, the following hypothesis is proposed:  

H2.1  An anthropomorphistic entity leads to higher perceived relationship skills of a 

chatbot (empathy, closeness, and trust) in a mental health app than an abstract entity. 
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Although a chatbot's relationship skills are a strong indicator of user acceptance, they are not 

the only factor. The second category to evaluate the chatbot’s impact is its perceived 

competence.  

A chatbot's perceived competence can be split into distinct components. A key 

component is clear communication, which enhances credibility and therefore increases the 

likelihood of a user’s return to the chatbot (Zumstein & Hundertmark, 2017). According to 

prior research (Choi et al., 2021), anthropomorphism increases consumer satisfaction. Another 

vital part of a chatbots competence is a user’s perceived capability for self-help after being 

confronted by the conversational agent as well as its perceived helpfulness, as users are more 

likely to adopt innovative technology like chatbots if they perceive them to be helpful and 

valuable to them (Bhattacherjee, 2001). The last component of competence is the user’s 

perceived data security. As the digital agent processes highly sensitive data, ethical and legal 

questions about data protection arise (Bendig et al., 2019). The security of their data is a critical 

aspect in a user's trust in the application (Hasal et al., 2021). 

Due to the combined set of essential components for the perceived competence of the chatbot, 

the next hypothesis reads as follows:  

H2.2  An anthropomorphistic entity leads to higher perceived competence of a chatbot 

(clarity in communication, satisfaction, perceived capability for self-help, perceived 

helpfulness, and data security) in a mental health app than an abstract entity. 

The last component to answer the research question is behavioral intentions of users of chatbots 

in health apps. These changes in behavior regard the intention to return to the chatbot and the 

intention to recommend the chat function or the health app. Since behavioral intentions are the 

most precise and close psychological indicator of actual behavior (Fishbein & Ajzen, 1977), 

conducting research on user intents is vital for assessing whether a chatbot is effective in 

accomplishing its purpose. 

Behavioral intentions to revisit a chatbot engagement are higher when users have favorable 

assessments of the conversational agent. As perceived humanness contributes to forming 

favorable attitudes, anthropomorphizing chatbots increases behavioral intentions. Moreover, 

the intention to recommend the chat function delivers valuable insights into whether a consumer 

is satisfied with the service provided. Positive attitudes toward the chatbot lead not only to an 

improvement in intentions toward the conversational agent itself but also toward the website or 

app in which it is embedded (Go & Sundar, 2019). 

Based on the literature presented, the following hypothesis is suggested: 
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H2.3  An anthropomorphistic entity leads to higher behavioral intentions (intention to 

return and recommend) of users of a chatbot in a mental health app than an abstract 

entity. 

Interaction of Health Goal and Anthropomorphism 

To examine the interaction between the variables of health goal and anthropomorphized chatbot 

entity the following hypotheses are derived: 

H3.1  An anthropomorphistic entity leads to higher perceived relationship skills of a chatbot 

than an abstract entity in a psychological health goal app than in a physical health goal 

app. 

H3.2  An anthropomorphistic entity leads to higher perceived competence of a chatbot than 

an abstract entity in a psychological health goal app than in a physical health goal app. 

H3.3  An anthropomorphistic entity leads to higher behavioral intentions of users of a 

chatbot than an abstract entity in a psychological health goal app than in a physical 

health goal app. 

 

3 Methodology 

The following section describes the study's methodology, including the research design, 

participants, variables, and procedure. The purpose of this chapter is to provide a detailed 

outline of the research approach that can be replicated by other researchers interested in 

examining the role of chatbots in mental healthcare. 

 

3.1 Research Design 

The present study intends to understand whether chatbots are a vital part of the future of 

digitalized mental healthcare. As introduced in the hypotheses section, the research aims to 

measure the effect of the chatbot entity and health goal of the app on the acceptance, which is 

split into the relationship with the chatbot, its competences as well as user’s behavioral 

intentions. 

To attain this goal, an online questionnaire was developed using the online survey platform 

Qualtrics as part of the experimental design. A between-subjects factorial design was used, 

resulting in four conditions, as shown in Figure 1. It allows us to compare the participants’ 

behavior between the groups while avoiding carry-over effects. By randomly assigning 

participants to each condition, potential sources of bias are eliminated, as all groups will tend 
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to have similar compositions. To rule out the possibility of individuals transferring their 

knowledge from one condition to another and to confirm that the differences seen are due to 

the varying scenarios and not to other unobserved factors, each participant was assigned to one 

scenario only. Moreover, the guidelines of the Central Limit Theorem (Kwak & Kim, 2017) 

are applied to ensure that the sample distribution gets close to a normal distribution, which 

enables us to run a two-way analysis of variance (ANOVA). According to the theory, the results 

from 30 participants per experimental condition in a between manipulation are significant. Once 

the data is obtained and a sufficient number of responses is acquired, the data is prepared for 

subsequent analysis, for which IBM's statistics software SPSS is used. To test for an interaction 

effect between the two independent variables on a continuous dependent variable several two-

way ANOVA are applied. When a main effect of an independent variable prompted further data 

examination to comprehend the results further, an independent samples t-test was conducted.   

Figure 1 

Between-subjects factorial design - experimental conditions 

 Chatbot Entity 

H
ea

lth
 A

pp
 G
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l Human entity 

Psychological health goal 

Abstract entity 

Psychological health goal 

Human entity 

Physical health goal 

Abstract entity 

Physical health goal 

 

 

3.2 Participants 

The questionnaire used in the study was distributed through various online and personal 

networks. All of the participants of the valid sample in this study were volunteers. The 

respondents' ages range from 20 to 61 years, with an average age of 34. Furthermore, 56,7% of 

the sample is represented by women, and 39,4% by men. 0,8% of the respondents stated that 

they identify as non-binary or third gender. Most respondents were either employed or students. 

Because the survey was distributed in an international network, seven different first languages 

were recorded, with German accounting for the highest percentage (85.8%), followed by 

English (7.9%). The remaining percent is divided between the languages Spanish, Portuguese, 

Mandarin, Hindi, and Italian. 
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3.3 Variables 

The following section provides an outline of the independent, dependent, and control variables 

used in the experiment to investigate the effect of anthropomorphism on chatbots in mental 

health applications.  

3.3.1 Independent Variables 

Chatbot entity - The first independent variable in this experiment is the entity of the 

conversational agent. As discussed in the literature review section of this dissertation, the entity 

involves the identity cue (e.g., name) and the visual representation (e.g., figure) (Go & Sundar, 

2019). In the experiment, a highly anthropomorphistic conversational agent with the name 

Helen Green and a human profile picture is contrasted with an abstractly designed chat partner 

named Harmony and an abstract figure as a recognition symbol in the chat. In the hypotheses 

outlined above, the independent variable is tested alongside the dependent variable and should 

therefore contribute to answering the research question. 

Health goal - The second independent variable describes the goal of the online-health app. A 

distinction is made between a psychological health goal and a physical health goal. Thus, for 

half of the sample, the app aims to improve the mental health of users, while for the other 50%, 

it addresses their physical health. The variable determines whether the measured effects for 

chatbots in mental health apps occur evenly for the contrasting health goal. This distinction can 

hold enticing implications for the placement of chatbots in apps for mental health. 

3.3.2 Dependent Variables 

Relationship with the Chatbot 

Perceived empathy of the conversational agent - By showing positive emotions, the 

engagement and relationship between the user and the chatbot can be strengthened, which leads 

to a higher satisfaction and, thus increased intention to return (Zumstein & Hundertmark, 2017). 

A 7-point rating scale (1 – Not empathic at all, 7 – Extremely empathic) is used to study the 

perceived empathy of the chatbot. 

Closeness and connection toward the conversational agent - It was shown that 

attributing humanlike characteristics to chatbots promotes social closeness and emotional 

connectedness (Bente et al., 2008; Biocca et al., 2003). Consequently, this enhanced sense can 

result in favorable agent evaluations, which then generate behavioral intentions to return to the 

chatbot (Go & Sundar, 2019). For this reason, it is essential to study participant’s perceived 

closeness and connectedness with a 7-point rating scale (1 – Not close at all, 7 – Extremely 

close). 
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Trust in the conversational agent - To fully realize the potential of chatbots they need to be 

trusted by users (Følstad et al., 2018). Therefore, the level of trust in the conversational agent 

is asked with the help of a 7-point rating scale (1 – Do not trust at all, 7 – Completely trust). 

Competence of the Chatbot 

Clarity in communication - If chatbots provide users with incorrect or unclear responses, they 

lose credibility. The incapacity to provide an apparent response to the question asked will 

eventually lead users to discontinue communication and cease the usage of the chatbot 

(Zumstein & Hundertmark, 2017). Therefore, participants are asked to state how clearly they 

perceive the chatbot’s communication with a 7-point rating scale (1 – Not clear at all, 7 – 

Extremely clear) 

Satisfaction with the conversational agent - Chatbots enhance customer satisfaction in various 

contexts (Chung et al., 2020; Holzwarth et al., 2006). To assess user contentment in the context 

of a mental health app, respondents are asked to rate their level of satisfaction on a 7-point scale 

(1 – Not at all satisfied, 7 – Extremely satisfied). 

Usefulness - Potential users are more inclined to use new technologies, such as chatbots, if they 

believe they will be useful and valuable to them (Bhattacherjee, 2001). Respondents are thus 

asked to firstly state how capable for self-help they are after using the chatbot and secondly, 

how they perceived the chatbot’s helpfulness in two separate 7-point rating scales (1 – Not 

capable at all, 7 – Extremely capable; 1 – Not helpful at all, 7 – Extremely helpful). 

Perceived data security - How app users perceive the security treatment of their data is an 

essential factor for their trust in said application (Hasal et al., 2021). For this reason, participants 

are asked to state their perceived security of their data (1 – Not safe at all, 7 – Extremely safe).  

Behavioral Intentions 

Intention to return to the chat function - In their widely cited theory of reasoned action, Fishbein 

and Ajzen (1977) argued that behavioral intentions are the most accurate and closest 

psychological predictor of actual behavior. Therefore, it is necessary to ask about specific 

behavior to determine the associated intention (Ajzen & Klobas, 2013). For that reason, 

participants are asked to rate their own intention to return to the chat function as well as their 

belief of the intention of others to return on two separate 7-point rating scales (1 – Not likely at 

all; 7 – Extremely likely).  

Likelihood of recommendation - A user’s recommendation intent shows the extent to which he 

or she is satisfied with the service provided (Mehrotra, 2019) as well as possible future likes 

and interests (Lü et al., 2012). Respondents are asked to rate the likelihood of recommending 
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the chat agent and the online-health app based on the scenario given in two different 7-point 

rating scales (1 – Not likely at all; 7 – Extremely likely). 

Table 1 

Dependent variables and categorizations 

Dependent variables Categorizations 

Relationship 

Empathy 

Closeness 

Trust 

Competence 

Clarity in communication 

Satisfaction 

Capability for self-help 

Helpfulness 

Data security 

Behavioral intentions 

Intention to return 

Assumed intention of others to return to chat function 

Recommendation of chat function 

Recommendation of health app 

 

3.3.3 Control Variables 

Factors unrelated to the relationship under investigation can influence the study’s outcome. 

Isolating such parameters is essential to ensure that results are generalizable (Bernerth & 

Aguinis, 2016). Extraneous impacts can only be held constant to a certain extent in an online 

survey, and some influences are beyond the researcher's control. Thus, control variables are 

used in questionnaires to gain statistical control over the desired effect by statistically reducing 

variances linked to non-focal variables (Carlson & Wu, 2012). 

Importance of own mental health - The rating of the importance of one's own mental health 

shows how comprehensible the scenario is to the participant. The closer the participants feel to 

the topic, the more precisely the opinions and associated intentions of the target group can be 
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understood. The seven-point rating scale (1 – Not important at all; 7 – Extremely important) 

demonstrates the importance.   

Mental health support - An additional crucial control measure is whether respondents have 

experienced mental health issues in the past and whether they believe they would benefit from 

counseling in the present. Both of these variables indicate an elevation in mental health 

intervention acceptance. Both are tested with multiple choice questions (yes, no, prefer not to 

say, other/comment; additional for benefit from mental health support in the present: I already 

am). 

Familiarity with technology as support for mental health – As a control variable, familiarity 

with technology and mental health support is additionally included, as this connection, as with 

the first control variable, may affect the answers provided by respondents. For this reason, the 

question was asked with the help of a seven-point rating scale (1 – Not familiar at all; 7 – 

Extremely familiar). 

Frequency of chat agent usage – Experience with chatbots in other domains can enhance a 

person's willingness to interact with a conversational agent within the mental health spectrum. 

Additionally, previous research illustrates that initial trust in chatbots enhances the intention to 

use them (Mostafa & Kasamani, 2021). For this reason, a multiple-choice question is used to 

assess this condition (Daily, 4-6 times a week, 2-3 times a week, once a week, 2-3 times a 

month, once a month, Never) 

Stigma regarding mental illness – The amount of stigma a person has over others, called public 

stigma, or the self-stigma, meaning how much a person with mental illness believes and accepts 

the common prejudices about mental illness and turns them against themselves and, thus lose 

self-confidence is a vital control question. It is based on Corrigan’s scale (Corrigan & Watson, 

2002) and is an essential control point to understand the reason behind respondents’ answers. 

There are nine questions given, each to be answered with a 7-point rating scale on the level of 

agreement (1 – Do not agree at all; 7 – Strongly agree). 

3.3.4 Manipulation Checks 

Two questions are designated as checks for manipulation. They are used to ascertain the 

effectiveness of an experimental manipulation. This test ensures that participants perceive 

and understand the independent variables and respond with the correct comprehension of the 

experiment. 

Chatbot entity – To control for the first independent variable, participants are asked to answer 

a multiple-choice question with two possible answers (Helen Green, Harmony). 
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Health goal – Additionally, the second independent variable was inquired with the help of a 

multiple-choice question with two possible answers (Psychological/Mental health goal, 

Physical health goal) 

 

3.4 Procedure 

Before starting the experiment, participants are randomly assigned to one of the four 

experimental conditions of the previously outlined between-subjects design. The experiment 

begins with an introduction in which the approximate duration and the broad topic, the future 

use of new technology in healthcare, are described. Participants are additionally guaranteed that 

their data remains confidential and that their participation in the survey is anonymous. This 

information is vital to ensure biases such as social desirability bias are avoided which is only 

possible if respondents trust that their data will be processed privately and anonymously (Van 

Selm & Jankowski, 2006).  

Specific information regarding the research questions is withheld, such as the fact that the 

primary research topic is specifically mental health or that the chatbot entity plays an 

accentuated role to prevent further bias among participants. As a second orientation to the 

survey, the participants are made aware that they will be shown an Online-Health-App that 

employs a conversational agent and that their opinion will be requested.   

After the initial instructions, in each condition, participants are presented with a short 

description of the mental health service (or application), which includes information on the  

conversational agent, either a human or an abstract entity, and on the health goal of the app, 

either a psychological health goal app that orientates itself toward improving user’s mental 

health or with a physical health goal app that aims to improve people’s body health. In both 

instances, respondents are introduced to the scenario of app utilization before being exposed to 

the chat with the conversational agent to bring them into the wanted mental state so that the 

scenario is anchored and subsequent questions can be answered as accurately as possible.  

After respondents are acquainted with the purpose of the app and the name and feature of the 

conversational agent, they are presented with the chat. To focus solely on the entity of the 

chatbots in the research, the conversational agent's language was not modified. Thus, the chat's 

content remains unchanged. Merely the appearance and name of the chat partner alter to 

distinguish between a human and an abstract entity. For both health objectives, the word 

selection and chat progress were designed in a comparable manner. 
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In the next step, participants completed the measurements for the dependent variables, which 

are separated into three groups. To measure the relationship with the chatbot the perceived 

empathy, closeness toward and trust in the chatbot are inquired. The perceived competence of 

the chatbot is inquired with perceived clarity in communication, satisfaction, perceived 

capability for self-help, helpfulness, and data security. Lastly, participants are asked to state 

their behavioral intentions about returning to the chat function, the assumed intention of others 

to return, the likelihood of recommendation of chat function, and the health app. Afterward, 

participants are asked to answer several control questions to control for the potential causal 

effect of the treatment on the outcome. The before-mentioned manipulations are to be 

additionally answered. 

The experiment closes with demographic questions about gender, age, occupation, and first 

language. Thus, these factors can be controlled for and are used to describe the sample. Finally, 

participants could leave comments and were debriefed. For the full detailed version of the 

questionnaire, please refer to Appendix 1.  

 

4 Results 

The purpose of this study was to determine whether the independent variables of chatbot entity 

(anthropomorphized vs. abstract) and health app goal (psychological vs. physical) have an 

effect on the acceptance of a chatbot. Consequently, three categories of dependent variables are 

specified. The discipline of relationship with the chatbot explores a user's perception of 

empathy, closeness to, and trust in the conversational agent. In the second dimension, the 

chatbot's communication clarity, user satisfaction, perceived capability for self-help, perceived 

helpfulness, and data security are investigated. The final dimension is the user’s behavioral 

intentions, which include the intention to return to the chat function and the presumed intention 

of others to return. In addition, the intent to recommend the chat function and the health app is 

evaluated. The results are thus presented in the following chapter according to these three 

categories. To answer the research question, several two-way ANOVA are applied. When the 

results prompt further exploration of the data, an independent samples t-test is used to confirm 

tendencies of interactions where needed. 
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4.1 Research Findings 

4.1.1 Relationship with the Chatbot 

Regarding the perceived empathy of the chatbot, the two-way ANOVA did not reveal a 

significant main effect of the health goal (F(1, 123) = .09, p = .766), suggesting that a 

psychological health goal does not lead to statistically significant higher levels of perceived 

empathy than a physical health goal (Mpsych goal = 4.89, SDpsych goal = 1.37; Mphys goal = 4.81, SDphys 

goal = 1.40). We did not find a significant main effect of the chatbot entity (F(1,123) = .09, p = 

.766), indicating that an anthropomorphistic entity does not lead to statistically significant 

higher levels of perceived empathy (M = 4.89, SD = 1.44), than an abstract entity (M = 4.81, 

SD = 1.33). Furthermore, the interaction effect between chatbot entity and health goal is not 

significant (F(1, 123) = .17, p = .681). 

A two-way ANOVA of chatbot entity and health goal of an online-health app on perceived 

closeness toward the chatbot did not reveal a significant main effect of health goal (F(1, 123) 

= .004, p = .948), suggesting that a psychological health goal does not lead to statistically 

significant higher levels of perceived closeness toward the chatbot than a physical health goal 

(Mpsych goal = 4.25, SDpsych goal = 1.63; Mphys goal = 4.23, SDphys goal = 1.43). We did not find a 

significant main effect of chatbot entity (F(1,123) = .18, p = .676), indicating that an 

anthropomorphistic entity does not lead to statistically significant higher levels of perceived 

closeness toward the chatbot (M = 4.30, SD = 1.56), than an abstract entity (M = 4.19, SD = 

1.50). Furthermore, the interaction effect between chatbot entity and health goal is not 

significant (F(1, 123) = .23, p = .632). 

For the variable of trust toward the chatbot the two-way ANOVA the main effect of health 

goal showed a significance (F(1, 123) = 5.55, p = .020), suggesting that a psychological health 

goal leads to statistically significant higher levels of trust toward the chatbot compared to a 

physical health goal (Mpsych goal = 4.27, SDpsych goal = 1.59; Mphys goal = 3.64, SDphys goal = 1.37). 

However, the test did not reveal a significant main effect of the chatbot entity (F(1,123) = 1.29, 

p = .258), indicating that an anthropomorphistic entity does not lead to statistically significant 

higher levels of trust toward the chatbot (M = 4.11, SD = 1.52), than an abstract entity (M = 

3.80, SD = 1.50). Furthermore, the interaction effect between chatbot entity and health goal is 

not significant (F(1, 123) = .02, p = .877). 

Even though the interaction is not significant, the main effect of health goal prompted further 

exploration of the data to understand the results in more depth. Therefore, an independent 

samples t-test was conducted for the anthropomorphized entity condition as well as for the 
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abstract entity condition. For the anthropomorphized entity condition, the t-test revealed a 

significant effect of the health goal on the trust toward the chatbot (t(61) = 1.77, p = .041), 

indicating that a psychological health goal leads to higher trust in the chatbot (M = 4.44, SD = 

1.56) than a physical health goal (M = 3.77, SD = 1.41). For the abstract entity condition, 

however, the t-test did not reveal a significant effect of the health goal on the trust toward the 

chatbot (t(62) = 1.57, p = .061), suggesting that a psychological health goal does not lead to 

higher trust in the chatbot (M = 4.10, SD = 1.62), than a physical health goal (M = 3.52, SD = 

1.35). These different patterns of results suggest an interaction between the two independent 

variables, illustrated in Figure 2. 

Figure 2 

Level of trust in a chatbot with a psychological or physical health goal in the context of a human 

or abstract chatbot entity  

 

 

Table 2 

Means - Main effects of health goal on relationship with chatbot 

 Psychological health goal Physical health goal 

 M SD M SD 

Empathy 4.89 1.37 4.81 1.40 

Closeness 4.25 1.63 4.23 1.43 

Trust 4.27 1.59 3.64 1.37 
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Table 3 

Means - Main effects of chatbot entity on relationship with chatbot 

 Anthropomorphistic entity Abstract entity 

 M SD M SD 

Empathy 4.89 1.44 4.81 1.33 

Closeness 4.30 1.56 4.19 1.50 

Trust 4.11 1.52 3.80 1.50 

 

To conclude, the present findings lead us to partially confirm H1.1 stating that a physical health 

goal leads to higher perceived relationship skills of a chatbot (empathy, closeness, and trust) in 

a health app than a physical health goal as the psychological health goal has a significant effect 

on trust. However, for the characteristics of empathy and closeness, the hypothesis is rejected.  

Based on the results, we reject H2.1 stating that an anthropomorphic entity leads to higher 

perceived relationship skills of a chatbot (empathy, closeness, and trust) in a health app than an 

abstract entity. 

The interaction hypothesis does not show significance for the characteristics of empathy and 

closeness. However, the t-test shows an interaction for the variable trust. Accordingly, 

hypothesis H3.1 can be partially confirmed. 

 

4.1.2 Competences of the Chatbot 

A two-way ANOVA of chatbot entity and health goal of an online-health app on perceived 

clarity in communication of the chatbot reveals a significant main effect of health goal (F(1, 

123) = 10.85, p = .001), suggesting that a psychological health goal leads to statistically 

significant higher levels of perceived clarity in communication of the chatbot compared to a 

physical health goal (Mpsych goal = 5.83, SDpsych goal = .99; Mphys goal = 5.16, SDphys goal = 1.28). 

However, the main effect of chatbot entity is not significant (F(1,123) = .19, p = .664), 

indicating that an anthropomorphistic entity does not lead to statistically significant higher 

levels of perceived clarity in communication of the chatbot (M = 5.54, SD = 1.27), than an 

abstract entity (M = 5.44, SD = 1.11). Furthermore, the interaction effect between chatbot entity 

and health goal is not significant (F(1, 123) = 1.72, p = .192). 
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Despite the insignificance of the interaction, the main effect of health goal prompted further 

exploration of the data to understand the results in more depth. Therefore, an independent 

samples t-test was conducted for the anthropomorphized entity condition as well as for the 

abstract entity condition. For the anthropomorphized entity condition the t-test revealed a 

significant effect of the health goal on the perceived clarity in communication of the chatbot 

(t(61) = 3.13, p = .001), indicating that a psychological health goal leads to higher perceived 

clarity in communication of the chatbot (M = 6.00, SD = .98), than a physical health goal (M = 

5.06, SD = 1.37). For the abstract entity condition, however, the t-test did not reveal a significant 

effect of the health goal on the perceived clarity in communication of the chatbot (t(62) = 1.46, 

p = .074), suggesting that for that condition the distinction of health goal does not significantly 

influence the perceived clarity in communication. These different patterns of results suggest an 

interaction between the two independent variables. 

Figure 3 

Perceived clarity of communication of a chatbot with a psychological or physical health goal 

in the context of a human or abstract chatbot entity  

 

Regarding the satisfaction with the chatbot, a two-way ANOVA showed a significance for the 

main effect of health goal (F(1, 123) = 10.22, p = .002), suggesting that a psychological health 

goal leads to statistically significant higher levels of satisfaction with the chatbot than a physical 

health goal (Mpsych goal = 4.41, SDpsych goal = 1.50; Mphys goal = 3.58, SDphys goal = 1.43). We did not 

find a significant main effect of the chatbot entity (F(1,123) = .02, p = .897), indicating that an 

anthropomorphistic entity does not lead to statistically significant higher levels of satisfaction 

with the chatbot (M = 3.98, SD = 1.65), than an abstract entity (M = 4.00, SD = 1.39). 



 23 

Furthermore, the interaction effect between chatbot entity and health goal is not significant 

(F(1, 123) = .65, p = .421). 

Although the interaction is not statistically significant, the main effect of health goal prompted 

further exploration of the data to understand the results in more depth. Therefore, an 

independent samples t-test was conducted for the anthropomorphized entity condition as well 

as for the abstract entity condition. For the anthropomorphized condition the t-test revealed a 

significant effect of the health goal on the satisfaction with the chatbot (t(61) = 2.64, p = .005), 

indicating that a psychological health goal leads to higher satisfaction with the chatbot (M = 

4.50, SD = 1.52), than a physical health goal (M = 3.45, SD = 1.63). For the abstract entity 

condition the t-test revealed a significant effect of the health goal on the satisfaction with the 

chatbot as well (t(62) = 1.83, p = .036), suggesting that also in this condition a psychological 

health goal leads to higher satisfaction with the chatbot (M = 4.32, SD = 1.49), than a physical 

health goal (M = 3.70, SD = 1.24). Due to the fact that both conditions result in increased chatbot 

satisfaction, the interaction between the independent variables cannot be confirmed.  

Figure 4 

Level of satisfaction with a chatbot with a psychological or physical health goal in the context 

of a human or abstract chatbot entity  

 

Additionally, a two-way ANOVA of chatbot entity and health goal of an online-health app on 

perceived capability for self-help reveals a significant main effect of health goal (F(1, 123) = 

4.19, p = .043), indicating that a psychological health goal leads to statistically significant 

higher levels of perceived capability for self-help than a physical health goal (Mpsych goal = 4.14, 

SDpsych goal = 1.32; Mphys goal = 3.66, SDphys goal = 1.35). We did, however not find a significance 
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for chatbot entity (F(1,123) = .06, p = .801), indicating that an anthropomorphistic entity does 

not lead to statistically significant higher levels of perceived capability for self-help (M = 3.87, 

SD = 1.35), than an abstract entity (M = 3.92, SD = 1.36). Furthermore, the interaction effect 

between chatbot entity and health goal is not significant (F(1, 123) = .01, p = .920). 

Even though the interaction shows no significance, the main effect of health goal prompted 

further exploration of the data to understand the results in more depth. Therefore, an 

independent samples t-test was conducted for the anthropomorphized entity condition as well 

as for the abstract entity condition. For the anthropomorphized condition the t-test did not reveal 

a significant effect of the health goal on the capability of self-help with the chatbot (t(61) = 

1.52, p = .067), indicating that a psychological health goal does not lead to significantly higher 

capability of self-help with the chatbot (M = 4.13, SD = 1.26), than a physical health goal (M = 

3.61, SD = 1.41). For the abstract entity condition the t-test did not reveal a significant effect of 

the health goal on the capability of self-help with the chatbot either (t(62) = 1.37, p = .087) 

suggesting that also in this condition a psychological health goal does not lead to significantly 

higher satisfaction with the chatbot (M = 4.16, SD = 1.39), than a physical health goal (M = 

3.70, SD = 1.31). Due to the fact that both conditions do not show a significance, the interaction 

between the independent variables cannot be confirmed.  

Figure 5 

Capability of self-help when interacting with a chatbot with a psychological or physical health 

goal in the context of a human or abstract chatbot entity  
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The two-way ANOVA of chatbot entity and health goal of an online-health app on perceived 

helpfulness of the chatbot did not reveal a significant main effect of health goal (F(1, 123) = 

.1.33, p = .251), suggesting that a psychological health goal does not lead to statistically 

significant higher levels of perceived helpfulness of the chatbot than a physical health goal 

(Mpsych goal = 4.05, SDpsych goal = 1.39; Mphys goal = 3.77, SDphys goal = 1.39). Moreover, we did not 

find a significant main effect of chatbot entity (F(1,123) = .08, p = .779), indicating that an 

anthropomorphistic entity does not lead to statistically significant higher levels of perceived 

helpfulness of the chatbot (M = 3.87, SD = 1.50), than an abstract entity (M = 3.94, SD = 1.28). 

Furthermore, the interaction effect between chatbot entity and health goal is not significant 

(F(1, 123) = .84, p = .361). 

Concerning the perceived data security within the chatbot, a two-way ANOVA did not reveal 

a significant main effect of health goal (F(1, 123) = .85, p = .358), suggesting that a 

psychological health goal does not lead to statistically significant higher levels of perceived 

data security within the chatbot than a physical health goal (Mpsych goal = 3.81, SDpsych goal = 1.67; 

Mphys goal = 4.06, SDphys goal = 1.51). We did not find a significant main effect of chatbot entity 

(F(1,123) = 1.85, p = .176), indicating that an anthropomorphistic entity does not lead to 

statistically significant higher levels of perceived data security within the chatbot (M = 4.13, 

SD = 1.50), than an abstract entity (M = 3.75, SD = 1.67). Furthermore, the interaction effect 

between chatbot entity and health goal is not significant (F(1, 123) = .47, p = .496). 

Table 4 

Means - Main effects of health goal on perceived competence 

 Psychological health goal Physical health goal 

 M SD M SD 

Clarity in communication 5.83 .99 5.16 1.28 

Satisfaction 4.41 1.50 3.58 1.43 

Capability for self-help 4.14 1.32 3.66 1.35 

Helpfulness 4.05 1.39 3.77 1.39 

Data security 3.81 1.67 4.06 1.51 
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Table 5 

Means - Main effects of chatbot entity on perceived competence 

 Anthropomorphistic entity Abstract entity 

 M SD M SD 

Clarity in communication 5.54 1.27 5.44 1.11 

Satisfaction 3.98 1.65 4.00 1.39 

Capability for self-help 3.87 1.35 3.92 1.36 

Helpfulness 3.87 1.50 3.94 1.28 

Data security 4.13 1.50 3.75 1.67 

 

In conclusion, the present findings lead us to partially confirm H1.2 stating that a physical 

health goal leads to higher perceived competences of a chatbot (clarity in communication, 

satisfaction, perceived capability for self-help, perceived helpfulness, and data security) in a 

health app than a physical health goal. This is due to the reason that the psychological health 

goal has a significant effect on perceived clarity of communication, satisfaction, and perceived 

capability for self-help. However, for the characteristics of helpfulness and data security, the 

hypothesis is rejected. Following the results, no support for H2.2 stating that an 

anthropomorphic entity leads to higher perceived competences of a chatbot (clarity in 

communication, satisfaction, perceived capability for self-help, perceived helpfulness, and data 

security) in a health app than an abstract entity was found. Furthermore, the findings lead us to 

partially confirm hypothesis H3.2 as the interaction for clarity in communication is significant. 

The interactions for satisfaction, perceived capability for self-help, perceived helpfulness, and 

data security, however, present a lack in significance. 

 

4.1.3 Users’ Behavioral Intentions 

A two-way ANOVA of chatbot entity and health goal of an online-health app on the user’s 

intention to return to the chatbot did not reveal a significant main effect of health goal (F(1, 

123) = .31, p = .581), suggesting that a psychological health goal does not lead to statistically 

significant higher levels of the user’s intention to return to the chatbot than a physical health 

goal (Mpsych goal = 3.71, SDpsych goal = 1.80; Mphys goal = 3.55, SDphys goal = 1.55). We did not find a 

significant main effect of the chatbot entity (F(1,123) = .12, p = .735), indicating that an 
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anthropomorphistic entity does not lead to statistically significant higher levels of the user’s 

intention to return to the chatbot (M = 3.68, SD = 1.70), than an abstract entity (M = 3.58, SD 

= 1.66). Additionally, the interaction effect between chatbot entity and health goal is not 

significant (F(1, 123) = .29, p = .592). 

Regarding the assumed intention of others to return to the chatbot, a two-way ANOVA did 

not reveal a significant main effect of health goal (F(1, 123) = 1.09, p = .298), suggesting that 

a psychological health goal does not lead to statistical significant higher levels of the assumed 

intention of others to return to the chatbot than a physical health goal (Mpsych goal = 4.22, SDpsych 

goal = 1.43; Mphys goal = 3.95, SDphys goal = 1.42). We did not find a significant main effect of 

chatbot entity (F(1,123) = .44, p = .508), indicating that an anthropomorphistic entity does not 

lead to statistically significant higher levels of the assumed intention of others to return to the 

chatbot (M = 4.17, SD = 1.45) than an abstract entity (M = 4.00, SD = 1.40). Furthermore, the 

interaction effect between chatbot entity and health goal is not significant (F(1, 123) = .09, p = 

.760). 

For the intention to recommend the chat function, a two-way ANOVA did not reveal a 

significant main effect of health goal (F(1, 123) = .88, p = .349), suggesting that a psychological 

health goal does not lead to statistically significant higher intention to recommend the chat 

function compared to a physical health goal (Mpsych goal = 3.81, SDpsych goal = 1.74; Mphys goal = 

3.52, SDphys goal = 1.71). In addition, we did not find a significant main effect of chatbot entity 

(F(1,123) = .53, p = .467) indicating that an anthropomorphistic entity does not lead to 

statistically significant higher intention to recommend the chat function (M = 3.78, SD = 1.88), 

than an abstract entity (M = 3.55, SD = 1.56). The interaction effect between chatbot entity and 

health goal is also not significant (F(1, 123) = .10, p = .749). 

Moreover, regarding the intention to recommend the health app, a two-way ANOVA did not 

reveal a significant main effect of health goal (F(1, 123) = .08, p = .779), suggesting that a 

psychological health goal does not lead to statistically significant higher intention to 

recommend the online health app than a physical health goal (Mpsych goal = 4.03, SDpsych goal = 

1.74; Mphys goal = 3.95, SDphys goal = 1.60). We did not find a significant main effect of chatbot 

entity (F(1,122) = .01, p = .950), indicating that an anthropomorphistic entity does not lead to 

statistically significant higher intention to recommend the online health app (M = 3.98, SD = 

1.79), than an abstract entity (M = 4.00, SD = 1.55). Furthermore, the interaction effect between 

chatbot entity and health goal is not significant (F(1, 122) = .82, p = .366). 
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Table 6 

Means - Main effects of health goal on behavioral intentions 

 Psychological health goal Physical health goal 

 M SD M SD 

User’s intention to return 3.71 1.80 3.55 1.55 

Assumed intention of 

others to return 
4.22 1.43 3.95 1.42 

Intention to recommend 

the chat function 
3.81 1.74 3.52 1.71 

Intention to recommend 

the health app 
4.03 1.74 3.95 1.60 

 

Table 7 

Means - Main effects of chatbot entity on behavioral intentions 

 Anthropomorphistic entity Abstract entity 

 M SD M SD 

User’s intention to return 3.68 1.70 3.58 1.66 

Assumed intention of 

others to return 
4.17 1.45 4.00 1.40 

Intention to recommend 

the chat function 
3.78 1.88 3.55 1.56 

Intention to recommend 

the health app 
3.98 1.79 4.00 1.55 

 

Finally, the present findings do not support H1.3 stating that a physical health goal leads to 

higher user behavioral intentions (user’s intention to return to the chat function, assumed 

intention of others to return to the chat function, intention to recommend the chat function, 

intention to recommend the health app) in a health app than a physical health goal. H2.3 stating 
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that an anthropomorphic entity leads to higher user’s behavioral intentions (user’s intention to 

return to the chat function, assumed intention of others to return to the chat function, intention 

to recommend the chat function, intention to recommend the health app) in a health app than 

an abstract entity is also rejected. Moreover, due to the lack of significance in the results for the 

interactions for all dependent variables, H3.3 is not supported. 

 

5 Discussion 

The subsequent chapter discusses the existing literature presented in Chapter Two in 

conjunction with the results and offers theoretical and practical implications based on these 

findings. Lastly, limitations of the current research along with recommendations for future 

research are outlined. 

 

5.1 Main Findings 

As the number of people suffering from mental disorders increases worldwide, mental 

healthcare should be enhanced and made more accessible to a larger population. The 

exponential growth of AI and chatbots provide an opportunity to resolve these deficiencies by 

reducing treatment barriers and serving economic advantages for service providers and 

consumers. However, mental health is a more sensitive topic than physical health for the 

majority of individuals. Due to the fear of judgment and stigma from others and the subsequent 

self-stigma, the improvement of one's mental health is often not addressed. Consequently, the 

reason why chatbots are expected to be more accepted in psychological health goal apps is that 

they are seen as nonjudgmental and unbiased. Users are more open to disclosing personal 

information and expressing their feelings as chatbots offer a secure environment due to their 

machine-like characteristics.  

It is subsequently assumed that the acceptance of chatbots is higher for an app with a 

psychological health goal than for a physical health goal. Based on the literature presented in 

Chapter Two, acceptance is divided into the categories of relationship with the chatbot, 

competence of the chatbot and behavioral intentions.  

To test the aforementioned assumption, the effect on the relationship with the chatbot is 

examined first. The findings of this study partially support the hypothesis for the perceived 

relationship. Incorporating a chatbot into a psychologically focused health app does enhance its 

perceived trustworthiness. This becomes evident in relation to a physical health objective 

application. Contrary to what is stated in the literature, it is essential to note that the goal of the 
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app has no effect on the perceived empathy and closeness to the chatbot. H1.1 is, therefore, 

only partially supported. 

Another important discovery is that the orientation of the health app influences the perceived 

competence of a chatbot. In contrast to a physical health app, a psychological health app 

improves the clarity of communication, the level of satisfaction, and the perception of self-

helping capability. The restriction for this component is that the effect previously stated does 

not apply to the criteria of helpfulness and data security, which is why H1.2 can only be partially 

confirmed. Contrary to the literature presented, the effect of the health app goal on the 

behavioral intentions of users assumed in H1.3 cannot be confirmed. This illustrates that the 

goal of the health app does not influence the behavioral intention of users. As a result, the 

hypothesis is rejected. 

The second part of the research is based on the question of whether humanizing the chatbot has 

an effect on the acceptance of the chatbot within the health app. Therefore, in addition to the 

effect of the health goal, the role of anthropomorphism of the chatbot on its acceptance is 

examined. As explained in Chapter 2.6, humanization leads to improved quality in the 

interaction with users and to people communicating more socially with the chatbot. Especially 

the presence of a humanized chatbot within a psychological health app is expected to lead to a 

better acceptance, as the advantages presented by the chatbot are essential for users to embrace 

the help within the sensitive subject. The categories of relationship with the chatbot, chatbot 

competence, and behavioral intentions were again employed to measure the results. 

The findings show that the entity of the chatbot matters when the app is a mental health goal 

because as it leads to different trust. The type of chatbot entity seems to be less critical to 

physical health apps because it has no effect when the app is aimed at the user’s physical health. 

Therefore, the interaction between chatbot entity and health goal demonstrates that, in the 

context of a humanized chatbot, trust in the chatbot is increased when the app pursues a 

psychological health goal. This effect is not present for a chatbot that presents no human 

characteristics and neither for the perceived empathy and closeness toward the chatbot. This 

indicates that the benefits of a psychological health objective are derived primarily from 

interactions with an anthropomorphic entity which leads us to partially confirm H3.1. 

In the context of a humanized chatbot, the perceived clarity of communication is enhanced 

when the app pursues a psychological health objective, as shown by the interaction between 

chatbot entity and health goal. This impact does not exist for an abstract chatbot, nor does it 
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occur for the user's satisfaction, perceived capability for self-help, perceived helpfulness of, or 

data security toward the chatbot. Thus, H3.2 was also partially supported.  

H3.3 proposed an interaction effect of chatbot entity and health goal on user’s behavioral 

intentions. The results show that this, unlike for the other interactions, cannot be confirmed. 

Thus, an anthropomorphistic entity does not lead to increased behavioral intentions of users of 

a chatbot than an abstract entity in a psychological health goal app but not in a physical health 

goal app. Therefore, the hypothesis is rejected. 

In contrast to the present literature on the main effect of anthropomorphism on the relationship 

with the chatbot, as measured by perceived empathy, closeness, and trust in the chatbot 

presented in Chapter 2.6, the results of this study indicate that an anthropomorphized chatbot 

entity has no significant influence on either of the three mentioned characteristics compared to 

an abstract entity. As a result, H2.1 is not supported. The premise drawn from the literature 

review that chatbot entity increases a chatbot's perceived competence in the areas of clarity in 

communication, satisfaction, perceived capability for self-help, perceived helpfulness, and data 

security is also not supported. This implies that whether or not the chatbot is presented in a 

humanized manner has no impact on the improvement of perceived competence, which leads 

us to reject H2.2. The assumption that a humanized chatbot entity has a positive effect on the 

behavioral intentions of users cannot be confirmed with the existing results. Neither the 

intention to return to the chat function nor to recommend the function or the health app is 

influenced by the presentation of the chatbot. Consequently, H2.3 is rejected. 

These findings indicate that the chatbot entity alone has no effect on the chatbot's acceptability. 

However, when considering the chatbot's presentation in light of the health app's different 

orientation, it is evident that a humanized chatbot in a mental health app leads to higher 

acceptance. 

 

5.2 Theoretical Implications 

The increasing number of studies on anthropomorphism in AI and chatbots demonstrates the 

topic's growing relevance. While the humanization of chatbots is the subject of a substantial 

amount of research, little of it focuses on the combined aspects used within mental health 

interventions. The present study establishes meaningful connections between these domains.  

Unexpectedly, this study revealed that the main effect of the chatbot entity was insignificant. 

This result contrasts with the logic offered in the existing research, which is why it was assumed 

that the existence of a chatbot would have an evident impact. This unexpected finding calls for 
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additional research into the factors affecting the acceptance and, thus, the effectiveness of 

chatbots in mental health apps. This result does not invalidate previous research but rather 

highlights the need to expand the depth of understanding and investigate additional variables 

that may contribute to the acceptability and effectiveness of chatbot entities. 

Another outcome that was not anticipated was that neither the chatbot entity nor the health goal 

had an effect on the users' intentions of their behavior. Therefore, contrary to the predictions 

made by the previous research on this subject, there are no additional findings that can be added 

to the body of literature. 

 

5.3 Managerial Implications 

In addition to the theoretical contributions, this research also offers managerial implications. 

Creators of mental health apps should humanize chatbots based on the results. This adaptation 

in design has a positive effect on trust in the chatbot as well as on the perceived clarity of 

communication, which in turn leads to increased acceptance of the chatbot. Humanizing the 

chat agent can therefore lead to an increase in the app’s effectiveness.  

To humanize a chatbot, app developers ought to maintain in consideration that two essential 

factors must be regarded.  Humanlike visual clues are likely to activate "humanness" heuristics, 

causing users to perceive chatbots as human and behave socially toward them. Consequently, 

simple interface-level modifications of conversation agents employing visual cues can indicate 

humanness to users. Using human names or identities is a second method for increasing the 

humanity of conversation agents. This enhancement is effective because people typically 

perceive objects based on their names. In an effort to minimize cognitive effort when making 

judgments or developing impressions of others, individuals frequently rely on the most 

prominent characteristics associated with labels. 

As no effect of anthropomorphism in physical health apps was found, the design of a humanized 

chatbot in this type of app is less important.  

When strategists behind health apps have the choice to integrate chatbots into a physical health 

app or a psychological health app, it is recommended to equip the psychological app with them. 

This is because the chatbot is more likely to be accepted if it is integrated into an app with a 

mental health goal. 

 



 33 

5.4 Limitations and Future Research 

Although this study has profound implications, it faces limitations, most notably in regard to 

the generalization of the results. 

Firstly, the attitudes and behaviors people have regarding mental health interventions 

significantly influenced by their familiarity with and frequency of chatbot usage. This research 

could invest in examining these disparities more thoroughly and make more substantial claims 

about how they affect people's perceptions of chatbots, especially with a more prominent and 

more representative sample. The importance of an individual's own mental health or their 

willingness to seek assistance when experiencing mental health issues could not be considered 

for the same reason as previously stated. The attitudes and behaviors people have regarding 

mental health interventions, including the usage of chatbots, are significantly influenced by 

these characteristics. Therefore, a further, larger-scale assessment of these factors is advised.  

According to Go and Sundar (2019), to add to the humanness of chatbots, not only visual cues 

and identity should be humanized, but also the language style. An essential aspect of human 

communication is contingency, which indicates that responses in human dialogue are 

interconnected. Adding message interactivity to the language style of a chatbot would make it 

appear more humanlike. Due to the limitations of the paper's scope, it was unfeasible to 

integrate message-interactivity as an additional independent variable to the research. 

Nonetheless, it is essential for the future justification of integrating chatbots into mental health 

applications to further investigate its effect on acceptance.  

A significant limitation is the unexpected insignificance of the main effect of chatbot entity on 

the acceptance of chatbots. One possible explanation is that the influence of the chatbot's 

display is limited because, as was just mentioned, the text style of the chatbot was not altered 

between the humanized to the abstract entity.  

Additionally, it is essential to note that neither the chatbot entity nor the purpose of the health 

app affected the intention to continue using the app or the likelihood of recommendation. Thus, 

it is essential to determine what causes users to develop these behavioral intentions, as they are 

a distinct indication of user satisfaction and, consequently, acceptance of the chatbot. 

The present study is restricted to text-based chatbots. However, to completely comprehend the 

impact of AI on mental health interventions, it is suggested that future studies additionally cover 

voice-based chatbots and further emerging types of AI. 

In addition, the simulation of the mental health app used in the study focused on anxiety and 

depression. However, it is vital to keep other mental health conditions in mind. Due to the 
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limited scope of this thesis, it was necessary to impose restrictions. The inclusion of a wider 

variety of mental disorders in future research would contribute to a deeper understanding of the 

efficacy and suitability of chatbots as a mental health support tool. 

Furthermore, it is vital to note that geographical locations and cultural differences may have an 

impact on the study's conclusions. These regional and cultural differences lead to disparities in 

how people regard mental health in general and for themselves, and therefore, acceptance for 

chatbots as mental health interventions could vary within these distinctions.  

Lastly, it is essential to note that the possibilities for chatbots' future development are broad and 

go beyond the confines of this study. Chatbots are increasingly incorporated into a variety of 

domains, including the operation of smart homes, the replacement of programming tasks, data 

processing, and even self-driving cars, among others. Therefore, they are anticipated to have a 

substantial impact in the future (Hasal et al., 2021). To be able to cope with new advances and 

ensure potential additional advantages for mental health interventions, more research should be 

conducted to keep up with the chatbot industry's rapid expansion in both science and business. 

 

6 Conclusion 

As disparities in mental healthcare can be observed globally, rapid advancements in AI are 

viewed as a significant opportunity to mitigate grievances. To assure the effectiveness of 

chatbots in psychological health applications, they have to be accepted by users. The results of 

the study indicate that the anthropomorphizing of chatbots leads to enhanced acceptance within 

mental health applications. In conclusion, it can be stated that the implementation of chatbots 

in mental health applications is recommended and should be researched further due to the 

perpetual progress of AI. 
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Appendix 

Appendix 1: Survey – Psychological Health Goal / Human Entity 

Start of Block: Start 
Introduction   
Welcome and thank you for taking part in this study. 
We aim to understand the future role of new technologies in health care.  
 
Your participation in this study is completely anonymous and voluntary. We will not collect any data that would 
allow to identify the participant.  
 
The participation in this study should take approximately 5-7 minutes.  
By moving forward on this survey you are agreeing to voluntarily participate in this study. 
 
Thank you for your attention!  
If you have any question or comment do not hesitate and contact the principal investigator Nadine Stoever, s-
nstoever@ucp.pt.   
 
Page Break  
Task  
In this study you will be presented with an Online-Health-App that uses a conversational agent. We would like 
to ask you your opinion about it. Please read the following scenario carefully. 
End of Block: Start 
 
Start of Block: Psychological Health Goal - Human Entity 
Scenario  
The goal of this app is to help you with your mental health and psychological well-being. 
  
To start a personalized conversation, you will be requested to provide information about the following topics:  
 -  Your feelings in the past weeks 
 -  Specific moments in which you feel anxious 
 -  Triggers for psychological suffering 
 -  Range of difficult emotions 
   
With that in mind you are introduced to your conversational agent that will support you with the things you want 
to change in your psychological health. 
  
Please meet Helen Green, the conversational agent that will support you: 

 
End of Block: Psychological Health Goal - Human Entity 
 
Start of Block: Conversation_Scenario 
Scenario - Chat  

  
Helen Green: Hi there, thank you for reaching out. How can I help you today? 
Client: Hi Helen, I am struggling with my Mental Health today and I was wondering if you can help me with 
that. I've been having a lot of bad thoughts lately and it's sending me into a downward spiral. I don't know how 
to stop it. 
Helen Green: I'm sorry to hear that. Can you tell me more about the bad thoughts you've been having? 
Client: They're just really negative and dark. I feel like I'm worthless and that nothing I do actually matters. 
Helen Green: It sounds like you're experiencing some negative self-talk. That's something we can work 
on together. Let's start by taking a deep breath and focusing on the present moment. Can you tell me what's 
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happening right now?  
Client: I'm sitting at my desk.  
Helen Green: Okay, can you describe your surroundings to me? What do you see, hear, and feel? 
Client: I see my computer and my phone. I hear the hum of the air conditioner and the sound of cars outside. I 
feel the chair I'm sitting in. 
Helen Green: Great job. Focusing on the present moment can help you break the cycle of negative 
thoughts. When you start to have those thoughts again, try to take a step back and focus on your surroundings. 
Client: Okay, I'll try that. 
Helen Green: Remember that it's okay to ask for help when you're struggling. I'm here for you and we can work 
on this together.   
End of Block: Conversation_Scenario 
 
Start of Block: Dependent variables 
Task  
After the chat with Helen please answer the following questions as honest as possible. 
 
Q1 Think of how Helen understood your feelings. How empathic was the conversational agent? 

 

Not 
empathic at 
all 
 1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
empathic 
 7 (7) 

How 
empathic? 
(1)  o  o  o  o  o  o  o  

 
Q2 How clear was the communication from Helen? 
 

 
Not clear 
at all                     
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
clear                        
7 (7) 

How 
clear? (1)  o  o  o  o  o  o  o  

 
Q3 Think of your conversation with Helen. How close and connected did you feel towards the conversational 
agent? 

 
Not close 
at all 
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
close  
7 (7) 

How 
close? (1)  o  o  o  o  o  o  o  

 
Q4 How much do you trust Helen? 

 
Don't trust 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Completely 
trust  
7 (7) 

How much 
do you 
trust? (1)  o  o  o  o  o  o  o  
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Q5 How satisfied are you with the help provided by Helen? 

 

Not 
satisfied at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
satisfied  
7 (7) 

How 
satisfied? 
(1)  o  o  o  o  o  o  o  

 
Page Break  
Q6 After using this service - To which extent do you feel capable to deal with your problems and with the things 
you want to change? 

 

Not 
capable at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
capable  
7 (7) 

How 
capable do 
you feel? 
(1)  

o  o  o  o  o  o  o  
 
Q7 To which extent will this service help you to feel better and ease your above mentioned problems? 

 
Not helpful 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
helpful  
7 (7) 

How 
helpful? 
(1)  o  o  o  o  o  o  o  

 
Page Break  
Q8 How safe do you feel regarding the use of your private data? 

 
Not safe at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
safe 
7 (7) 

How safe? 
(1)  o  o  o  o  o  o  o  

 
Q9 When thinking about occurring problems in the future - How likely are you to consult the chat-function and 
talk to Helen again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  
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Q10 When thinking about the problems of other people - How likely are other people to consult the chat-
function again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  

 
Q11 Based on your experience with the conversational agent - How likely are you to recommend the chat-
function? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the agent 
Helen? (1)  o  o  o  o  o  o  o  

 
Q12 How likely are you to recommend the Online-Health-App? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the App? (1)  o  o  o  o  o  o  o  

End of Block: Dependent variables 
 
Start of Block: Control variables 
Q13 How familiar are you with mental health care? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
Q14 How important is your mental health to you? 

 

Not 
important 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
important  
7 (7) 

How 
important? 
(1)  o  o  o  o  o  o  o  
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Q15 Did you struggle with you mental health in the past? 

o Yes  (1)  

o No  (2)  

o Prefer not to say  (3)  

o Other  (4) __________________________________________________ 
 
Q16 Would you benefit from professional support for your mental health in the present? 

o Yes  (1)  

o No  (2)  

o I already am  (3)  

o Prefer not to say  (4)  

o Other  (5) __________________________________________________ 
 
Q17 How familiar are you with technology that helps you with managing your mental health? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
Q18 How frequent do you use chat agents? (e.g. while Online Shopping) 

o Daily  (1)  

o 4-6 times a week  (2)  

o 2-3 times a week  (3)  

o Once a week  (4)  

o 2-3 times a month  (5)  

o Once a month  (6)  

o Never  (7)  
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Q19 Now we are interested in your opinion about mental illness. To what extend do you agree with the 
following statements? 
 

 
 
 

Do 
not 
agree 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Strongly 
agree  
7 (7) 

People have control over 
and are responsible for 
their mental illness and 
related symptoms. (1)  

o  o  o  o  o  o  o  
I am irritated or annoyed 
because the people are to 
blame for their mental 
illness. (2)  

o  o  o  o  o  o  o  
I show sympathy because 
people are overcome by 
their illness. (3)  o  o  o  o  o  o  o  
I provide assistance to 
people with mental illness. 
(4)  o  o  o  o  o  o  o  
People with mental illness 
are not safe. (5)  o  o  o  o  o  o  o  
I am frightened because 
people with mental illness 
are dangerous. (6)  o  o  o  o  o  o  o  
I stay away from people 
with mental illness. (7)  o  o  o  o  o  o  o  
I would send people with 
mental illness to 
institutions away from their 
community. (8)  

o  o  o  o  o  o  o  
I would force people to 
participate in medication 
management or other 
treatments. (9)  

o  o  o  o  o  o  o  
End of Block: Control variables 
 
Start of Block: App-Goal & Chat-Partner 
Q20 Please select the goal of the Online-Health-App you were presented in the beginning. 

o Psychological/mental health goal  (1)  

o Physical health goal  (3)  
 
Q21 Who was your chat-partner in the previously displayed chat window? 

o Helen Green  (1)  

o Harmony  (2)  
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Q22 How human did the conversational agent feel? 

o Not human at all 1  (1)  

o 2  (2)  

o 3  (3)  

o 4  (4)  

o 5  (5)  

o 6  (6)  

o Totally human 7  (7)  
End of Block: App-Goal & Chat-Partner 
 
Start of Block: Demographics 
 
Q23 How old are you? 

________________________________________________________________ 
 
Q24 What is your gender? 

o Male  (1)  

o Female  (2)  

o Non-binary / third gender  (3)  

o Prefer not to say  (4)  
 
 
Q25 What is your main occupation? 

o Student  (1)  

o Employed full time  (2)  

o Employed part time  (3)  

o Unemployed looking for work  (4)  

o Unemployed not looking for work  (5)  

o Retired  (6)  

o Disabled  (7)  
 
Q26 What is your first language? 

________________________________________________________________ 
 
End of Block: Demographics 
 
Start of Block: Comments 
Q27 Thank you for responding to the previous questions.  Your input is highly appreciated.  
If you have any remarks before completing this survey, we invite you to express them in the comment section. 

________________________________________________________________ 
End of Block: Comments 
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Appendix 2: Survey – Psychological Health Goal / Abstract Entity 
 
Start of Block: Start 
Introduction   
Welcome and thank you for taking part in this study. 
We aim to understand the future role of new technologies in health care.  
 
Your participation in this study is completely anonymous and voluntary. We will not collect any data that would 
allow to identify the participant.  
 
The participation in this study should take approximately 5-7 minutes.  
By moving forward on this survey you are agreeing to voluntarily participate in this study. 
 
Thank you for your attention!  
If you have any question or comment do not hesitate and contact the principal investigator Nadine Stoever, s-
nstoever@ucp.pt.   
 
Page Break  
Task  
In this study you will be presented with an Online-Health-App that uses a conversational agent. We would like 
to ask you your opinion about it. Please read the following scenario carefully. 
End of Block: Start 
 
Start of Block: Psychological Health Goal - Abstract Entity 
Scenario  
The goal of this app is to help you with your mental health and psychological well-being. 
  
To start a personalized conversation, you will be requested to provide information about the following topics:  
 -  Your feelings in the past weeks 
 -  Specific moments in which you feel anxious 
 -  Triggers for psychological suffering 
 -  Range of difficult emotions 
   
With that in mind you are introduced to your conversational agent that will support you with the things you want 
to change in your psychological health. 
  
Please meet Harmony, the conversational agent that will support you: 

 
End of Block: Psychological Health Goal - Abstract Entity 
 
Start of Block: Conversation_Scenario 
Scenario - Chat  

  
Harmony: Hi there, thank you for reaching out. How can I help you today? 
Client: Hi Harmony, I am struggling with my Mental Health today and I was wondering if you can help me with 
that. I've been having a lot of bad thoughts lately and it's sending me into a downward spiral. I don't know how 
to stop it. 
Harmony: I'm sorry to hear that. Can you tell me more about the bad thoughts you've been having? 
Client: They're just really negative and dark. I feel like I'm worthless and that nothing I do actually matters. 
Harmony: It sounds like you're experiencing some negative self-talk. That's something we can work on together. 
Let's start by taking a deep breath and focusing on the present moment. Can you tell me what's happening right 
now? 
Client: I'm sitting at my desk.  
Harmony: Okay, can you describe your surroundings to me? What do you see, hear, and feel?  
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Client: I see my computer and my phone. I hear the hum of the air conditioner and the sound of cars outside. I 
feel the chair I'm sitting in.  
Harmony: Great job. Focusing on the present moment can help you break the cycle of negative thoughts. When 
you start to have those thoughts again, try to take a step back and focus on your surroundings.  
Client: Okay, I'll try that.  
Harmony: Remember that it's okay to ask for help when you're struggling. I'm here for you and we can work on 
this together. 
End of Block: Conversation_Scenario 
 
Start of Block: Dependent variables 
Task  
After the chat with Harmony please answer the following questions as honest as possible. 
 
Q1 Think of how Harmony understood your feelings. How empathic was the conversational agent? 

 

Not 
empathic at 
all 
 1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
empathic 
 7 (7) 

How empathic? 
(1)  o  o  o  o  o  o  o  

 
Q2 How clear was the communication from Harmony? 

 

Not 
clear 
at all                     
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
clear                        
7 (7) 

How clear? (1)  o  o  o  o  o  o  o  
 
Q3 Think of your conversation with Harmony. How close and connected did you feel towards the conversational 
agent? 

 

Not 
close 
at all 
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
close  
7 (7) 

How close? (1)  o  o  o  o  o  o  o  
 
Q4 How much do you trust Harmony? 

 

Don't 
trust 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Completely 
trust  
7 (7) 

How much do 
you trust? (1)  o  o  o  o  o  o  o  

 
 
 



 50 

Q5 How satisfied are you with the help provided by Harmony? 

 

Not 
satisfied at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
satisfied  
7 (7) 

How 
satisfied? 
(1)  o  o  o  o  o  o  o  

 
Page Break  
Q6 After using this service - To which extent do you feel capable to deal with your problems and with the things 
you want to change? 

 
Not capable at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
capable  
7 (7) 

How 
capable do 
you feel? 
(1)  

o  o  o  o  o  o  o  
 
Q7 To which extent will this service help you to feel better and ease your above mentioned problems? 

 
Not helpful 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
helpful  
7 (7) 

How 
helpful? 
(1)  o  o  o  o  o  o  o  

 
Page Break  
Q8 How safe do you feel regarding the use of your private data? 

 
Not safe at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
safe 
7 (7) 

How safe? 
(1)  o  o  o  o  o  o  o  

 
 
Q9 When thinking about occurring problems in the future - How likely are you to consult the chat-function and 
talk to Harmony again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  
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Q10 When thinking about the problems of other people - How likely are other people to consult the chat-
function again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  

 
Q11 Based on your experience with the conversational agent - How likely are you to recommend the chat-
function? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the agent 
Harmony? 
(1)  

o  o  o  o  o  o  o  
 
Q12 How likely are you to recommend the Online-Health-App? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the App? (1)  o  o  o  o  o  o  o  

End of Block: Dependent variables 
 
Start of Block: Control variables 
 
Q13 How familiar are you with mental health care? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
Q14 How important is your mental health to you? 

 

Not 
important 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
important  
7 (7) 

How 
important? 
(1)  o  o  o  o  o  o  o  
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Q15 Did you struggle with you mental health in the past? 

o Yes  (1)  

o No  (2)  

o Prefer not to say  (3)  

o Other  (4) __________________________________________________ 
 
 
Q16 Would you benefit from professional support for your mental health in the present? 

o Yes  (1)  

o No  (2)  

o I already am  (3)  

o Prefer not to say  (4)  

o Other  (5) __________________________________________________ 
 
 
Q17 How familiar are you with technology that helps you with managing your mental health? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
 
Q18 How frequent do you use chat agents? (e.g. while Online Shopping) 

o Daily  (1)  

o 4-6 times a week  (2)  

o 2-3 times a week  (3)  

o Once a week  (4)  

o 2-3 times a month  (5)  

o Once a month  (6)  

o Never  (7)  
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Q19 Now we are interested in your opinion about mental illness. To what extend do you agree with the 
following statements? 

 Do 
not 
agree 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) Strongly 
agree  
7 (7) 

People have control over 
and are responsible for their 
mental illness and related 
symptoms. (1)  

o  o  o  o  o  o  o  

I am irritated or annoyed 
because the people are to 
blame for their mental 
illness. (2)  

o  o  o  o  o  o  o  

 
I show sympathy because 
people are overcome by 
their illness. (3)  

o  o  o  o  o  o  o  

I provide assistance to 
people with mental illness. 
(4)  

o  o  o  o  o  o  o  

People with mental illness 
are not safe. (5)  o  o  o  o  o  o  o  

I am frightened because 
people with mental illness 
are dangerous. (6)  

o  o  o  o  o  o  o  

I stay away from people 
with mental illness. (7)  o  o  o  o  o  o  o  

I would send people with 
mental illness to institutions 
away from their community. 
(8)  

o  o  o  o  o  o  o  

I would force people to 
participate in medication 
management or other 
treatments. (9)  

o  o  o  o  o  o  o  
End of Block: Control variables 
 



 54 

Start of Block: App-Goal & Chat-Partner 
Q20 Please select the goal of the Online-Health-App you were presented in the beginning. 

o Psychological/mental health goal  (1)  

o Physical health goal  (3)  
 
Q21 Who was your chat-partner in the previously displayed chat window? 

o Helen Green  (1)  

o Harmony  (2)  
 
Q22 How human did the conversational agent feel? 

o Not human at all 1  (1)  

o 2  (2)  

o 3  (3)  

o 4  (4)  

o 5  (5)  

o 6  (6)  

o Totally human 7  (7)  
 
End of Block: App-Goal & Chat-Partner 
 
Start of Block: Demographics 
Q23 How old are you? 

________________________________________________________________ 
 
Q24 What is your gender? 

o Male  (1)  

o Female  (2)  

o Non-binary / third gender  (3)  

o Prefer not to say  (4)  
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Q25 What is your main occupation? 

o Student  (1)  

o Employed full time  (2)  

o Employed part time  (3)  

o Unemployed looking for work  (4)  

o Unemployed not looking for work  (5)  

o Retired  (6)  

o Disabled  (7)  
 
Q26 What is your first language? 

________________________________________________________________ 
End of Block: Demographics 
 
Start of Block: Comments 
Q27 Thank you for responding to the previous questions.  Your input is highly appreciated.  
If you have any remarks before completing this survey, we invite you to express them in the comment section. 

________________________________________________________________ 
________________________________________________________________ 

End of Block: Comments 
 
 
 

Appendix 3: Survey – Physical Health Goal / Human Entity 
 
Start of Block: Start 
Introduction   
Welcome and thank you for taking part in this study. 
We aim to understand the future role of new technologies in health care.  
 
Your participation in this study is completely anonymous and voluntary. We will not collect any data that would 
allow to identify the participant.  
 
The participation in this study should take approximately 5-7 minutes.  
By moving forward on this survey you are agreeing to voluntarily participate in this study. 
 
Thank you for your attention!  
If you have any question or comment do not hesitate and contact the principal investigator Nadine Stoever, s-
nstoever@ucp.pt.   
 
Page Break  
Task  
In this study you will be presented with an Online-Health-App that uses a conversational agent. We would like 
to ask you your opinion about it. Please read the following scenario carefully. 
End of Block: Start 
 
Start of Block: Physical Health Goal - Human Entity 
Scenario  
The goal of this app is to help you with your body health and physical well-being. 
  
To start a personalized conversation, you will be requested to provide information about the following topics: 
 - Your physical sensations in the past weeks 
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 - Which physical difficulties you are dealing with in the present 
 - What triggers the difficult physical sensations 
 - Your level of energy in the past weeks 
  
With that in mind you are introduced to your conversational agent that will support you with the things you want 
to change in your physical health. 
  
Please meet Helen Green, the conversational agent that will support you: 

 
End of Block: Physical Health Goal - Human Entity 
 
Start of Block: Conversation_Scenario 
Scenario - Chat  

  
Helen Green: Hi there, thank you for reaching out. How can I help you today? 
  
Client: Hi Helen, I've been struggling with some physical health problems and I'm not sure what to do. I've been 
feeling really tired lately and my body just feels weak all the time. 
  
Helen Green: I'm sorry to hear that. Can you tell me more about the things affecting you? 
  
Client: Sure - I've been feeling tired, even after a good night's sleep. And the weakness makes it hard for me to 
do everyday things. 
  
Helen Green: It sounds like you're experiencing some physical health problems. That's something we can work 
on together. Have you tried meditations for better sleep? 
  
Client: I haven't, but it sounds like something I could try!        
  
Helen Green: That's great! You can find multiple exercises in our App. Remember to be patient with yourself 
and that it's okay if it doesn't help on the first try. Consistency is key.  
  
Client:                         
That makes sense. I will try that.  
  
Helen Green: Don't hesitate to ask for help when you're struggling again in the future. I'm here for you and we 
can work on this together. 
End of Block: Conversation_Scenario 
 
Start of Block: Dependent variables 
T1  
  
 After the chat with Helen Green please answer the following questions as honest as possible. 
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Q1 Think of how Helen understood your feelings. How empathic was the conversational agent? 

 

Not 
empathic at 
all 
 1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
empathic 
 7 (7) 

How 
empathic? 
(1)  o  o  o  o  o  o  o  

 
Q2 How clear was the communication from Helen? 
 

 
Not clear 
at all                     
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
clear                        
7 (7) 

How 
clear? (1)  o  o  o  o  o  o  o  

 
Q3 Think of your conversation with Helen. How close and connected did you feel towards the conversational 
agent?  

 
Not close 
at all 
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
close  
7 (7) 

How 
close? (1)  o  o  o  o  o  o  o  

 
Q4 How much do you trust Helen? 

 
Don't trust 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Completely 
trust  
7 (7) 

How much 
do you 
trust? (1)  o  o  o  o  o  o  o  

 
 
Q5 How satisfied are you with the help provided by Helen? 

 

Not 
satisfied at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
satisfied  
7 (7) 

How 
satisfied? 
(1)  o  o  o  o  o  o  o  

 
Page Break  
Q6 After using this service - To which extent do you feel capable to deal with your problems and with the things 
you want to change? 
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Not 
capable at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
capable  
7 (7) 

How 
capable do 
you feel? 
(1)  

o  o  o  o  o  o  o  
 
Q7 To which extent will this service help you to feel better and ease your above mentioned problems? 

 
Not helpful 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
helpful  
7 (7) 

How 
helpful? 
(1)  o  o  o  o  o  o  o  

 
Page Break  
Q8 How safe do you feel regarding the use of your private data? 

 
Not safe at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
safe 
7 (7) 

How safe? 
(1)  o  o  o  o  o  o  o  

 
Q9 When thinking about occurring problems in the future - How likely are you to consult the chat-function and 
talk to Helen again?  

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  

 
Q10 When thinking about the problems of other people - How likely are other people to consult the chat-
function again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  

 
Q11 Based on your experience with the conversational agent - How likely are you to recommend the chat-
function? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the agent 
Helen? (1)  o  o  o  o  o  o  o  
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Q12 How likely are you to recommend the mental health app? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the App? (1)  o  o  o  o  o  o  o  

End of Block: Dependent variables 
 
Start of Block: Control variables 
 
Q13 How familiar are you with physical health care? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
Q14 How important is your physical health to you? 

 

Not 
important 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
important  
7 (7) 

How 
important? 
(1)  o  o  o  o  o  o  o  

 
Q15 Did you struggle with you physical health in the past? 

o Yes  (1)  

o No  (2)  

o Prefer not to say  (3)  

o Other  (4) __________________________________________________ 
 
Q16 Would you benefit from professional support for your physical health in the present? 

o Yes  (1)  

o No  (2)  

o I already am  (3)  

o Prefer not to say  (4)  

o Other  (5) __________________________________________________ 
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Q17 How familiar are you with technology that helps you with managing your physical health? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
Q18 How frequent do you use chat agents? (e.g. while Online Shopping) 

o Daily  (1)  

o 4-6 times a week  (2)  

o 2-3 times a week  (3)  

o Once a week  (4)  

o 2-3 times a month  (5)  

o Once a month  (6)  

o Never  (7)  
 
 
Q19 Now we are interested in your opinion about mental illness. To what extend do you agree with the 
following statements? 
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Do 
not 
agree 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Strongly 
agree  
7 (7) 

People have control 
over and are 
responsible for their 
mental illness and 
related symptoms. (1)  

o  o  o  o  o  o  o  
I am irritated or 
annoyed because the 
people are to blame 
for their mental 
illness. (2)  

o  o  o  o  o  o  o  
I show sympathy 
because people are 
overcome by their 
illness. (3)  

o  o  o  o  o  o  o  
I provide assistance to 
people with mental 
illness. (4)  o  o  o  o  o  o  o  
People with mental 
illness are not safe. 
(5)  o  o  o  o  o  o  o  
I am frightened 
because people with 
mental illness are 
dangerous. (6)  

o  o  o  o  o  o  o  
I stay away from 
people with mental 
illness. (7)  o  o  o  o  o  o  o  

 
I would send people 
with mental illness to 
institutions away from 
their community. (8)  

o  o  o  o  o  o  o  
I would force people 
to participate in 
medication 
management or other 
treatments. (9)  

o  o  o  o  o  o  o  
 
End of Block: Control variables 
 
Start of Block: App-Goal & Chat-Partner 
Q20 Please select the goal of the Online-Health-App you were presented in the beginning. 

o Psychological/mental health goal  (1)  

o Physical health goal  (3)  
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Q21 Who was your chat-partner in the previously displayed chat window? 

o Helen Green  (1)  

o Harmony  (2)  
 
Q22 How human did the conversational agent feel? 

o Not human at all 1  (1)  

o 2  (2)  

o 3  (3)  

o 4  (4)  

o 5  (5)  

o 6  (6)  

o Totally human 7  (7)  
End of Block: App-Goal & Chat-Partner 
 
Start of Block: Demographics 
Q23 How old are you? 

________________________________________________________________ 
 
Q24 What is your gender? 

o Male  (1)  

o Female  (2)  

o Non-binary / third gender  (3)  

o Prefer not to say  (4)  
 
Q25 What is your main occupation? 
Student  (1)  

o Employed full time  (2)  

o Employed part time  (3)  

o Unemployed looking for work  (4)  

o Unemployed not looking for work  (5)  

o Retired  (6)  

o Disabled  (7)  
 
Q26 What is your first language? 

________________________________________________________________ 
End of Block: Demographics 
 
Start of Block: Comments 
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Q27 Thank you for responding to the previous questions.  Your input is highly appreciated.  
If you have any remarks before completing this survey, we invite you to express them in the comment section. 

________________________________________________________________ 
________________________________________________________________ 

End of Block: Comments 
 
 
 
Appendix 4: Survey – Physical Health Goal / Abstract Entity 
 
Start of Block: Start 
Introduction   
Welcome and thank you for taking part in this study. 
We aim to understand the future role of new technologies in health care. 
  
Your participation in this study is completely anonymous and voluntary. We will not collect any data that would 
allow to identify the participant. 
  
The participation in this study should take approximately 5-7 minutes. 
By moving forward on this survey you are agreeing to voluntarily participate in this study. 
  
Thank you for your attention! 
If you have any question or comment do not hesitate and contact the principal investigator Nadine Stoever, s-
nstoever@ucp.pt. 
 
 
Page Break  
Task  
In this study you will be presented with an Online-Health-App that uses a conversational agent. We would like 
to ask you your opinion about it. Please read the following scenario carefully. 
 
End of Block: Start 
 
Start of Block: Physical Health Goal - Abstract Entity 
Scenario  
The goal of this app is to help you with your body health and physical well-being. 
  
To start a personalized conversation, you will be requested to provide information about the following topics: 
 - Your physical sensations in the past weeks 
 - Which physical difficulties you are dealing with in the present 
 - What triggers the difficult physical sensations 
 - Your level of energy in the past weeks 
  
With that in mind you are introduced to your conversational agent that will support you with the things you want 
to change in your physical health. 
  
Please meet Harmony, the conversational agent that will support you: 

 
End of Block: Physical Health Goal - Abstract Entity 
 
Start of Block: Conversation_Scenario 
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Scenario - Chat  

 
Harmony: Hi there, thank you for reaching out. How can I help you today?  
Client: Hi Harmony, I've been struggling with some physical health problems and I'm not sure what to do. I've 
been feeling really tired lately and my body just feels weak all the time. 
Harmony: I'm sorry to hear that. Can you tell me more about the things affecting you? 
Client: Sure - I've been feeling tired, even after a good night's sleep. And the weakness makes it hard for me to 
do everyday things. 
Harmony: It sounds like you're experiencing some physical health problems. That's something we can work 
on together. Have you tried meditations for better sleep? 
Client: I haven't, but it sounds like something I could try!        
Harmony: That's great! You can find multiple exercises in our App. Remember to be patient with yourself and 
that it's okay if it doesn't help on the first try. Consistency is key.  
Client: That makes sense. I will try that.   
Harmony: Don't hesitate to ask for help when you're struggling again in the future. I'm here for you and we 
can work on this together. 
  
End of Block: Conversation_Scenario 
 
Start of Block: Dependent variables 
T1  
 After the chat with Harmony please answer the following questions as honest as possible. 
 
Q1 Think of how Harmony understood your feelings. How empathic was the conversational agent? 

 

Not 
empathic at 
all 
 1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
empathic 
 7 (7) 

How 
empathic? 
(1)  o  o  o  o  o  o  o  

 
Q2 How clear was the communication from Harmony? 

 
Not clear 
at all                     
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
clear                        
7 (7) 

How clear? 
(1)  o  o  o  o  o  o  o  

 
Q3 Think of your conversation with Harmony. How close and connected did you feel towards the conversational 
agent?  

 
Not close 
at all 
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
close  
7 (7) 

How close? 
(1)  o  o  o  o  o  o  o  
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Q4 How much do you trust Harmony? 

 

Don't 
trust at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Completely 
trust  
7 (7) 

How much 
do you trust? 
(1)  o  o  o  o  o  o  o  

 
Q5 How satisfied are you with the help provided by Harmony? 

 

Not 
satisfied 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
satisfied  
7 (7) 

How 
satisfied? (1)  o  o  o  o  o  o  o  

 
Page Break  
Q6 After using this service - To which extent do you feel capable to deal with your problems and with the things 
you want to change? 

 

Not 
capable at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
capable  
7 (7) 

How 
capable do 
you feel? (1)  o  o  o  o  o  o  o  

 
Q7 To which extent will this service help you to feel better and ease your above mentioned problems? 

 

Not 
helpful at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
helpful  
7 (7) 

How 
helpful? (1)  o  o  o  o  o  o  o  

 
Page Break  
Q8 How safe do you feel regarding the use of your private data? 

 
Not safe at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
safe 
7 (7) 

How safe? 
(1)  o  o  o  o  o  o  o  
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Q9 When thinking about occurring problems in the future - How likely are you to consult the chat-function and 
talk to Harmony again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  

 
Q10 When thinking about the problems of other people - How likely are other people to consult the chat-
function again? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

How 
likely? (1)  o  o  o  o  o  o  o  

 
Q11 Based on your experience with Harmony - How likely are you to recommend the chat-function? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the agent 
Harmony? 
(1)  

o  o  o  o  o  o  o  
 
Q12 How likely are you to recommend the Online-Health-App? 

 
Not likely 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
likely 
7 (7) 

Recommend 
the App? (1)  o  o  o  o  o  o  o  

End of Block: Dependent variables 
 
Start of Block: Control variables 
Q13 How familiar are you with apps for physical health care? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  
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Q14 How important is your physical health to you? 

 

Not 
important 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
important  
7 (7) 

How 
important? 
(1)  o  o  o  o  o  o  o  

 
Q15 Did you struggle with you physical health in the past? 

o Yes  (1)  

o No  (2)  

o Prefer not to say  (3)  

o Other  (4) __________________________________________________ 
 
Q16 Would you benefit from professional support for your physical health in the present? 

o Yes  (1)  

o No  (2)  

o I already am  (3)  

o Prefer not to say  (4)  

o Other  (5) __________________________________________________ 
 
Q17 How familiar are you with technology that helps you with managing your physical health? 

 

Not 
familiar at 
all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Extremely 
familiar  
7 (7) 

How 
familiar? 
(1)  o  o  o  o  o  o  o  

 
Q18 How frequent do you use chat agents? (e.g. while Online Shopping) 

o Daily  (1)  

o 4-6 times a week  (2)  

o 2-3 times a week  (3)  

o Once a week  (4)  

o 2-3 times a month  (5)  

o Once a month  (6)  

o Never  (7)  
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Q19 Now we are interested in your opinion about mental illness. To what extend do you agree with the 
following statements? 

 

Do 
not 
agree 
at all  
1 (1) 

2 (2) 3 (3) 4 (4) 5 (5) 6 (6) 
Strongly 
agree  
7 (7) 

People have control over 
and are responsible for 
their mental illness and 
related symptoms. (1)  

o  o  o  o  o  o  o  
I am irritated or annoyed 
because the people are to 
blame for their mental 
illness. (2)  

o  o  o  o  o  o  o  
I show sympathy because 
people are overcome by 
their illness. (3)  o  o  o  o  o  o  o  
I provide assistance to 
people with mental 
illness. (4)  o  o  o  o  o  o  o  
People with mental 
illness are not safe. (5)  o  o  o  o  o  o  o  
I am frightened because 
people with mental 
illness are dangerous. (6)  o  o  o  o  o  o  o  
I stay away from people 
with mental illness. (7)  o  o  o  o  o  o  o  
I would send people with 
mental illness to 
institutions away from 
their community. (8)  

o  o  o  o  o  o  o  
I would force people to 
participate in medication 
management or other 
treatments. (9)  

o  o  o  o  o  o  o  
End of Block: Control variables 
 
Start of Block: App-Goal & Chat-Partner 
Q20 Please select the goal of the Online-Health-App you were presented in the beginning. 

o Psychological/mental health goal  (1)  

o Physical health goal  (3)  
 
Q21 Who was your chat-partner in the previously displayed chat window? 

o Helen Green  (1)  

o Harmony  (2)  
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Q22 How human did the conversational agent feel? 

o Not human at all 1  (1)  

o 2  (2)  

o 3  (3)  

o 4  (4)  

o 5  (5)  

o 6  (6)  

o Totally human 7  (7)  
End of Block: App-Goal & Chat-Partner 
 
Start of Block: Demographics 
Q23 How old are you? 

________________________________________________________________ 
 
Q24 What is your gender? 

o Male  (1)  

o Female  (2)  

o Non-binary / third gender  (3)  

o Prefer not to say  (4)  
 
Q25 What is your main occupation? 

o Student  (1)  

o Employed full time  (2)  

o Employed part time  (3)  

o Unemployed looking for work  (4)  

o Unemployed not looking for work  (5)  

o Retired  (6)  

o Disabled  (7)  
 
Q26 What is your first language? 

________________________________________________________________ 
 
End of Block: Demographics 
 
Start of Block: Comments 
Q27 Thank you for responding to the previous questions.  Your input is highly appreciated.  
If you have any remarks before completing this survey, we invite you to express them in the comment section. 

________________________________________________________________ 
________________________________________________________________ 

End of Block: Comments 


