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THREE ESSAYS ON THE TIME SERIES OF RETURNS

Dat Mai

Dr. Kuntara Pukthuanthong, Dissertation Supervisor

ABSTRACT

This dissertation consists of three essays on the time series of asset returns. The

first essay in Chapter 1—Time-Varying Drivers of Stock Prices—provides novel

evidence of the time-varying roles of subjective expectations in explaining stock price

variations across the market and 30 industry portfolios monthly from 1976 to 2020.

Cash flow expectations matter more under financial uncertainty and recessions, es-

pecially among the hardest-hit industries such as Telecommunications during the

Dot-com Bubble, Financials during the Great Recession, and Healthcare during the

Covid-19 pandemic. Conversely, discount rates explain more price variations during

expansionary periods. Finally, inflation expectations, while accounting for 60% of

price fluctuations in the high inflationary environment before 2000, play a negligible

role thereafter.

In the second essay in Chapter 2—Investor Sentiment and Asset Returns:

Actions Speak Louder than Words—I analyze daily predictability of investor

sentiment across four major asset classes and compares sentiment measures based on

news and social media with those based on trade information. For the majority of

assets, trade-based sentiment measures outperform their text-based equivalents for

both in-sample and out-of-sample predictions. This outperformance is particularly

noticeable in long-term forecasts. However, real-time mean-variance investors can

only achieve economic gains using Bitcoin trade sentiment, suggesting the challenge

of transforming sentiment into daily profitable trading strategies.

In the last essay in Chapter 3—War Discourse and Disaster Premia: 160

Years of Evidence from Stock and Bond Markets—using a semi-supervised

topic model on 7,000,000 New York Times articles spanning 160 years, I test whether

xi



topics of media discourse predict future stock and bond market returns to test rational

and behavioral hypotheses about market valuation of disaster risk. Focusing on media

discourse addresses the challenge of sample size even when major disasters are rare.

Our methodology avoids look-ahead bias and addresses semantic shifts. War discourse

positively predicts market returns, with an out-of-sample R2 of 1.35%, and negatively

predicts returns on short-term government and investment-grade corporate bonds.

The predictive power of war discourse increases in more recent time periods.
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Chapter 1

Time-Varying Drivers of Stock Prices

1.1 Introduction

“What explains stock price variations?” has been one of the central questions of

financial research over at least the past four decades since Shiller (1981) and is of

interests to both academic researchers and practitioners. Stock prices fluctuate in

response to changes in either future cash flow expectations or future discount rates.

Financial economists are thus interested in studying which of the two components is

the main driver of stock variations (Campbell and Shiller 1988; Cochrane 2008). This

paper contributes to the literature by providing novel evidence of the time-varying

roles played by cash flows and discount rates in driving stock prices.

In this paper, I follow the recent literature in using real-time subjective expectations

made by market participants to explain stock price fluctuations (Bordalo et al. 2020a;

De La O and Myers 2021, 2022). More specifically, I use the earnings forecasts

made by equity analysts to measure subjective cash flow expectations and extract

the implied discount rates from subjective cash flow expectations and market prices.

I then investigate if there are structural breaks in the comovements between these

subjective expectations and stock prices. Unlike the traditional approach that relies

on ex-post returns and cash flows, using subjective expectations made by market

participants gives us a better understanding of the market dynamics in a real-time

manner (e.g., if the stock market goes up today, is it because investors have a higher

cash flow expectation or because they lower their discount rate?).

Ex-ante, it is unclear whether the roles of subjective expectations display any

time-varying pattern. To tackle this empirical question, I employ a new Bayesian

1



panel break method developed by Smith and Timmermann (2021a). The merits of

this Bayesian break method lie in its ability to detect structural breaks in the data

without the need to specify the number and locations of break points in advance.

Instead of relying on one time series, this panel break method uses a panel of data to

increase the power in identifying the structural breaks which might occur over time.

This method has been used in Smith and Timmermann (2021a) to identify the breaks

in the time series predictability of future returns using price ratios and in Smith and

Timmermann (2021b) to uncover the structural breaks in the risk premia on common

asset pricing factors.

In this paper, I apply the Bayesian panel break method to a panel of the aggregate

market and 30 industry portfolios. I construct a panel of price-earnings ratios and

subjective cash flow expectations at the monthly interval from 1976 to 2020. I then

extract the implied subjective discount rates as the difference between subjective

cash flow expectations and market prices.1 Both of my cash flow and discount rate

expectations are available monthly at the market and industry level. My sample is

thus more granular than recent studies which use analyst forecasts to study price

variations. For example, De La O and Myers (2021, 2022) use quarterly data on the

aggregate market level, Bordalo et al. (2020a) only focus on the S&P 500 index, and

Landier and Thesmar (2020) examine only three months after the Covid-19 outbreak.

The use of monthly data enables the panel break model to identify the structural

breaks in the time series with almost no delays (Smith and Timmermann 2021a).

Applying the Bayesian break method to subjective cash flow expectations, I iden-

tify six structural breaks related to changes in the real economy. The first break

occurs in July 1986, one year before the 1987 Black Monday event. The second and

third breaks are related to the Tech Bubble while the fourth and fifth ones center

1Recent studies such as Bordalo et al. (2020a) and De La O and Myers (2021) use as a measure of
subjective discount rates the CFOs’ expectations of returns on the S&P 500 over the next 12 months
in the surveys conducted by Professors John Graham and Campbell Harvey. This measure is only
available quarterly on the aggregate market level and is too stale to explain stock price variations.

2



on the Great Recession. The final break takes place right before the outbreak of the

Covid-19 pandemic in the U.S.

The most striking result from the model is that the proportion of price varia-

tions explained by cash flow expectations rises sharply during the regimes associated

with recessions. From 1976 to 2020, subjective cash flow (discount rate) expecta-

tions unconditionally explain 34% (66%) of price variations on the aggregate market.

However, during the Tech Bubble, cash flow expectations explain 41% (75%) of price

variations based on the Bayesian (OLS) estimate.2 Such figures during the Great

Recession are even higher at 76% (91%). The biggest jumps in the role of cash flow

expectations are observed among the industries most closely associated with the reces-

sions, such as Telecommunications and Business Equipment during the Tech Bubble,

Financials during the Great Recession, and Healthcare during Covid-19. Outsides

of these regimes, cash flow expectations explain just around 20% of price fluctua-

tions. For the post 2000 sample as a whole, earnings growth expectations account for

80% of price-earnings variations because this 20-year period is strongly driven by the

recession-related regimes.

During the 2000-2020 sample, subjective discount rates unconditionally explain

20% of price variations. However, outside of the three regimes related to the Tech

Bubble, Great Recessions, and Covid-19 pandemic, subjective discount rates are the

main driver of market movements. Hence, the role of discount rates should not be

dismissed as implied in recent studies such as Bordalo et al. (2020a) and De La O

and Myers (2021) who use the CFOs’ expectations of returns on the S&P 500 as

a measure of subjective discount rates. CFOs’ expectations of returns on the S&P

500 are too stale to be correlated with actual market prices and their unconditional

results mask substantial time-varying market dynamics.

2The OLS estimates are computed within each regimes identified by the Bayesian break method
as a robustness check. As a shrinkage estimator, the Bayesian method produces smaller estimates
than OLS, especially during short regimes.
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As I empirically document that cash flow expectations become more important

during regimes related to recessions, I hypothesize that cash flow expectations matter

more under financial uncertainty. To formally test this hypothesis, I specify the

roles of subjective expectations as a linear function of empirical uncertainty indexes

including the financial uncertainty index from Jurado et al. (2015), macro uncertainty

index from Ludvigson et al. (2021), economic policy uncertainty from Baker et al.

(2016), consumption surplus from Cochrane (2017), geopolitical risk from Caldara

and Iacoviello (2022), and implied volatility (VIX). I find that cash flow expectations

become more important under uncertainty about financial markets, but not under

macro uncertainty. Since Ludvigson et al. (2021) find that macro uncertainty is

generally an endogenous response to output fluctuations while financial uncertainty is

a cause of such output shocks, my findings indicate that market participants pay more

attention to fundamentals expectations only when faced with exogenous uncertainty

shocks. Furthermore, when using the level of price-earnings to capture economic

states, I document that cash flow expectations become more important during bad

economic states featured by high price-earnings. These conditional results confirm

the time-varying roles of cash flow expectations as uncovered by the Bayesian break

method.

In the last empirical analysis of the paper, I investigate whether subjective inflation

expectations play an important role in explaining price variations. Consistent with

De La O and Myers (2022), I find that unconditionally, inflation expectations explain

almost half of price-earnings variations over the past 40 years. The impact of inflation

expectations on stock prices is strongest among the industries offering consumer goods

and services such as Food, Beer, Household, Retails, and Meals. However, when I

apply the Bayesian break method to the panel of inflation expectations and price-

earnings ratios, I document that the impact of inflation expectations on stock prices

is concentrated before 1998. From 1998 to 2020, inflation expectations account for at
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most 6% of price variations across all industries. This finding implies that inflation

expectations only matter under high inflation periods, especially during the 1970s

and 1980s.

This paper makes important contributions to the literature on the dynamics of

stock prices. First, I document that subjective cash flow expectations matter more

under periods of heightened exogenous financial uncertainty. Recent recessions such

as the Tech Bubble, Great Recession, and Covid-19 pandemic are such typical periods.

Second, I break down the sources of variations to the industry level and find that the

role of cash flow expectations is concentrated among industries hit the hardest by a

recession such as Telecommunications during the Dot-com Bubble, Financials during

the Great Recession, and Healthcare during the Covid-19 pandemic. Third, I find

that unlike the recent view that downplays subjective discount rates (Bordalo et al.

2020a; De La O and Myers 2021), discount rates are indeed the main source of price

variations during expansionary periods when uncertainty is low. Hence, the role of

discount rates should not be ignored. Finally, inflation expectations only matter when

actual inflation is high.

In terms of implications, the empirical evidence in this paper informs future macro-

finance theory development that incorporates time-varying roles of subjective expec-

tations in driving stock prices. From a practical standpoint, my findings suggest that

investors and especially asset managers should closely track earnings expectations

during periods of high financial uncertainty because during these periods, cash flow

expectations are the main driver of stock prices.

Related literature. There are currently three main approaches to estimating

the cash flow and discount rate components and examining their roles in explaining

price variations.3 The first one as employed in Campbell and Shiller (1988) is to use

an econometric model to estimate the rational expectations of future cash flows and

3To say that this literature is vast is an understatement. Thus, I do not attempt to survey the
literature here.
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discount rates. This method relies on the state variables selected in the model and on

the assumption that market participants have the same information set as econome-

tricians. When this method is applied at the aggregate market level, the conclusion

is that discount rates explain most of price variations (Campbell and Shiller 1988;

Campbell 1991). However, when the analysis is conducted on stocks and anomaly

portfolios, cash flows play a dominant role (Vuolteenaho 2002; Cohen et al. 2002;

Lochstoer and Tetlock 2020).

The second approach is to use price ratios to predict ex-post returns and cash

flows as in Cochrane (2005, 2008), Lettau and Van Nieuwerburgh (2008), Chen et al.

(2012), Kelly and Pruitt (2013), Golez (2014), Golez and Koudijs (2018), Gao and

Martin (2021), and Smith and Timmermann (2021a).4 The general conclusion from

this strand is that ex-post returns are predictable while realized cash flows become

largely unpredictable in the post-war period (Golez and Koudijs 2018). While being

able to predict future returns and cash flows is important, it is equally important to

learn what drives stock prices in the real time (e.g. whether stock prices rise today

because investors are more optimistic about future earnings growth). This quest gives

rise to the third approach.

In this new approach, researchers study how real-time subjective cash flow and re-

turn expectations made by market participants explain price variations.5 Subjective

expectations offer several advantages as they are independent of model specifications,

measurable and available in the real-time, and used by real-world market partici-

pants. Recent studies such as De La O and Myers (2021, 2022) and Bordalo et al.

(2020a) use analyst earnings forecasts for cash flow expectations and CFO’s surveys

for return expectations on the S&P 500 index. They find that subjective cash flow

4For a survey on returns and cash flows predictability using valuation ratios, see Koijen and
Van Nieuwerburgh (2011).

5This specific research question falls within an emerging literature in finance and macroeconomics
that studies subjective expectations of investors and professional forecasters (see, e.g., Greenwood
and Shleifer 2014; Bordalo et al. 2019, 2020b; Kuchler and Zafar 2019; Giglio et al. 2021).
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expectations account for almost all of price ratio variations on the aggregate market.

Landier and Thesmar (2020) also use analyst earnings forecasts and back out the

implicit discount rates implied by market prices and document that revisions in ana-

lyst earnings forecasts account for all fluctuations of stock prices during the first three

months of the Covid-19 outbreak. Chen et al. (2013) use analyst forecasts but employ

a different price-ratio decomposition and find that subjective cash flow expectations

play an important role at both the firm and market level.

Due to its several advantages, this paper uses the third approach and contributes

by examining a largely unexplored angle: whether the roles of cash flows and discount

rates change over time and whether there is any mechanism to explain such changes.

1.2 Method

In this section, I discuss first the present value framework, then the measures of

subjective expectations, and finally the Bayesian break model used to estimate the

dynamic relation between price ratios and subjective expectations.

1.2.1 Present-Value Relation

This paper employs the log-linearized present value relation introduced by Campbell

and Shiller (1988). Consider the ex-post one-year return identity

Rt+1 =
Pt+1 +Dt+1

Pt

=

(
Pt+1

Dt+1
+ 1
)

Dt+1

Dt

Pt

Dt

, (1.1)

where Pt is current stock price and Dt is realized rolling 12-month dividend. Log-

linearizing equation (1.1) around a long-term average of P/D gives

pdt = κ+∆dt+1 − rt+1 + ρ× pdt+1, (1.2)
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where pdt ≡ ln(Pt/Dt) is log price-dividend ratio, ∆dt+1 ≡ ln(Dt+1/Dt) is log dividend

growth, rt+1 ≡ ln(Rt+1) is log return, and

ρ ≡ P/D

1 + P/D
and

κ ≡ ln(1 + P/D)− ρ× ln(P/D)

are two constants. Following Cochrane (2005, 2008), I set the long-term average P/D

to 25, which means ρ = 0.96.

Imposing the no-bubble condition, limi→∞ ρj(pdt+j) = 0, equation (1.2) can be

iterated forward to obtain

pdt =
1

1− ρ
κ+

∞∑
j=1

ρj−1∆dt+j −
∞∑
j=1

ρj−1rt+j, (1.3)

As equation (1.3) is based on the return identity (1.1), it should hold both ex-post

and ex-ante. Taking conditional subjective expectations (e.g., by analysts) of both

sides of equation (1.3) yields

pdt =
1

1− ρ
κ+

∞∑
j=1

ρj−1E∗
t∆dt+j︸ ︷︷ ︸

Cash flow (CFt)

−
∞∑
j=1

ρj−1E∗
t rt+j︸ ︷︷ ︸

Discount rate (DRt)

, (1.4)

where E∗
t denotes the conditional subjective expectation. As noted by De La O and

Myers (2021), given any set of dividend and return expectations, equation (1.4) holds

as long as the no-bubble constraint is satisfied (i.e., limj→∞ ρjE∗
tpdt+j = 0 or investors

do not expect the price-dividend ratio to go to infinity). Equation (1.4) says that the

price-dividend ratio should go up if investors expect higher future dividend growths

or lower future discount rates. Following the literature, I refer to the first term as the

cash flow (CF) component and the second term as the discount rate (DR) component

of price ratios.

Following recent papers in this field (Bordalo et al. 2020a; De La O and Myers

2021, 2022), I use analyst forecasts to compute subjective CF expectations. As the

data on analyst earnings forecasts as recorded by IBES go back to 1976 while the data
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on dividend forecasts are only available from 2003 and the number of firms paying

dividends is relatively small, similar to De La O and Myers (2022), I use analyst

earnings, instead of dividend, forecasts in this paper.

As shown in De La O and Myers (2021), we can easily translate equation (1.4)

from dividend growth into earnings growth. Specifically, using the log payout ratio

det, I can substitute the identity pet = pdt + det into equation (1.2) to obtain

pet = κ+∆et+1 − rt+1 + (1− ρ)× det+1 + ρ× pet+1. (1.5)

De La O and Myers (2021) find that, since 1−ρ = 0.04 is very close to zero, changes

in future dividend payout ratio explain less than 1% of the variations of the price-

earnings ratio. Hence, variations in the dividend-payout ratio can be ignored and I

can iterate equation (1.5) forward and take the conditional subjective expectations

to obtain

pet =
κ+ (1− ρ)× de

1− ρ
+

∞∑
j=1

ρj−1E∗
t∆et+j︸ ︷︷ ︸

Cash flow (CFt)

−
∞∑
j=1

ρj−1E∗
t rt+j︸ ︷︷ ︸

Discount rate (DRt)

, (1.6)

where de is the long-term average payout ratio.6 Similar to equation (1.4), equation

(1.6) requires the no-bubble condition that the price-earnings ratio do not explode

in the future (i.e., limj→∞ ρjE∗
tpet+j = 0). De La O and Myers (2021) relax this

constraint and find that only 3% of the price-earnings ratio can be attributed to price

bubbles.

6Since analysts make earnings forecasts in levels, not in log growths, an approximation is made
here. Specifically, assume that log earnings growth ∆et+1 = ln(Et+1/Et) follows a normal distri-
bution with subjective expectation E∗

t∆et+1 and subjective variance σ∗2. Given the property of a

normal random variable (i.e., Eex = eµx+0.5σ2
x), I have

∆e∗t+1 ≡ ln(E∗
tEt+1)− ln(Et)︸ ︷︷ ︸
what I have

= E∗
t∆et+1︸ ︷︷ ︸

what I want

+0.5σ∗2

In other words, I approximate the subjective expectation of earnings growth by the log growth of
earnings forecasts. As noted by De La O and Myers (2021), as long as the conditional subjective
variance of earnings growth is countercyclical, i.e., cov

(
pdt, σ

∗2) < 0, accounting for the variance
term only strengthens the covariance between subjective cash flows and price ratios reported in this
paper.
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Given equation (1.6), we can decompose the total variations of the price-earnings

ratio into a CF component and a DR component by taking unconditional covariances

with pe and divide both sides of equation (1.6) by the unconditional variance of pe

as in Campbell and Shiller (1988) and Campbell (1991):

1 ≈
cov

(∑∞
j=1 ρ

j−1E∗
t∆et+j, pet

)
var(pet)

+
cov

(
−
∑∞

j=1 ρ
j−1E∗

t rt+j, pet

)
var(pet)

(1.7)

Equation (1.7) says that movements in the price-earnings ratio must come from

changes in earnings growth expectations or changes in discount rates. This variance

decomposition serves as the basis for a large literature on studying the behavior of

stock prices dating back to Shiller (1981). Equation (1.7) thus serves as the backbone

for the rest of the paper.

1.2.2 Measures of Subjective Expectations

In this paper, I use analyst earning forecasts to compute subjective earnings growth

expectations. Since analysts do not make infinite earnings forecasts while the future

cash flow component in equation (1.6) is an infinite sum, I follow De La O and Myers

(2021, 2022) to assume that analyst earnings growth expectations follow a decay

process:

E∗
t [∆et+1+j]− µe = ϕj

e (E∗
t [∆et+1]− µe) + ϵet,j, (1.8)

Equation (1.6) can then be rewritten as follows

pet = k +
1

1− ρϕe

E∗
t∆et+1︸ ︷︷ ︸

Cash flow (CFt)

−
∞∑
j=1

ρj−1E∗
t rt+j︸ ︷︷ ︸

Discount rate (DRt)

, (1.9)

where k is a constant consisting of the original constant term in equation (1.6) and

the term involving µe in equation (1.8). As all of the analyses in this paper are

about the covariance between price ratios and expectations, this constant term be-

comes irrelevant and can be disregarded. Under the assumption that earnings growth
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expectations follow a decay process, as shown in (1.9), the covariance between price-

earning ratios and all future CF expectations becomes the covariance with just one-

year earnings growth expectations scaled by the constant 1
1−ρϕe

. This assumption is

valid because De La O and Myers (2021) find that almost all price-earnings variations

are driven by the short-term earnings growth expectations.

In this paper, I examine the time-varying comovements between price-earnings

ratios and earnings growth expectations across the market and 30 industry portfolios.

Thus, I separately estimate the earnings growth decay coefficient ϕe for each of the

portfolios using the one- and two-year earnings growth expectations. I report these

coefficients in Table C1 in Appendix 1.C. Accordingly, these coefficients range from

-0.04 for the Games industry to 0.18 for the Construction industry. Combined with

the assumption that ρ equals 0.96, these values imply the scale factor in equation

(1.9) lies in the range of 0.96 for Games to 1.21 for Construction.

For the market portfolio, ϕe equals 0.09, close to the value of 0.06 reported in

De La O and Myers (2021), and the scale factor is 1.09. In other words, the covariances

between price-earnings ratios and one-year earnings growth expectations across all

portfolios are scaled by a very small factor under the decay process assumption. In

case the decay process assumption does not hold for any portfolio, the results can still

be interpreted as the covariances between price-earnings ratios and one-year earnings

growth expectations. Because one-year earnings growth expectations explain most

of price variations De La O and Myers (2021), the main conclusions of the paper

regarding the roles of CF expectations in driving stock prices do not alter in any

material manner.

Because I take conditional subjective expectations by analysts of both sides of

equation (1.3) and use analyst earnings forecasts to estimate the CF component,

the remaining portion of market price ratios must be attributed to analyst subjective
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discount rates.7 Since data on analyst discount rates are not available, I compute them

indirectly as the difference between price-earnings and subjective CF expectations. In

doing so, I ignore approximation constants and other unimportant components such

as price bubbles and subjective payout ratios which have been shown to account for

a negligible proportion of price variations in De La O and Myers (2021). Computing

subjective DR as the difference between pe and subjective CF and calculating the

covariance term between DR and pe is mathematically equivalent to subtract the CF

covariance term from 1 in (1.7). Hence, in my empirical analyses, I only report the

results for CF and the results for DR can be easily inferred.

My approach of directly estimating the CF component from analyst earnings fore-

casts and attributing the residual of price ratios to the DR component is similar in

spirit to Campbell and Shiller (1988) and Campbell (1991) who use VAR to directly

estimate rational DR expectations and assign the residual component to rational CF

expectations. Landier and Thesmar (2020) also compute implied discount rates at

the stock level using analyst forecasts. However, their method is different from my

approach here. Landier and Thesmar (2020) rely on the Gordon growth present value

model and compute the implied DR that gives market prices. In doing so, they re-

quire the DR to be constant across the discounting periods and use the historical

average growth as a proxy for the long-term earnings growth. In contrast, I rely on

the log-linearized relation (1.6) and the decay process assumption for the CF compo-

nent to infer the DR component from market prices. My approach does not impose

any restriction on the behavior of discount rates.

7In equation (1.4), I first start with the ex-post return relation and take conditional subjective
expectations to decompose market price ratios into the subjective CF and DR components. In
Appendix 1.A, I use an alternative approach to work directly with the subjective return relation.
The intuition is the same under the two approaches: we can decompose the market price ratios into
a subjective CF and a subjective DR component.
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1.2.3 Panel Break Model

In this section, I describe how I estimate the covariances of price-earnings ratios with

subjective cash flow and discount rate expectations defined above. To begin with,

each component in the variance decomposition in equation (1.7) is equivalent to the

coefficient β in the following univariate regression:

yt = α + β × pet + et, (1.10)

where yt is either CFt or DRt.
8

The previous literature on price variations assumes that β is constant over time.

In this paper, I investigate whether the roles of cash flows and discount rates are

time-varying. To achieve this goal, I employ the Bayesian break method in Smith and

Timmermann (2021a,b), which uses a panel of data to increase the power of identifying

the structural breaks in the data. The merit of this Bayesian break method is that

we do not need to specify the number of break points or break locations in advance.

Instead, we let the model determine the set of break points that best describes the

data. Following their specification, I consider the following model:

yit = αik + βik × peit + eit, eit ∼ N(0, σ2
ik), t = τk−1 + 1, . . . , τk, (1.11)

where τk ∈ (τ1, τ2, . . . , τK)—a set of K unknown break points which gives rise to K+1

separate regimes identified in the panel of data, and αik, βik, and σ2
ik are the intercept,

slope, and residual variance for each portfolio i in each regime k, respectively.

Following Smith and Timmermann (2021a), I place an inverse-gamma prior on the

residual variance σ2
ik with the prior shape and rate parameters set so that the prior

8An alternative approach to estimating the variance decomposition (1.7) as used in recent studies
(Bordalo et al. 2020a; De La O and Myers 2022) is to run the regression of pet on either CFt or DRt

pet = a+ b× xt + et

and examine the regression R2. As long as the coefficient b is constrained to equal 1 as in the
structural relation (1.6), the R2 of this approach is equal to β in regression (1.10). In this paper,
I use the regression (1.10) as I can adapt it to the Bayesian break model and directly compute the
estimation error.
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mean residual variance equals the sample variance of yit pooled across all portfolios.

The intercept αik and the coefficient of interest βik are assumed to follow a prior

multivariate normal distribution with the prior mean of αik set to the sample average

of yit pooled across all portfolios and the prior mean of βik set to zero. Hence,

this setup creates a ridge-type regression model with the covariances between price-

earnings ratios and subjective expectations shrunk towards zero, which helps guard

against spurious relations showing up in short regimes. The prior variances of αik and

βik, conditional on the residual variance σ2
ik, are specified to equal one on average.

This variance choice together with the zero prior mean gives the model freedom in

uncovering either a positive or negative value of βik.

The intuition behind the panel break model is that given an initial random set

of break points, the estimation procedure will iteratively move each of the break

locations as well as randomly add or remove the breaks until its convergence to a

set of break points that gives the highest probability of observing the data given the

model. The full parameterization of the model is presented in Appendix 1.B.

1.3 Data

I use three sets of data in this paper. First, I obtain monthly analyst earnings forecasts

for each company from IBES. To remain consistent with recent studies (Bordalo

et al. 2020a; De La O and Myers 2021), I use the median analyst forecasts from

the unadjusted summary file. Every month, analysts usually make forecasts for the

next one to three financial years and provide a long-term earnings growth estimate.

As the forecasts are based on the financial year basis, following De La O and Myers

(2021), I interpolate the forecasts to be exactly twelve and twenty four months ahead.

For example, in June 2018, analysts make earnings forecasts over financial year one

(E∗
FY 1) and two (E∗

FY 2) for firm A with the fiscal year end in December. In this case,
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the interpolated 12-month earnings forecast for firm A is
E∗

FY 1+E∗
FY 2

2
.

Second, I merge analyst earnings forecasts with CRSP prices and outstanding

shares. As IBES usually surveys analysts around the middle of every month, to

ensure all of my analyses are done in a real-time manner, I use the CRSP daily

database to find the market data for each stocks on the closest day before the day

of earning forecasts. To remain consistent with the asset pricing literature, I include

only stocks traded on NYSE/NASDAQ/Amex and having a share code of 10 or 11.

Third, I use the Compustat quarterly data to compute the realized rolling twelve-

month (four-quarter) earnings for each company. I use the earnings release date to

match analyst earnings forecasts with only earnings already available to the market.

For firms which do not have the release dates in Compustat, similar to Hou et al.

(2020), I assume that realized earnings are available to the market four months after

the previous fiscal quarter end. To avoid any look-ahead bias, I keep the rolling four-

quarter earnings constant between two release dates. To sort stocks into portfolios,

I use Compustat SIC code in the previous quarter end and supplement with CRSP

SIC code when missing.

As I construct 30 industry portfolios and all of the ratios used in this paper are in

logs, it will be problematic if the industry-aggregated realized or forecast earnings are

negative or close to zero. To combat this issue, I follow Vuolteenaho (2002), Lochstoer

and Tetlock (2020), and others to convert each real company into a pseudo-company

by buying 90% of that company’s market value and investing the remaining 10%

market value in Treasury bill. I then construct the price-earnings ratios, cash flow

components, and discount rate components for each of the market and 30 industry

portfolios using these pseudo-companies. More details on sample construction are

presented in Appendix 1.C.

Table 1.1 reports the summary statistics of log price-earnings ratios and subjective

one-year earnings growth expectations for the market and 30 industry portfolios from
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1976 to 2020. The market has a mean pe of 2.94 with a standard deviation of 0.47.

Its pe is highly correlated with the first-order autocorrelation of 98%. The average

expected one-year earnings growth of the market is about 28% with a standard de-

viation of 19%. The top five industries having the highest pe are Healthcare, Mines,

Services, Business Services, and Games while the top five with the highest expected

earnings growth are Steel, Healthcare, Mines, Business Equipment, and Services.

Clearly, Healthcare, Services, and Business Equipment have high price-earning ratios

because they also have high earnings growth expectations. As reported in the last

row of Table 1.1, the average company has a pe of 2.94 and its earnings is expected

to grow by 28% annually.

Figure 1.1 plots the time series of subjective cash flow expectations and price-

earnings ratios on the market portfolio. Accordingly, cash flow expectations move

more in line with price-earnings ratios in the second half than in the first half of the

sample. Especially, cash flow expectations move almost one-on-one with price ratios

during the Great Recession, but not so much outside of the recessionary periods. It

is reasonable to expect that the comovements of subjective expectations and price

ratios are time-varying.

1.4 Empirical Results

In this section, I report the empirical comovements between price ratios and subjec-

tive expectations first under the Bayesian break model and then under a conditional

model. In the last subsection, I discuss the comovements between price ratios and

subjective inflation expectations.
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1.4.1 Comovements of Earnings Growth Expectations and

Price-Earnings Ratios

The first empirical analysis examines the time-varying relation between price-earnings

ratios and subjective cash flow expectations. To uncover this time-varying relation, I

apply the Bayesian panel break method described in Subsection 1.2.3 to the market

and 30 industry portfolios from 1976 to 2020.

Figure 1.2 reports the posterior break locations with their posterior probabilities.

Accordingly, the model identifies six structural breaks: the first one is in July 1986,

one year before the event of Black Monday; the second and third break dates are

in November 2000 and October 2004, which are related to the Tech Bubble in the

early 2000s; the fourth and firth beaks takes place in November 2008 and July 2010,

which includes the second half of the Great Recession; and the final one is in January

2020, right before the outbreak of the Covid-19 pandemic in the U.S. By construction,

these break points mark the end of the preceding regime. As can be seen, the breaks

identified by the model clearly link to major economic events which may substantially

change many economic relations, including the one between price ratios and subjective

expectations.

Table 1.2 reports the βik estimates from the Bayesian model for each portfolio

in each regime. Specifically, I report the posterior mean and the posterior standard

deviation of βik under the columns labeled Bayesian. For comparison, I also compute

the normal OLS estimates of these βik’s for each portfolio in the respective regime

and report them under the OLS columns. The leftmost header reports the results

for both the Bayesian and OLS models using the whole sample (i.e., imposing no

structural breaks in the data).

There are two main differences between the Bayesian model and the OLS ap-

proach. First, as discussed in Subsection 1.2.3, under the normal prior with zero

mean, the posterior means of these βik estimates are typically smaller than the OLS
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counterparts. The differences are larger in regimes with few months as the prior plays

a bigger role when the data is limited. Second, the Bayesian model only accounts

for heteroscedasticity in the residuals of each portfolio across regimes. To mitigate

this issue, I specify a large prior variance on βik. In contrast, the OLS estimates

account for both heteroscedasticity and autocorrelation in the residuals of each port-

folio within each regime. Thus, in long regimes with abundant data, the effect of the

prior distribution is small so the Bayesian model produces posterior variances smaller

than the OLS standard errors. However, in short regimes with scare data, the prior

plays a bigger role and the Bayesian model thus produces larger posterior variances

than the OLS counterparts.

I create two plots (Figure 1.3 and Figure 1.4) to visualize the information reported

in Table 1.2. In Figure 1.3, I plot βik’s for the market and two portfolios most

impacted by each of the three recent recessions: Tech Bubble, Great Recession, and

Covid-19 pandemic. The last plot in Figure 1.3 is for the whole market.

Over the whole 1976-2020 sample with no breaks, both the Bayesian and OLS

methods show that 34% of monthly price-earnings variations at the market level is

attributed to changes in subjective cash flow expectations. This result is consistent

with the number of 44% from 1976 to 2015 in De La O and Myers (2021).9 As implied

analyst DR is the difference between pe and CF, the DR component accounts for 66%

of price-earnings variations from 1976 to 2020.

However, the unconditional whole sample estimate masks substantial structural

breaks identified by the Bayesian model. Specifically, subjective CF expectations

9From their Table II, CF1 = 42%, and from their Table VII, ϕe = 0.06, combining with ρ = 0.96,
the cash flow component of price-earnings variation is CF = CF1

1−ϕe×ρ = 44%. There are three main
reasons why my number is not the exactly same as theirs. First, I use monthly estimates from 1976
to 2020 while De La O and Myers (2021) use quarterly data from 1976 to 2015 because their data
on return expectations are available quarterly. Second, I use all stocks that have earnings forecasts
while they only focus on the S&P 500 companies. Third, I make sure that realized earnings used in
my variables are available to the market in the real time by using earnings release dates; it is not
clear in De La O and Myers (2021) whether they use fiscal dates or release dates when constructing
their variables.

18



explain under 30% of price ratio variations during the two regimes before 2000.

The role of CF expectations jumps sharply during the recent three recession-related

regimes, reaching 41% (75%), 76% (91%), and 29% (66%) under these regimes with

the Bayesian (OLS) approach. As noted before, under short regimes, the Bayesian

estimate is smaller than the OLS one as the former is a shrinkage estimator. Out-

sides of the three recessions after 2000, earnings expectations fall back to explaining

under 30% of price-earnings fluctuations. Interestingly, the unconditional OLS es-

timate using the 2000-2020 sample is around 80%, similar to the results obtained

during the 2008-2010 regime as this event is so influential. It becomes clear that over

2000-2020, CF dominates unconditionally but its explanatory power is concentrated

in recession-related regimes. Outside of these periods, DR is still the main driver of

stock prices.

The first row of Figure 1.3 plots the results for Telecommunications and Business

Equipment, two industries heavily associated with the Tech Bubble. Unconditionally,

CF expectations explain 29% and 56% of price variations for Telecommunications

and Business Equipment, respectively. The role of CF expectations rises markedly

during the Tech Bubble, accounting for 80% (over 90%) of price fluctuations for

Telecommunications (Business Equipment) during this regime. CF expectations also

play a big role during the Great Recession for these two industries.

The second row of Figure 1.3 plots the results for Financials and Autos. The Great

Recession has a clear impact on the relation between CF expectations and price ratios

for Financials. Specifically, during the Great Recession, 100% of price variations are

attributed to CF expectations and this strong result drives up the unconditional

estimates. For Autos, as expected the role of earnings growth expectations surge

during the Tech Bubble and Great Recession regimes.

The third row reports the results for Healthcare and Carry, two industries strongly

associated with the Covid-19 pandemic. For Healthcare, the role of CF expectations
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rises to 77% (104%) under the Bayesian (OLS) method, the highest values across

the regimes. Regarding Carry, the proportion of price variations explained by CF

expectations also rise during 2020, but not so much compared the 2008-2010 regime.

Figure 1.3 clearly illustrates that CF expectations become more important for

industries most impacted by specific recessions. In Figure 1.4, I plot the top five

industries with the highest proportions of price variations driven by CF news over

the whole sample and during the three recessions. Unconditionally, CF expecta-

tions dominate in Coal, Autos, Books, Steel, and Paper. During the Tech Bubble,

five industries where CF news are important are Autos, Services, Textiles, Electrical

Equipment, and Business Equipment. During the Great Recession, the five industries

are unsurprisingly Financials, as well as Paper, Mines, Oil, and Steel. Finally, dur-

ing the Covid-19 pandemic, CF expectations matter the most for Healthcare, Steel,

Autos, Clothes, and Textiles.

To formally test whether the role of CF expectations significantly rises during

recession-related regimes, I examine the posterior mean and standard deviation of

the changes in βik over the two adjacent regimes and report the results in Table 1.3.

The first row in Panel A shows that the proportion of pe variations explained by CF

expectations for the market significantly goes up by 21% in the 2000-2004 regime and

by 70% in the 2008-2010 regime. The proportion also significantly plunges by 34% and

59% over the following regime after the hikes. Row two reports the average change in

βik’s across all 30 portfolios. Besides the two increases in the Tech Bubble and Great

Recession, the role of CF expectations also rises during the 1986-2000 regimes. The

third row reports the average changes across both the market and 30 portfolios and

show similar results to those using the industries alone. Panel B reports the results

for each individual industry.

Overall, the empirical results in this section show that CF expectations plays a

bigger role in explaining pe variations during regimes related to recessions. Outside
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of these, DR is still the main driver of market prices.

1.4.2 Subjective Expectations under Uncertainty

The previous section reports that the proportion of price variations explained by

cash flow expectations is countercyclical. Since uncertainty and risk aversion usually

rise during recessions and fall during expansions, I hypothesize that the role of CF

expectations in explaining price variations is an increasing function of time-varying

uncertainty.

My hypothesis on the role of CF expectations is consistent with the earnings

growth reversal model in De La O and Myers (2021). According to their model,

the proportion of pe explained by subjective CF expectations is positively related

to the coefficient of relative risk aversion (RRA) in a power utility setup. The only

difference between their model and my hypothesis is that RRA in their model is

constant because the role of CF is assumed to be time-invariant. In contrast, I find

that the empirical relation between pe and CF expectations is time-varying.

To formally test this hypothesis, I specify βit as a function of some state variable

zt−1 capturing uncertainty and risk aversion at time t− 1, i.e., βit = b0 + b1 × zt−1.
10

In other words, instead of letting βik shift every regime, I allow βit to change every

time period as dictated by zt−1. I expect b1 to be significantly positive. Regression

(1.11) then becomes

CFit = α + b0 × peit + b1 × zt−1 × peit + eit. (1.12)

I use a number of proxies to capture uncertainty and risk aversion. First, I use

the macro and financial uncertainty indexes from Jurado et al. (2015) and Ludvigson

et al. (2021). These uncertainty indexes are constructed from the forecasting errors in

predicting a large number of macroeconomic and financial variables using a stochastic

10Using contemporaneous state variable zt yields consistent results.
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process. I also use the CBOE Volatility Index (VIX), a commonly used measure of

financial uncertainty. Next, I include the economic policy uncertainty (EPU) index

from Baker et al. (2016). This measure is a weighted count of the number of news

articles containing words related to a combination of economy, policy, and uncertainty.

As a proxy for risk aversion, I use the consumption surplus which is the difference

between current consumption and a moving habit as developed in Campbell and

Cochrane (1999). I compute the empirical consumption surplus following Cochrane

(2017). I also include the geopolitical risk index developed by Caldara and Iacoviello

(2022). As seen in Figure 1.1, market price-earnings first fall but then rise sharply

during recessions when corporate earnings are low. Hence, I also use pei,t−1 to capture

economic states.

I estimate equation (1.12) using OLS separately for the market as well as for

the panel of industry portfolios. When only the market is tested, I use the Newey

and West (1987) standard errors. When I estimate a panel of portfolios, I use the

standard errors clustered by both portfolios and months. To streamline the results, I

standardize all uncertainty variables to zero mean and unit variance.

Panel A of Table 1.4 reports the results for CF expectations over the whole sample

from 1976 to 2020. For the market in the first row, b1 is positive and significant

at the 5% level for financial uncertainty, indicating that the role of CF expectations

increases in financial uncertainty. In the second and third row, the results for the

industries show that βit rises with financial uncertainty, VIX, macro uncertainty, and

geopolitical risk. For both the market and industry portfolios, the role of CF also

increases (all significant at the 1% level) with the current level of pe: when the whole

economy or a specific industry i is in a bad state represented by a high pe value,

market participants pay more attention to CF.

Panel B reports the results for CF expectations over the short sample from 2000

to 2020. The results are consistent with Panel A regarding financial uncertainty,
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VIX, and pe. Specifically, the results for the market are stronger and b1 is significant

for VIX. A notable observation is that b1 on the remaining non-financial uncertainty

measures is insignificant for both the market and the industry portfolios.

That the result is significant for financial uncertainty and VIX, and insignificant

for macro uncertainty and EPU over the past 20 years is worth discussion. Ludvigson

et al. (2021) find that macroeconomic and policy uncertainty in recessions is often an

endogenous response to business cycle fluctuations while uncertainty about financial

markets is a likely source of output fluctuations. These findings combined with what

is reported in Panel B of Table 1.4 imply that the proportion of price variations driven

by cash flow expectations only rises under financial uncertainty that causes exogenous

shocks to the real economy.

In sum, the empirical results are consistent with the hypothesis that CF expecta-

tions matter more under uncertainty or in bad economic states. The results further

show that CF expectations become more important under only uncertainty about fi-

nancial markets which causes output fluctuations. These results are intuitive in that

investors pay more attention to fundamentals expectations (i.e., earnings growth)

when they face exogenous financial uncertainty.

1.4.3 Comovements of Inflation Expectations and

Price-Earnings Ratios

The cash flow component in the present value relation (1.6) can be further decomposed

into real earnings growth expectations and inflation expectations:

pet = constant +
∞∑
j=1

ρj−1E∗
t∆ert+j︸ ︷︷ ︸

Real cash flow (CF r
t )

+
∞∑
j=1

ρj−1E∗
tπt+j︸ ︷︷ ︸

Inflation (Πt)

−
∞∑
j=1

ρj−1E∗
t rt+j︸ ︷︷ ︸

Discount rate (DRt)

, (1.13)

where E∗
tπt+j is subjective inflation expectations. Hence, it is interesting to investigate

whether inflation expectations play a large role in driving price ratio fluctuations.
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Indeed, De La O and Myers (2022) find that real cash flow expectations (CF r
t =

CFt − Πt) explains around 80% of price variations from 1976 to 2018. Real cash

flow expectations play a larger role than (nominal) cash flow expectations because

inflation expectations have a negative covariance with price ratios.

Since forecasters do not make infinite inflation forecasts, De La O and Myers (2022)

specify a decay process for inflation expectations

E∗
t [πt+1+j]− µπ = ϕj

π (E∗
t [πt+1]− µπ) + ϵπt,j. (1.14)

To estimate ϕπ, De La O and Myers (2022) use the next 12 months and average 10

years median inflation forecasts from the Survey of Professional Forecasters. The

estimated value of ϕπ is 0.96 with a standard error of 0.01. With the decay process

(1.14), the inflation expectations component in equation (1.13) can be written as

Πt =
1

1− ρϕπ

E∗
tπt+1. (1.15)

Since subjective inflation expectations explain a large portion of price ratio varia-

tions, in this section, I will investigate if there are any structural breaks in the relation

between inflation expectations and price-earnings ratios. Because inflation expecta-

tions come at the quarterly frequency, I interpolate them to make a monthly series

to utilize the monthly data on the market and industry portfolios.

Before applying the panel break method, I first plot the time series of inflation ex-

pectations Πt against realized year-over-year inflation and price-earnings ratios on the

market portfolio in Figure 1.5. As can be seen from Figure 1.5, Πt is high throughout

the 1970s and 1980s under the high inflationary environment as illustrated by real-

ized year-over-year inflation. From 1976 until the mid of 1990s, inflation expectations

have a strong negative correlation with price-earnings ratios. However, after that, Πt

seems very stale and does not have any comovement with the volatile pe. Thus, I

expect there is at least one structural break around the middle of 1990s.
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I then estimate the Bayesian break model with −Πt as the dependent variable.11

Figure 1.6 plots the posterior probabilities of the structural break locations identified

by the model. As expected, there is one break in December 1997. Additionally, the

model uncovers four other preceding break points, namely October 1978, March 1982,

August 1984, and May 1992.

Table 1.5 reports the estimates of βik’s for the market and 30 industries portfolios

under each regime. To visualize the content of Table 1.5, I plot the estimates for the

market and five industries having the largest whole sample estimates of βik, i.e., five

industries on which inflation expectations have the largest effect. These industries

include Food, Beer, Household, Retail, and Meals. It is unsurprising that inflation

expectations have the strongest influence on the industries offering consumer goods

and services.

The first plot in Figure 1.7 shows the results for the market. Unconditionally, the

inflation expectation component explains 46% of price-earnings variations from 1976

to 2020. This result is consistent with that in De La O and Myers (2022). However,

the unconditional estimate masks substantial changes among regimes. During the

first regime from 1976-1978, inflation expectations have no impact on stock price

variations. The second regime from 1978-1982 is the most interesting one as during

this period price ratios increase in inflation expectations.12 Inflation expectations

explain around 20% of price-earnings fluctuations over the next two regimes 1982-

1984 and 1984-1992. From 1998 until 2020, inflation expectations account for only

5% of price earnings variations. When I group all the regimes except the last one

together (from 1976 to 1997), βi is slightly above 60%. Combined with nominal cash

flow expectations CFt, real cash flow expectations always account for around 80%

of price variations; yet inflation expectations dominate before 2000 while cash flow

11I use −Πt so that βik’s are positive.
12Note that as I use −Πt, a negative value of βik means a positive covariance between Πt and

peit.
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expectations take the lead thereafter. Thus, using a structural break model helps us

uncover the dynamics masked by the whole sample estimates.

The plots for the five industries follow the same pattern of the market. Uncondi-

tionally, inflation expectations explain about 60% of price-earnings variations in these

portfolios. However, these estimates are all driven by the period before 1998. Since

then, inflation expectations account for less than 10% of price variations in these

industries. Similar to the market, the price ratios of these industries also rise with

higher inflation forecasts during the 1978-1982 regimes.

In Table 1.6, I test the significance of the changes in βik’s across the two adjacent

regimes. As expected, there are large significant changes in βik’s in the 1978-1982

regime when inflation expectations go from having a negative effect on stock prices

to having a positive one and in the 1982-1984 regime when the sign of βik’s reverts

to its normality.

In sum, this section documents that inflation expectations have a strong negative

impact on stock prices, especially among the industries offering consumer goods and

services. However, the strong impact is mainly driven by the pre-1998 period under a

high inflationary environment. Since then, inflation expectations play a minimal role

in price ratio variations. Moreover, for a short period from 1978-1982, high inflation

forecasts are indeed good news for stock prices.

1.5 Conclusion

This paper studies the empirical time-varying relation between price-earnings ra-

tios and subjective expectations using the market and 30 industry portfolios at the

monthly frequency from 1976 to 2020. I use analyst earnings forecasts to capture

cash flow expectations and extract the implied discount rates from analyst earnings

forecasts and market prices.

26



I apply new Bayesian panel break method to identifying the structural breaks in

the relations between subjective expectations and price ratios. I find that breaks com-

monly occur around recessions and the proportion of price variations explained by

cash flow expectations rises sharply during the recession-related regimes. The largest

increases are observed in industries hit the hardest by recessions such as Telecom-

munications and Business Equipment during the Tech Bubble, Financials during the

Great Recession, and Healthcare during the Covid-19 pandemic.

From 2000 to 2020, cash flow expectations unconditionally explains 80% of monthly

price variations, yet the number falls to only 20% outside recessions. Over the same

period, implied discount rates unconditionally account for 20% of price variations

but their portion rises to over 50% during expansionary periods. Further tests show

that cash flow expectations matter more for price variations under uncertainty about

financial markets, but not under general endogenous macro uncertainty. The role of

cash flow expectations also rises during bad economic states captured by the level of

price-earnings.

Lastly, subjective inflation expectations unconditionally explain 46% of price vari-

ations from 1976 to 2020 with the strongest impacts on the consumer goods and

services industries. However, the power of inflation expectations is concentrated be-

fore 1998 under the high inflationary environment. Since then, only about 5% of price

variations is attributed to inflation expectations. Interestingly, for a short period from

1978 to 1982, high inflation expectations are good news for stock prices.
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Figure 1.1. Time Series of Earnings Growth Expectations and Price-
Earnings Ratios

This figure plots the time series of subjective earnings growth expectations (solid blue line) and
price-earnings ratios (dotted red line) on the market portfolio. All variables have been demeaned
for ease of visualization. Shades indicate NBER recessions. The sample is monthly from January
1976 to December 2020.
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Figure 1.2. Posterior Break Locations in Comovements of Earnings Growth
Expectations and Price-Earnings Ratios

This figure plots the posterior probability (y-axis) of the structural break locations (x-axis) identified
by the following Bayesian panel break model:

CFit = αik + βik × peit + eit, eit ∼ N(0, σ2
ik), t = τk−1 + 1, . . . , τk,

where CFit and peit are the cash flow component and log price-earnings ratio of portfolio i in month
t. The K structural break locations are captured by the set (τ1, τ2, . . . , τK) in the model. Shades
indicate NBER recession dates. The sample is monthly from January 1976 to December 2020.
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Figure 1.3. Comovements of Earnings Growth Expectations and Price-
Earnings Ratios

This figure plots the proportion of price-earnings variations explained by subjective cash flow ex-
pectations (βik in regression (1.11)) under each regime for the market and six industry portfolios.
The solid black line shows the Bayesian posterior mean of βik and the shade around it shows the
95% credible interval under each regime; and the dotted green line shows the corresponding OLS
estimates. The dotted blue line shows the whole sample OLS estimate and the dotted red line shows
the OLS estimate for the sample from 2000. The sample is monthly from January 1976 to December
2020.
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Figure 1.4. Top Five Industries with Highest Comovements of Earnings
Growth Expectations and Price-Earnings Ratios during Crises

This figure plots the top five industries having the highest proportions of price-earnings variations
explained by subjective cash flow expectations (βik in regression (1.11)) over the whole sample
and the three regimes related to the three recessions (Tech Bubble, Great Recession, and Covid-19
pandemic). Black dots indicate posterior means and crossbars indicate 95% credible intervals. The
sample is monthly from January 1976 to December 2020.
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Figure 1.5. Time Series of Inflation Expectations, Realized Inflation, and
Price-Earnings Ratio

This figure plots the time series of inflation expectations Πt (solid blue line), realized year-over-year
inflations (solid green line), and price-earnings ratios on the market portfolio (dotted red line). All
variables have been demeaned for ease of visualization. Shades indicate NBER recessions. The
sample is monthly from January 1976 to December 2020.
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Figure 1.6. Posterior Break Locations in Comovements of Inflation Expec-
tations and Price-Earnings Ratios

This figure plots the posterior probability (y-axis) of the structural break locations (x-axis) identified
by the following Bayesian panel break model:

Πt = αik + βik × peit + eit, eit ∼ N(0, σ2
ik), t = τk−1 + 1, . . . , τk,

where Πt and peit are the inflation expectation component and log price-earnings ratio of portfolio i
in month t. The K structural break locations are captured by the set (τ1, τ2, . . . , τK) in the model.
Shades indicate NBER recession dates. The sample is monthly from January 1976 to December
2020.
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Figure 1.7. Comovements of Inflation Expectations and Price-Earnings
Ratios

This figure plots the proportion of price-earnings variations explained by subjective inflation ex-
pectations (βik in regression (1.11)) under each regime for the market and five industry portfolios
having the largest unconditional βik. The solid black line shows the Bayesian posterior mean of βik

and the shade around it shows the 95% credible interval under each regime; and the dotted green
line shows the corresponding OLS estimates. The dotted blue line shows the whole sample OLS
estimate and the dotted red line shows the OLS estimate for the sample before 1998. The sample is
monthly from January 1976 to December 2020.
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Table 1.1

Summary Statistic

This table reports the summary statistics of log price-earnings ratios (pet) in Panel A and subjec-
tive one-year earnings growth expectations (E∗

t∆et+1) in Panel B for the market and 30 industry
portfolios. All values for E∗

t∆et+1 and the autocorrelation for pet are in percentages. The sample is
monthly from January 1976 to December 2020.

Panel A: Price-Earnings Ratio (pet) Panel B: Expected One-Year Earnings Growth (E∗
t (∆et+1))

Mean SD AC(1) p25 p50 p75 Mean SD AC(1) p25 p50 p75 Obs

0 Market 2.94 0.47 97.96 2.60 3.05 3.25 27.87 18.72 94.91 17.91 27.05 32.20 540

1 Food 2.86 0.37 98.67 2.66 2.96 3.11 19.87 8.67 92.42 14.19 19.14 23.79 540

2 Beer 2.78 0.35 97.53 2.55 2.85 3.00 12.72 12.47 91.28 7.16 11.42 17.05 540

3 Smoke 2.75 0.35 96.84 2.58 2.79 2.94 16.30 14.68 90.19 8.94 15.27 19.85 540

4 Games 3.15 0.60 94.34 2.87 3.31 3.52 31.91 26.94 87.59 18.66 33.24 45.38 526

5 Books 3.05 0.56 96.16 2.71 2.98 3.23 34.46 42.15 94.18 11.10 18.92 38.93 514

6 Hshld 2.88 0.37 98.07 2.66 2.99 3.12 19.90 9.63 92.90 13.18 20.02 24.78 540

7 Clths 2.74 0.50 96.61 2.48 2.84 3.07 20.59 16.75 87.87 11.98 18.45 24.20 540

8 Hlth 3.36 0.69 98.09 2.77 3.38 3.81 44.04 28.20 94.06 24.83 43.73 54.88 540

9 Chems 2.88 0.45 97.20 2.55 2.94 3.14 28.85 20.17 93.97 16.72 25.30 36.29 540

10 Txtls 2.79 0.62 92.65 2.49 2.82 3.10 33.01 40.08 86.71 15.22 28.74 47.22 519

11 Cnstr 2.81 0.42 96.68 2.55 2.82 3.05 26.19 19.37 93.06 14.58 23.98 33.62 527

12 Steel 2.94 0.77 94.73 2.32 2.85 3.47 47.00 52.52 90.62 10.78 34.93 79.65 501

13 FabPr 2.99 0.47 97.21 2.77 3.04 3.28 34.53 24.34 95.33 18.34 29.30 45.90 540

14 ElcEq 3.03 0.59 91.31 2.63 3.07 3.37 33.92 34.27 74.01 19.26 27.91 41.61 535

15 Autos 2.94 0.62 94.19 2.55 2.93 3.16 38.10 42.76 90.22 16.87 26.28 42.66 528

16 Carry 2.83 0.44 96.19 2.47 2.95 3.12 25.93 18.01 91.10 15.45 22.35 34.04 540

17 Mines 3.31 0.58 95.99 2.97 3.29 3.59 41.53 40.81 93.93 17.04 37.04 52.65 540

18 Coal 2.81 0.84 89.28 2.26 2.67 3.44 36.37 75.49 87.23 -3.92 24.06 88.79 462

19 Oil 3.05 0.62 93.66 2.68 3.06 3.32 34.96 38.20 89.10 15.28 28.94 44.70 515

20 Util 2.68 0.45 98.86 2.36 2.79 3.00 14.13 11.80 96.18 6.16 12.72 21.48 540

21 Telcm 3.04 0.59 95.11 2.65 3.09 3.29 21.64 24.81 73.40 10.87 18.81 27.42 514

22 Servs 3.25 0.65 92.73 2.81 3.29 3.66 40.54 37.61 80.84 22.67 36.71 52.40 528

23 BusEq 3.17 0.61 95.65 2.77 3.19 3.41 41.31 37.57 90.62 24.93 37.19 46.04 521

24 Paper 2.88 0.53 96.89 2.50 2.90 3.23 31.15 29.50 93.19 12.87 26.91 42.64 540

25 Trans 2.94 0.51 96.54 2.67 2.97 3.19 33.85 29.58 94.53 18.07 26.51 40.33 540

26 Whlsl 2.93 0.40 97.34 2.70 3.03 3.20 29.91 15.99 93.49 19.51 28.61 37.82 540

27 Rtail 2.88 0.37 97.69 2.68 3.00 3.13 22.73 11.78 94.04 15.26 21.75 28.18 540

28 Meals 3.02 0.37 95.95 2.78 3.11 3.27 23.99 13.45 90.31 17.22 21.49 30.48 540

29 Fin 2.73 0.56 95.98 2.40 2.83 2.98 23.48 36.03 92.41 14.20 18.04 22.80 540

30 Other 3.12 0.49 96.87 2.87 3.14 3.40 37.49 24.84 94.83 20.92 31.73 43.27 540

All Stocks 2.94 0.81 87.76 2.47 2.87 3.26 27.59 62.23 80.60 5.04 18.29 38.93 1132285
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Table 1.3

Cross-Regime Changes in Comovements of Earnings Growth
Expectations and Price-Earnings Ratios

This table reports the cross-regime changes in proportion of price-earnings variations explained by
cash flow expectations. Each column reports the posterior mean and standard deviation of the
difference between βik in that regime and βi,k−1 in the preceding regime (βik − βi,k−1 in regression
(1.11)). Panel A reports the results for the market only (top row), the average across the 30 industries
(second row), and the average across both the market and 30 industries (third row); Panel B reports
the results for each industry individually. ***, **, * indicate the posterior mean is at least 2.58, 1.96,
and 1.65 times larger than the posterior standard deviation. Blanks indicate industries having fewer
than six observations during that regime. The sample is monthly from January 1976 to December
2020.

Regime 1986:8-2000:11 2000:12-2004:10 2004:11-2008:11 2008:12-2010:7 2010:8-2020:1 2020:2-2020:12

Panel A: Aggregate

Market -0.05 0.21 ** -0.34 *** 0.70 *** -0.59 *** 0.12

(0.03) (0.09) (0.11) (0.09) (0.08) (0.14)

Industries 0.10 *** 0.07 *** -0.27 *** 0.38 *** -0.21 *** -0.06

(0.01) (0.01) (0.02) (0.02) (0.02) (0.04)

Market + Industries 0.10 *** 0.08 *** -0.27 *** 0.39 *** -0.22 *** -0.05

(0.01) (0.01) (0.02) (0.02) (0.02) (0.04)

Panel B: Individual Industry

1 Food 0.06 * -0.11 0.01 0.31 ** -0.15 -0.13

(0.03) (0.08) (0.10) (0.13) (0.12) (0.13)

2 Beer 0.15 *** -0.00 -0.19 * 0.41 *** -0.19 -0.08

(0.04) (0.08) (0.11) (0.14) (0.13) (0.14)

3 Smoke -0.03 0.34 *** -0.24 ** 0.15 -0.28 ** 0.25 *

(0.04) (0.09) (0.12) (0.14) (0.11) (0.13)

4 Games -0.09 ** 0.26 *** -0.30 *** 0.31 *** -0.06 -0.04

(0.04) (0.07) (0.09) (0.10) (0.09) (0.15)

5 Books 0.49 *** 0.09 -0.72 *** 0.78 *** 0.04

(0.04) (0.06) (0.10) (0.21) (0.18)

6 Hshld 0.02 -0.05 -0.02 0.33 *** -0.30 *** 0.05

(0.03) (0.08) (0.10) (0.10) (0.09) (0.14)

7 Clths 0.06 ** -0.20 ** 0.02 0.48 *** -0.22 ** 0.31 **

(0.03) (0.09) (0.10) (0.09) (0.09) (0.12)

8 Hlth 0.19 *** -0.34 *** 0.05 0.34 *** 0.06 0.27 **

(0.04) (0.08) (0.10) (0.12) (0.11) (0.14)

9 Chems 0.02 0.38 *** -0.56 *** 0.41 *** -0.28 *** 0.07

(0.04) (0.07) (0.08) (0.11) (0.10) (0.13)

10 Txtls -0.05 0.45 *** -0.20 ** -0.65 *** 0.50 *** -0.07

(0.05) (0.05) (0.09) (0.20) (0.18) (0.18)

11 Cnstr 0.22 *** -0.45 *** 0.18 * 0.09 -0.03 -0.28 *

(0.04) (0.08) (0.10) (0.17) (0.16) (0.15)

12 Steel -0.05 0.30 ** -0.71 *** 0.72 *** -0.11 0.01

(0.03) (0.14) (0.15) (0.12) (0.10) (0.12)

13 FabPr -0.01 0.07 -0.43 *** 0.56 *** -0.45 *** -0.14

(0.04) (0.08) (0.10) (0.09) (0.08) (0.15)

14 ElcEq 0.18 *** 0.45 *** -0.74 *** 0.57 *** -0.55 *** -0.10

(0.04) (0.05) (0.06) (0.09) (0.09) (0.11)

15 Autos 0.26 *** 0.18 *** -0.50 *** 0.37 ** -0.45 *** 0.27

(0.04) (0.04) (0.08) (0.15) (0.14) (0.19)
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Table 1.3

Cross-Regime Changes in Comovements of Earnings Growth
Expectations and Price-Earnings Ratios (Continued)

Regime 1986:8-2000:11 2000:12-2004:10 2004:11-2008:11 2008:12-2010:7 2010:8-2020:1 2020:2-2020:12

Panel B: Individual Industry

16 Carry 0.08 * -0.30 *** -0.01 0.40 *** -0.33 *** 0.26 *

(0.05) (0.08) (0.09) (0.10) (0.10) (0.14)

17 Mines -0.04 0.01 -0.25 * 0.68 *** -0.07 -0.48 ***

(0.04) (0.10) (0.13) (0.12) (0.08) (0.15)

18 Coal -0.04 -0.28 *** -0.18 0.09 0.44 *** -0.96

(0.05) (0.08) (0.12) (0.16) (0.14) (0.73)

19 Oil 0.44 *** 0.17 ** -0.63 *** 0.64 *** -0.50 *** -0.08

(0.04) (0.08) (0.11) (0.09) (0.08) (0.17)

20 Util 0.11 *** -0.18 ** 0.17 * 0.19 0.01 -0.25 *

(0.04) (0.08) (0.10) (0.13) (0.11) (0.14)

21 Telcm 0.00 0.62 *** -0.52 *** 0.31 -0.32 * -0.04

(0.03) (0.08) (0.10) (0.19) (0.19) (0.16)

22 Servs 0.05 * 0.58 *** -0.83 *** 0.36 *** -0.13 -0.12

(0.03) (0.04) (0.06) (0.10) (0.10) (0.11)

23 BusEq -0.06 * 0.67 *** -0.74 *** 0.64 *** -0.45 *** -0.22 *

(0.03) (0.05) (0.06) (0.09) (0.08) (0.12)

24 Paper 0.08 ** 0.32 *** -0.28 *** 0.34 *** -0.52 *** -0.03

(0.04) (0.09) (0.10) (0.09) (0.08) (0.16)

25 Trans 0.35 *** -0.20 *** -0.33 *** 0.51 *** -0.48 *** 0.22

(0.03) (0.07) (0.10) (0.10) (0.09) (0.16)

26 Whlsl -0.01 -0.00 -0.09 0.39 *** -0.22 ** -0.14

(0.04) (0.07) (0.08) (0.10) (0.09) (0.14)

27 Rtail 0.05 * -0.04 0.04 0.38 *** -0.54 *** 0.27 *

(0.03) (0.07) (0.09) (0.12) (0.11) (0.14)

28 Meals 0.25 *** -0.24 *** 0.07 0.32 *** -0.17 * 0.15

(0.04) (0.08) (0.09) (0.10) (0.10) (0.15)

29 Fin -0.20 *** 0.14 * -0.13 1.00 *** -0.87 *** 0.09

(0.03) (0.08) (0.12) (0.09) (0.06) (0.16)

30 Other 0.55 *** -0.50 *** 0.10 -0.09 0.46 *** -0.39 ***

(0.03) (0.06) (0.08) (0.11) (0.10) (0.13)
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Table 1.4

Comovements of Subjective Expectations and Price-Earnings under
Uncertainty

This table reports the results of the following regression

CFit = α+ b0 × peit + b1 × zt−1 × peit + eit,

Panel A reports the results over the whole sample 1976-2020 while Panel B reports the results over
2000-2020. Within each panel, the first row reports b1’s with their t-statistics computed with the
Newey andWest (1987) standard errors for only the market portfolio; the second row reports b1’s with
their t-statistics computed with the two-way clustered standard errors for the 30 industry portfolios;
and the third row reports b1’s with their t-statistics computed with the two-way clustered standard
errors for both the market and 30 industry portfolios. Each zit is reported in each column: FinUncer
and MacroUncer are financial uncertainty from Ludvigson et al. (2021) and macro uncertainty from
Jurado et al. (2015); VIX is CBOE Volatility Index; EPU is economic policy uncertainty from Baker
et al. (2016); ConSurplus is consumption surplus from Cochrane (2017); GPR is geopolitical risk
from Caldara and Iacoviello (2022); and pe is log price-earnings ratio. The data for EPU is only
available from 1985 and the data for VIX is only available from 1990. ***, **, * indicates significance
at 1%, 5%, and 10%, respectively.

FinUncer VIX MacroUncer EPU ConSurplus GPR pe

(1) (2) (3) (4) (5) (6) (7)

Panel A: 1976:2020

Market 0.01 ** 0.01 0.01 0.00 0.03 0.00 0.20 ***

(2.37) (1.64) (1.58) (0.80) (0.77) (1.54) (4.48)

Industries 0.01 ** 0.01 * 0.01 ** -0.00 -0.01 0.01 *** 0.10 ***

(2.34) (1.82) (2.30) (-0.08) (-0.61) (2.72) (5.00)

Market + Industries 0.01 ** 0.01 * 0.01 ** -0.00 -0.01 0.01 *** 0.10 ***

(2.39) (1.84) (2.34) (-0.05) (-0.55) (2.72) (5.08)

Panel B: 2000:2020

Market 0.01 ** 0.01 ** 0.00 0.00 0.03 -0.00 0.14 ***

(2.56) (2.21) (0.56) (0.34) (0.58) (-0.91) (3.28)

Industries 0.01 *** 0.01 *** 0.00 -0.00 -0.00 0.00 0.05 ***

(3.99) (2.71) (0.45) (-0.17) (-0.08) (0.18) (3.28)

Market + Industries 0.01 *** 0.01 *** 0.00 -0.00 -0.00 0.00 0.05 ***

(4.04) (2.74) (0.47) (-0.15) (-0.04) (0.13) (3.32)
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Table 1.6

Cross-Regime Changes in Comovements of Inflation Expectations and
Price-Earnings Ratios

This table reports the cross-regime changes in proportion of price-earnings variations explained
by inflation expectations. Each column reports the posterior mean and standard deviation of the
difference between βik in that regime and βi,k−1 in the preceding regime (βik − βi,k−1 in regression
(1.11)). The table reports the results for the market only (top row), the average across the 30
industries (second row), and the average across both the market and 20 industries (third row). ***,
**, * indicate the posterior mean is at least 2.58, 1.96, and 1.65 times larger than the posterior
standard deviation. The sample is monthly from January 1976 to December 2020.

Regime 1978:11-1982:3 1982:4-1984:8 1984:9-1992:5 1992:6-1997:12 1998:1-2020:12

Market -0.31 ** 0.51 *** 0.05 -0.16 *** -0.01

(0.14) (0.13) (0.06) (0.06) (0.05)

Industries -0.16 *** 0.35 *** 0.01 -0.13 *** 0.00

(0.02) (0.02) (0.01) (0.01) (0.01)

Market + Industries -0.17 *** 0.35 *** 0.02 -0.13 *** 0.00

(0.02) (0.02) (0.01) (0.01) (0.01)
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Appendix

1.A Alternative Price Ratio Decomposition

In this appendix, I discuss a different approach to decomposing price ratios that works

directly with subjection expectations. Start with the ex-post one-year return identity

Rt+1 =
Pt+1 +Dt+1

Pt

, (1.A.1)

where Pt is current stock price and Dt is realized rolling 12-month dividend.

Next take conditional subjective expectations (by analysts) of both sides of equa-

tion (1.A.1)

E∗
tRt+1 = E∗

t

[
Pt+1 +Dt+1

Pt

]
=

E∗
tPt+1 + E∗

tDt+1

Pt

R∗
t+1 =

P ∗
t+1 +D∗

t+1

Pt

(1.A.2)

where the second equality follows from the (very weak) assumption that analysts know

the current market price, i.e., E∗
tPt = Pt, and the third equality defines R∗

t+j ≡ E∗
tRt+j

as subjective return expectations or discount rates, P ∗
t+j ≡ E∗

tPt+j as subjective price

expectations or target prices, and D∗
t+j ≡ E∗

tDt+j as subjective dividend expectations

or dividend forecasts with E∗
tDt = Dt. Equation (1.A.2) can be rewritten as

R∗
t+1 =

P ∗
t+1 +D∗

t+1

Pt

=

(
P ∗
t+1

D∗
t+1

+ 1
)

D∗
t+1

Dt

Pt

Dt

, (1.A.3)

Further define E∗
t+j ≡ E∗

tEt+j as subjective earnings expectations or earnings fore-

casts with E∗
tEt = Et, pe

∗
t+j ≡ ln(P ∗

t+j/E
∗
t+j) as log target price-earnings forecasts,

pd∗t+j ≡ ln(P ∗
t+j/D

∗
t+j) as log target price-dividend forecasts, de∗t+j ≡ ln(D∗

t+j/E
∗
t+j)

as log dividend-earnings forecasts (i.e., expected payout ratio).

Log-linearizing equation (1.A.3) around a long-term average of P ∗/D∗ and substi-
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tuting pe∗t = pd∗t + de∗t give

pet = k +∆e∗t+1 − r∗t+1 + ρ× pe∗t+1, (1.A.4)

where ∆e∗t+1 ≡ ln(E∗
t+1/Et) is log growth of earnings forecasts, r∗t+1 ≡ ln(R∗

t+1) is log

discount rate, and k and

ρ ≡ P ∗/D∗

1 + P ∗/D∗

are constants. Assuming again the no bubble condition, i.e., limj→∞ ρjpe∗t+j = 0, I

can iterate equation (1.A.4) forward to obtain

pet = k +
∞∑
j=1

ρj−1∆e∗t+j︸ ︷︷ ︸
Cash flow (CFt)

−
∞∑
j=1

ρj−1r∗t+j︸ ︷︷ ︸
Discount rate (DRt)

, (1.A.5)

I thus decompose the market price-earnings ratio into a cash flow (CF) component

(an infinite sum of log growths of earnings forecasts) and a discount rate (DR) compo-

nent (an infinite sum of log subjective discount rates). Note that these definitions are

similar to, but not the same as, those in equation (1.6) in Subsection 1.2.1. In equa-

tion (1.6), I define CF (DR) as the conditional subjective expectation of an infinite

sum of log earnings growths (log discount rates). However, as discussed in footnote 6,

I approximate the CF component in (1.6) as the infinite sum of log growths of earn-

ings forecasts as defined in equation (1.A.5). Therefore, both price decomposition

approaches give similar empirical results.

1.B Bayesian Break Model

This appendix describes the full paramaterization of the Bayesian break model.
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1.B.1 Likelihood

Consider the panel regression:

yit = αik + βik × xit + eit, eit ∼ N(0, σ2
ik), t = τk−1 + 1, . . . , τk, (1.B.1)

where the intercepts αik, slopes βik, and residual variances σ2
ik are allowed to shift

across the unknown K + 1 regimes. The regime kth has length lk = τk − τk−1 and

consists of the observations τk−1 + 1, . . . , τk.

Let θik = (αik, βik) be a column vector, θi =


θ′i1
...

θ′i,K+1

, and θ =


θ1
...

θN

, where N is

the number of portfolios. Denote σ2
i = (σ2

i1, . . . , σ
2
i,K+1) and σ2 = (σ2

1, . . . , σ
2
N). Let

yik = (yi,τk−1+1, yi,τk−1+2, . . . , yi,τk), yi = (yi1, yi2, . . . , yi,K+1), and y = (y1, y2, . . . , yN).

Finally, let Xik =


1 xi,τk−1+1

...
...

1 xi,τk

, Xi =


Xi1

...

Xi,K+1

, and X =


Xi

...

XN

. Given a set of

break locations τ = (τ1, . . . , τK), the likelihood of y is

p(y|X, θ, σ2, τ) =

(
N∏
i=1

K+1∏
k=1

(2πσ2
ik)

−lk/2

)
exp

[
N∑
i=1

K+1∑
k=1

− 1

2σ2
ik

(yik −Xikθik)
′ (yik −Xikθik)

]
(1.B.2)

1.B.2 Priors

Following Smith and Timmermann (2021a,b), I place a Poisson prior distribution over

the regime durations:

p(lk|γk) =
γlk
k e

−γk

lk!
, k = 1, . . . , K + 1, (1.B.3)

where the Poisson intensity parameter γk has a conjugate Gamma prior distribution:

p(γk) =
dc

Γ(c)
γc−1
k e−dγk , k = 1, . . . , K + 1. (1.B.4)
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Following Smith and Timmermann (2021a), I set c = 240 and d = 2 to reflect the

prior belief that breaks occur every 10 years.

Next, for regimes k = 1, . . . , K + 1 and portfolios i = 1, . . . , N , I place an inverse

Gamma prior on the residual variance:

p(σ2
ik) =

ba

Γ(a)
(σ2

ik)
−(a+1) exp(− b

σ2
ik

) (1.B.5)

where I set a = 2 and b = σ̂s
y which is the sample variance of y. This specification

sets the prior mean of the residual variance equal to the sample variance.

Finally, conditional on σ2
ik, the regression coefficients θik follow a multivariate

normal prior distribution:

p(θik|σ2
ik) = (2πσ2

ik)
−κ/2|Vθ|−1/2 exp

[
− 1

2σ2
ik

(θik − µθ)
′V −1

θ (θik − µθ)

]
, (1.B.6)

where κ = 2 is the number of covariates (including the intercept), µθ = (ȳ, 0), and

Vθ =

1/b 0

0 1/b

. The value of µθ reflects the prior belief that subjective expectations

do not comove with price-earnings ratios and thus the intercept in the model is

expected to equal to the sample mean of y. Furthermore, a prior zero mean on βik

creates a shrinkage estimator that helps guard against spurious covariances between

subjective expectations and price-earnings ratios which may arise in short regimes.

Lastly, this specification of Vθ sets the prior variance of βik to equal one on average.

A large prior variance serves two purposes. Fist, a large prior variance combined

with a zero prior mean gives the model the freedom to recover either a positive or

negative relation between subjective expectations and price ratios identified in the

data. This setup emphasizes the role of the data, not the prior belief. Second, a

large prior variance combats the failure of the model to account for autocorrelations

in the residuals. This implies that in short regimes with limited data, the model

would produce a large posterior variance, once again guarding against any spurious

comovements that may show up.
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1.B.3 Posterior Distribution

Multiplying the likelihood with the priors gives the following posterior distribution:

p(θ, σ2|y,X, τ) =

(
N∏
i=1

K+1∏
k=1

(2πσ2
ik)

−lk/2

)
exp

[
N∑
i=1

K+1∑
k=1

− 1

2σ2
ik

(yik −Xikθik)
′ (yik −Xikθik)

]

×
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(2πσ2
ik)
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)
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k=1

− 1

2σ2
ik
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′V −1
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(σ2

ik)
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)
exp

[
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K+1∑
k=1

− b

σ2
ik

]
(1.B.7)

From this posterior distribution, by rearranging the terms, I can derive the following

posterior conditional distributions:

σ2
ik|yik, Xik ∼ IG(ak, bik) and (1.B.8)

βik|σ2
ik, yik, Xik ∼ N(µik, σ

2
ikΣik) (1.B.9)

for k = 1, . . . , K + 1 and i = 1, . . . , N , where

Σ−1
ik = V −1

θ +X ′
ikXik, (1.B.10)

µik = Σik

(
V −1
θ µθ +X ′

ikyik
)
, (1.B.11)

ak = a+ lk/2, and (1.B.12)

bik =
1

2

(
2b+ y′ikyik − µ′

ikΣ
−1
ik µik + µ′

θΣ
−1
θ µθ

)
. (1.B.13)

It is then straightforward to use Gibbs sampler to draw from these conditionals. In

implementing the Gibbs sampler, I sequentially make 5000 draws from the condition-

als, discard the first 500 draws as burn-in, and keep every other draw as the final

sample. Increasing the number of draws to 10000 or lowering it to 3000 does not

change the results.

1.B.4 Break Locations

Smith and Timmermann (2021a) show that for a given set of break locations τ , the

parameters θ and σ2 can be integrated out from the posterior (1.B.7) to achieve the
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following marginal likelihood of the data:

p(y|X, τ) =
N∏
i=1

K+1∏
k=1

(2π)−lk/2
ba

Γ(a)

Γ(ak)

bakik

|Σik|1/2

|Vθ|1/2
(1.B.14)

Each set of break locations τ can be considered a Bayesian model. Smith and Tim-

mermann (2021a) develop a reversible jump MCMC procedure that jumps around

models with different locations of breaks and numbers of breaks and each time selects

a new model using an acceptance ratio based on the marginal likelihood (1.B.14)

of each model. This procedure is implemented until the set of break locations τ

stabilizes. Please see Appendix D in Smith and Timmermann (2021a) for details.

1.C Sample Construction

This appendix provides more details on sample construction. As I construct 30 indus-

try portfolios and all of the ratios used in this paper are in logs, it will be problematic

if the industry-aggregated realized or forecast earnings are negative or close to zero.

To combat this issue, I follow Vuolteenaho (2002), Lochstoer and Tetlock (2020),

and others to convert each real company into a pseudo-company by buying 90% of

that company’s market value and investing the remaining 10% market value in Trea-

sury bill. Specifically, the pseudo total realized earnings over the past 12 months of

company j in period t is

TEp
jt = 0.9× TEjt + 0.1× Pi,t−1 × shrouti,t−1 × tbt−1→t, (1.C.1)

where TEp
jt is the total pseudo-earnings, TEjt is the total (not per share) realized

rolling 12-month earnings before extraordinary items reported by Compustat, Pi,t−1

and shrouti,t−1 are the price and shares outstanding 12 months (one year, t here

indicates year) ago, and tbt−1→t is the Treasury bill rate over the past 12 months.

Similarly, the pseudo total earnings forecast for the next 12 months and pseudo target
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market value are

TE∗p
j,t+1 = 0.9× E∗

j,t+1 × shroutjt + 0.1× Pjt × shroutjt × tbt→t+1 and, (1.C.2)

where E∗
j,t+1 ≡ E∗

tEj,t+1 is the analyst earnings-per-share forecast for the next 12

months. It is clear that the pseudo realized earnings include the income from the

risk-free investment based on the firm’s market value 12 months ago while the risk-

free investment for the pseudo forecast earnings are based on the current market value.

Hence, the pseudo portfolio is rebalanced every 12 months, similar to the construct

in Vuolteenaho (2002).

For the pseudo total earnings forecast over months 13 to 24, I assume that the

investor expects the current annual Treasury bill rate to be constant for the next 2

years, so I have

TE∗p
j,t+2 = 0.9× E∗

j,t+2 × shroutjt + 0.1× Pjt × shroutjt × tbt→t+1, (1.C.3)

where E∗
j,t+2 ≡ E∗

tEj,t+2 is the analyst earnings-per-share forecast for months 13 to

24 ahead. Overall, the intuition behind the creation of the pseudo-company is that

if the investor buys 100% of the market value of one company, he will receive 100%

of the realized 12-month earnings and expect 100% earnings forecasts. In this case,

because he buys only 90% of that firm’s market value and invests the remaining 10%

in Treasury bill, only 90% of realized earnings and forecast earnings come from that

firm while the remaining 10% comes from the risk-free investment.

After creating the pseudo firms, to further minimize the impact of outliers and

maximize the number of observations available for analyses, every month, I cross-

sectionally winsorize each of these pseudo variables at their 5th and 95th percentiles

before sorting them into industry portfolios. The results are robust to small changes

in the 10% risk-free investment threshold or in the winsorization percentiles.

Unlike Bordalo et al. (2020a) and De La O and Myers (2021, 2022) who focus on

the S&P 500 stocks, I retain all stocks with analyst forecasts to create the market
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portfolio. To implement the panel break method, I combine the market portfolio with

the 30 industry portfolios based on the Fama-French industry classification. Smith

and Timmermann (2021a,b) also use these 30 industry portfolios in their analyses.

For portfolio i at time t, I construct the following variables

peit = ln

(∑nit

j=1 Pjt × shroutjt∑nit

j=1 TE
p
jt

)
, (1.C.4)

E∗
t∆ei,t+1 ≈ ∆e∗i,t+1 = ln

(∑nit

j=1 TE
∗p
j,t+1∑nit

j=1 TE
p
jt

)
, (1.C.5)

E∗
t∆ei,t+2 ≈ ∆e∗i,t+2 = ln

(∑nit

j=1 TE
∗p
j,t+2∑nit

j=1 TE
∗p
j,t+1

)
, (1.C.6)

CFit =
1

1− ρϕie

E∗
t∆ei,t+1, and (1.C.7)

DRit = peit − CFit, (1.C.8)

which are the portfolio-level log price-earnings ratio, subjective expectation of earn-

ings growth over the next 12 months, subjective expectation of earnings growth over

months 13 to 24, subjective cash flow component, and subjective discount rate com-

ponent, respectively. Note that although all variables are computed over a 12-month

window, the frequency of the data is monthly.

Because analysts do not make long-term forecasts in the earlier periods of the

sample and I use interpolation to compute earnings forecasts over the next 12 months

and months 13 to 24, the number of companies with earnings forecasts for the second

12 months is substantially lower than that of the first 12 month forecasts. The data

for the first 12 month earnings forecasts are available from January 1976 while the

monthly number of firms with the second 12 months forecasts is not relatively large

until January 1985. To resolve these data issues, I create two separate datasets.

The first one consists of companies having the earnings forecasts for the second 12

months and starts from January 1985. I use this sample to estimate the coefficients

of the expected earnings growth decay process for each portfolio created from this
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dataset. Table C1 reports the coefficient estimates for these decay processes. The

second dataset consists of all firms with the earnings forecasts for the next 12 months.

This dataset begins from January 1976 and is the main sample of the paper. I apply

the decay coefficients estimated for each portfolio using the first dataset to this one

to construct the cash flow components. Both samples end at December 2020.

Figure C1 plots the monthly number of firms having the earnings forecasts for the

next 12 months that go into the final empirical analyses. On average, the monthly

number of firms having 12-month ahead earnings forecasts is about 2000 with a peak

in the late 1990s.

The pe of the market portfolio in this paper has an 85% correlation with the pe

on the S&P 500 computed from data on Professor Shiller’s website. There are three

reasons why the correlation is not higher. First, my pe is computed for all stocks

having the analyst forecasts while Shiller’s pe focuses only on the S&P 500 stocks.

Seconds, my pe is computed from pseudo-companies as discussed above. Third, I

use earnings release dates to match realized earnings with market data and keep

the realized earnings constant between two release dates as my paper focuses on the

relation between real-time price-earnings ratios and earnings forecasts. In contrast,

Shiller computes quarterly earnings and interpolate between two quarters to have

monthly values.
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Figure C1. Time Series of Number of Firms having Analyst Forecasts

This figure plots the monthly number of firms having earnings forecasts for the next 12 months that
go into the final empirical analyses. The sample is from January 1976 to December 2020.
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Table C1

Coefficient of Earnings Growth Expectation Decay Process

This table reports the decay coefficients for the market and 30 industry portfolios using the following
regression:

E∗
t [∆ei,t+1+j ]− µie = ϕj

ie (E
∗
t [∆ei,t+1]− µie) + ϵet,j ,

where E∗
t [∆et+1+j ] is the subjective expectation of earnings growth over period t+ j for portfolio i.

The sample is from January 1985 to December 2020. t-statistics are computed using the Newey and
West (1987) standard errors with 6 lags. ***, **, * indicate significance at the 1%, 5%, and 10%,
respectively.

ϕ t

0 Market 0.09 *** (5.97)

1 Food 0.04 ** (2.21)

2 Beer 0.06 *** (5.19)

3 Smoke 0.02 (1.40)

4 Games -0.04 (-0.58)

5 Books 0.00 (0.03)

6 Hshld -0.02 (-1.02)

7 Clths 0.05 *** (3.37)

8 Hlth 0.14 *** (7.38)

9 Chems 0.11 *** (6.51)

10 Txtls 0.04 ** (2.40)

11 Cnstr 0.18 *** (4.80)

12 Steel 0.06 (1.62)

13 FabPr 0.14 *** (6.01)

14 ElcEq 0.02 (0.43)

15 Autos 0.11 *** (3.82)

16 Carry 0.07 * (1.85)

17 Mines 0.03 * (1.91)

18 Coal 0.05 (1.32)

19 Oil 0.07 ** (2.27)

20 Util 0.04 * (1.68)

21 Telcm 0.04 * (1.76)

22 Servs 0.06 *** (3.57)

23 BusEq 0.05 ** (1.98)

24 Paper 0.17 *** (4.32)

25 Trans 0.06 *** (2.64)

26 Whlsl 0.04 * (1.78)

27 Rtail 0.04 ** (2.30)

28 Meals 0.05 (1.45)

29 Fin 0.10 *** (11.68)

30 Other 0.02 * (1.78)
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Chapter 2

Investor Sentiment and Asset Returns: Actions

Speak Louder than Words

2.1 Introduction

Sentiment has been shown to play an essential role in explaining asset returns (Baker

and Wurgler 2006, 2007; Stambaugh et al. 2012) and in predicting the equity risk pre-

mium (Tetlock 2007; Huang et al. 2015; Jiang et al. 2019). The finance literature has

introduced a plethora of investor sentiment measures ranging from those constructed

from market-based information (Baker and Wurgler 2006; Zhu and Zhou 2009; Neely

et al. 2014) to those from news and social media and surveys (Tetlock 2007; Garcia

2013; Calomiris and Mamaysky 2019; Obaid and Pukthuanthong 2022; Greenwood

and Shleifer 2014). Numerous research has explored these sentiment sources individ-

ually. Still, no one has compared and contrasted them to my knowledge.

In this study, I compare the return predictability of trade-based sentiment (techni-

cal indicators) versus text-based sentiment (news and social media) across four major

asset classes (Bitcoin, stocks, Treasury bonds (T-Bond), and gold). These two types

of sentiment measures are readily available daily and are widely utilized by market

participants, but they are fundamentally distinct. While news and social media are

publicly available and reflect people’s attention and beliefs (Shiller 2005), trading

information such as prices and volumes indicate investors’ trading activity and de-

cisions. By comparing these two sources of information, I can identify which type

of information is most useful in predicting market movements. Second, both senti-

ment types may be more relevant to different types of market participants. Trade

sentiment may be more relevant to institutional investors with access to trade data

55



and can execute trades based on that data. In contrast, text sentiment may be more

relevant to individual investors who rely on news articles and social media for market

information. By comparing these two types of sentiment, I shed light on which types

of market participants are most likely to benefit from each type of sentiment data.

Third, trade and text sentiment may be more helpful in predicting market move-

ments over different time horizons. Trade sentiment, which is based on actual trades,

may be more beneficial for short-term predictions of market movements. In contrast,

text sentiment may be more beneficial for longer-term predictions based on trends in

market sentiment. By comparing these two types of sentiment across different time

intervals, I may determine which sort of sentiment data is more valuable for specific

time horizons. Different types of investors may have different needs. Real-time mean-

variance investors may be more interested in short-term predictions, while longer-term

investors may be more interested in longer-term forecasts. Therefore, comparing sen-

timent measures across different types of investors and investment horizons can be

important.

Notably, I apply daily sentiment data to construct my trading strategy. Daily

return is more challenging to predict than monthly returns. Fama and French (1988),

Campbell and Thompson (2008), and Cochrane (2008) show that stocks are more

likely to be predictable over long horizons. Cochrane (2009) shows the expected asset

returns are a function of risk aversion, risk (consumption volatility), and the cor-

relation between asset returns and the stochastic discount factor. He argues that

these components are more likely to alter at a long horizon than on a short hori-

zon like daily. In other words, asset returns are more likely to be predictable over

long horizons. Since asset returns are more challenging to forecast daily, it is more

complicated and crucial to developing profitable trading strategies daily. My asset

allocation results support this conjecture.

For the text-based sentiment, I use the sentiment measures constructed by Refinitiv
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MarketPsych Indices (RMI) based on thousands of news and social media sources.

My measures are the most comprehensive text-based indexes to date. RMI provides

four sentiment series for each asset class from different text sources: news articles,

headlines, social media, and news and social media combined. I further consider each

series’s moving averages over various lag windows. In total, I examine 28 text-based

sentiment indexes for each asset.

Regarding sentiment metrics based on trading activity, I create six measures utiliz-

ing prices and trading volumes. The first is price-based WRS (William’s %R), created

in the 1960s and widely used in technical analysis to measure overbought/oversold

(high/low sentiment) conditions. The second is NHS (nearness to a recent high) in-

troduced by Li and Yu (2012), who finds that closeness to recent high proxies for the

degree of underreaction by stock traders and thus positively predicts future returns.

The third component is the trading volume ratio (TVS), one of the six components

of the well-known sentiment index developed by Baker and Wurgler (2006)’s, and

the only one with daily data available. The following three measures are comparable

to those presented by Neely et al. (2014): MAS (a moving average rule), MOM (a

momentum-type measure), and OBV (a combination of both trading volumes and

prices). I evaluate different specifications based on distinct lag windows for these

six trade sentiment metrics. There is no theoretical guidance regarding which con-

struction window produces the most remarkable prediction performance. Therefore,

I evaluate 28 indices of trade sentiment for each asset.

Except for Bitcoin, I utilize ETFs to represent the remaining three asset classes

since I need daily prices and trading volumes for each asset to create my trade senti-

ment measures.1 Using ETFs ensures that real-time investors can utilize my forecast-

ing practices. In addition, Bitcoin is chosen to represent all cryptocurrencies because

it is the largest and most popular cryptocurrency and has the most extended available

1See Section 2.2 for details on the ETF list.
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time series data. I aim to compare the return predictability of 28 trade sentiment

metrics to 28 text variables for each asset.

Given these many predictors, I apply four prevalent dimension reduction tech-

niques for parsimonious comparison. Utilizing information aggregation techniques

decreases overfitting and improves out-of-sample return projections. The first and

most straightforward technique is the simple average of all variables (AV) (Huang and

Lee 2010; Dong et al. 2022). The second technique is the combination forecast (CF)

(Rapach et al. 2010). Under this methodology, individual projections are averaged

into a single forecast. The third is principal component analysis (PCA), a frequently

employed technique for extracting common variations from a group of variables. My

final technique is partial least squares (PLS), which extracts signals from a set of vari-

ables most closely associated with a prediction target. PLS has gained prominence

in the literature on time series prediction (Kelly and Pruitt 2013, 2015; Huang et al.

2015). Except for CF, which is only used for out-of-sample return predictions, the

other three approaches are applied, both in-sample and out-of-sample.

In my in-sample tests, trade sentiment outperforms text sentiment across predic-

tion approaches and forecasting horizons for the four assets: Bitcoin, stocks, T-Bond,

and gold. In addition, contrary to the recent literature demonstrating the strong

return predictability of news sentiment (Tetlock 2007; Garcia 2013), I find that text

sentiment from news, social media, and their combination have almost no predictive

power over the next day’s returns for all assets. Even with the use of information

aggregation, the prediction of text sentiment remains dismal. I show that the incon-

sistent evidence is a result of the sample period. After the 2000s, for most of my

sample period, text sentiment loses its significance.

I also demonstrate that sentiment has consistent predictions across asset classes.

In particular, trade sentiment positively predicts future returns across asset classes.

In other words, investors underreact to trade sentiment. Text sentiment presents
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another positive predictor than trade sentiment, but the power is much weaker.

My out-of-sample analysis considers whether the sentiment measures can forecast

real-time asset returns. I use two commonly employed out-of-sample tests, the first of

which is the out-of-sample R2 (Campbell and Thompson 2008). As a benchmark, this

metric compares the recursive return predictions generated by a predictor utilizing

only information known up to each time point to the historical mean return. A

positive out-of-sample R2 indicates that the predictor variable has outperformed the

historical mean benchmark. I also apply the forecast-encompassing test, a more

direct comparison between trade and text sentiment (Harvey et al. 1998). This test

examines the null hypothesis that a model i’s forecast encompasses a competing model

j’s forecast. A failure to reject the null implies that the model j’s forecast is not more

informative than the model i’s.

Under these two out-of-sample tests, trade sentiment generates more accurate

return forecasts for Bitcoin and T-bond. Unsurprisingly, Bitcoin sentiment produces

the most stable and robust out-of-sample results. Bitcoin is a highly speculative and

difficult-to-value asset, and trading sentiment has been demonstrated to be highly

predictive of such assets in the stock market (Baker and Wurgler 2006; Stambaugh

et al. 2012). However, no sentiment metric surpasses the historical mean benchmark

out-of-sample in forecasting T-bonds, stocks, and gold. Forecast encompassing tests

present similar results. Trade sentiment encompasses text sentiment clearly in both

short and long terms for Bitcoin, but only for long term for T-bond. There is no clear

pattern for stocks and gold.

Finally, I investigate whether the daily return estimates generated by sentiment

metrics can provide economic value to real-time mean-variance investors. Strikingly,

Bitcoin is the only asset whose trade sentiment can achieve remarkable economic

returns and a higher Sharpe ratio than a buy-and-hold investment strategy. Both

trading and text sentiment cannot surpass the historical mean benchmark or the
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simple buy-and-hold strategy for the remaining assets. This finding demonstrates that

converting technical indicators or media opinions into profitable trading strategies

for stocks, bonds, and gold is intricate. Refinitiv MarketPsych Indices (RMI) is the

largest and most influential sentiment provider together with Ravenspack. Despite

their seemingly wide use by investors, I find little value in using RMI’s sentiment

measures to create profitable daily trading strategies. This is the implication of my

finding.

My paper offers two significant contributions to the finance literature. First, I

respond to Zhou (2018) by conducting the first exhaustive analysis on the comparative

return predictability of trade and text sentiment. While the enormous literature

on investor sentiment has studied trade and text sentiment individually, my study

combines several sentiment sources and fills a gap in the literature. In contrast to the

existing studies that primarily focus on equities, I analyze four distinct asset types.

I find that sentiment influences on future returns vary across asset classes. However,

regarding return predictability, technical indicators outperform news and social media

tone. This shows that text-based sentiment appears too noisy, diminishing its ability

to anticipate future returns. My findings extend the Cheap Talk model proposed by

Stein (1989), Farrell (1995), and Farrell and Rabin (1996), which is mainly applied

to the Fed announcements. I demonstrate that talk is cheap; trading sentiment

outperforms text sentiment in both in-sample and out-of-sample.

I also contribute to the growing literature on cryptocurrencies and Bitcoin in par-

ticular. Financial economists are still attempting to ascertain the worth of digital

assets. Theoretically, as demonstrated by Dwyer (2015), Athey et al. (2016), and

Pagnotta and Buraschi (2018), the value of cryptocurrencies depends on a combi-

nation of usage, degree of acceptance, scarcity, and the importance of anonymity.

However, empirically assessing digital assets is extremely difficult because fundamen-

tal metrics such as cash flows to stocks are missing. Since cryptocurrencies are more
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difficult to value than stocks, investor sentiment can explain returns on stocks that are

difficult to value and costly to arbitrage (see, for example, Baker and Wurgler (2006),

and Zhou (2018) and references therein); cryptocurrencies appear more susceptible

to sentiment than stocks. Recent research by Detzel et al. (2021) examines the pre-

diction of Bitcoin using technical indicators. I extend their study by comparing trade

sentiment to text sentiment and demonstrate that trading sentiment is significantly

more predictive of future Bitcoin returns than text sentiment. Moreover, real-time

investors can use Bitcoin trade sentiment to achieve substantial economic benefits.

2.2 Data

2.2.1 Market Data

In this paper, I study the return predictability of sentiment across four asset classes.

The first one is Bitcoin. I collect daily Bitcoin prices and trading volumes from

bitcoinity.org.2 Unlike stocks, Bitcoin is traded every day, and thus the prices and

volumes are available seven days a week. As of October 2022, Bitcoin has a market

capitalization of $391B.

Because I need both prices and trading volumes to construct my trade sentiment

measures and investigate the trading strategies of all assets based on their sentiment

signals, I use ETF trading data on the remaining three asset classes:

� Stocks: SPY, the world’s first and largest ETF tracking the S&P 500 index

since 01/22/1993 (having net asset value (NAV) of $326B as of October 2022);

� Long-term Treasury bonds: TLT, an iShares Treasury Bond ETF, tracks the

investment results of an index composed of U.S. Treasury bonds with remaining

maturities greater than twenty years since 07/22/2002 (having a NAV of $24B

2bitcoinity.org aggregates Bitcoin trading information from all major exchanges. The data can
be downloaded here: https://data.bitcoinity.org/markets/price volume/all/USD?t=lb&vu=curr.
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as of October 2022); and

� Gold: GLD, an SPDR gold ETF tracking the price of gold since 11/18/2004

(having a NAV of $50B as of October 2022).

2.2.2 Text-Based Sentiment Data

My text-based sentiment measures are from Refinitiv MarketPsych Indices (RMI)

managed under the umbrella of Refinitiv. The indices are constructed from news and

social media content and identify specific sentiment, macroeconomic, and general

buzz-related words relevant to the entity. Subsequently, the volume and tone of

phrases and words are converted into measurable variables. In short, RMI sentiment

measures are based on various news media and are computed from overall positive

references net of negative references of each asset class. Michaelides et al. (2019)

and Michaelides et al. (2015) apply RMI.3 For each asset, I have four RMI sentiment

measures constructed from different content sources: whole news articles (hereafter

News), only news headlines (NewsHL), social media (Social), and news and social

media combined (NewsSoc).

RMI indexes are updated either hourly or daily at 3:30 p.m. EST using data from

the past 24 hours as their construction period. Because Bitcoin is traded continu-

ously, the daily data for Bitcoin reports the price at midnight UTC as its closing

price. Consistent with this convention, I use the RMI indexes for Bitcoin updated at

midnight UTC. Specifically, my prediction analyses use Bitcoin sentiment measures

computed from midnight UTC on the day t to midnight UTC on t+1 to forecast

Bitcoin returns measured from midnight UTC on the day t+ 1 onward.

I use the default RMI sentiment measures for all other assets, updated daily at 3:30

p.m. EST. According to RMI, this timestamp is selected so investors have enough

time to update their investments based on the sentiment signals before the NYSE

3See Section 2.B for details on the construction of text sentiment.
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market closes. During the weekends or national holidays when the stock market is

closed, I average the sentiment scores over these days with the score on the day when

the market is reopened (i.e., the forward average). For example, sentiment scores

over Saturday and Sunday are combined with those on Monday to predict returns on

Tuesday and beyond. I adopt this timing choice to ensure that my sentiment measures

do not overlap with returns, which is especially important in out-of-sample analyses.

Continuing with the above example, if sentiment scores on Saturday and Sunday are

combined with sentiment scores on Friday (i.e., backward average) to predict Monday

returns computed from closing prices on Monday and last Friday, sentiment and return

are overlapped, resulting in information leakage in out-of-sample prediction.

It should be noted that only English-language texts were used for constructing

RMI sentiment measures before February 2020, which might cause bias in countries

where English is not used as an official language and articles are not primarily written

with it. However, this bias is partly alleviated because even in non-English countries,

the most critical business, finance, and economics-related news are often published

in English. Moreover, informed traders will likely post significant news and events

internationally in English. Since February 2020, RMI’s real-time translation and

analysis engine has included Arabic, Chinese, Japanese, and Portuguese-language

news sources. In January 2021, Dutch, French, German, Indonesian, Italian, Korean,

and Spanish language sources were added.

2.2.3 Trade-Based Sentiment Construction

Based on trading data, I construct sentiment measures analogous to the most famous

investor sentiment index of Baker and Wurgler (2006, 2007). In constructing their

index, Baker and Wurgler (2006) use six proxies that are unavailable daily for my

assets. Consistent with their study, I define TVS, one of my six sentiment measures,

based on trading volume. Mathematically, the log trading volume ratio over the past
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L days is computed as

TVSi
t(L) = log

(
TVi

t

TVi
t−L+1

)
(2.1)

where TVi
t is the trading volume of asset i on day t. A higher trading volume indicates

greater sentiment.

The second trade sentiment measure is based on the most famous over-bought

and over-sold technical analysis indicator, Williams’ %R (WRS). The indicator was

developed by Larry Williams in the 1960s and was popularized by his book (Williams

1976). Mathematically, I define

WRSi
t(L) =

P i
max,t(L)− P i

t

P i
max,t(L)− P i

min,t(L)
(2.2)

where P i
max,t(L) and P i

min,t(L) are the highest and lowest daily prices of asset i over

the window from day t − L + 1 to day t. Intuitively, if WRSi
t(L) is less than 20%,

asset i is regarded as over-bought (high-sentiment) as the trading price, P i
t is closest

to its highest price. Likewise, when WRSi
t(L) is greater than 80%, asset i is regarded

as an over-sell (low-sentiment). The measure is very obvious when the asset price

oscillates around a certain price level.

As a low value of WRSi
t(L) indicates high sentiment, it has the opposite sign

compared to all other sentiment measures. To remain consistent and streamline my

empirical analyses, I define a new WRSi
t(L) as the negative of WRSi

t(L) in (2.2).

My third sentiment measure is based on only the current and max prices,

NHSi
t(L) =

P i
t

P i
max,t(L)

(2.3)

Li and Yu (2012) interprets it as the nearness to the recent high and seems the first

to use it in the stock market. It is clear that NHSi
t(L) is closely related to WRSi

t(L).

However, they are different. WRSi
t(L) depends on the minimum price and measures

the incremental price move from the minimum. In contrast, NHSi
t(L) is independent

of the minimum price and measures the closeness of P i
t to P i

max,t(L).
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Note that no theories or economic intuitions guide the choice of L. As with studies

in technical analysis, such as Brock et al. (1992), I consider several plausible choices,

with L = 5, 10, 20, 50, 100, respectively. While it will then be difficult to select which

L works the best in the future, the data can tell whether all the sentiment measures

collectively can forecast returns out-of-sample. In my empirical results, I denote the

WRSi
t(L) and NHSi

t(L) computed with a specific value of L as WRSL and NHSL,

respectively.

My subsequent three sentiment measures are those used in Neely et al. (2014).

The first is a moving average (MA) rule that generates a buy or sell signal (MASi
t = 1

or MASi
t = 0, respectively) for asset i on day t by comparing two moving averages:

MASi
t(s, l) =


1 if MAi

s,t ≥ MAi
l,t,

0 if MAi
s,t < MAi

l,t

(2.4)

where

MAi
j,t =

1

j

j−1∑
k=0

P i
t−k for j = s, l;

P i
t is the price index of asset i on day t, and s(l) is the length of the short (long) MA

(s < l). Intuitively, the MA rule detects changes in price trends because the short

MA will be more sensitive to recent price movements than the long MA. In my study,

I consider daily MA rules with s = 10, 20 and l = 50, 100 so that I have four measures

of MAS for each asset i. My results denote a MAS constructed with a specific value

of s and l as MASs l.

My fifth measure is a momentum-based strategy. A simple momentum rule gen-

erates the following signal:

MOMi
t(L) =


1 if Pt ≥ Pt−L+1,

0 if Pt ≥ Pt−L+1.

(2.5)

Intuitively, a current price higher than level L days ago indicates “positive” momen-

65



tum, generating a buy signal. In this study, for each asset i, I compute MOMi
t for

L = 5, 10, 20, 50, 100 and denote them as MOML.

My final trade sentiment measure combines prices with trading volumes. More

specifically, I first define

V i
t =

t∑
k=1

VOLi
kD

i
k, (2.6)

where V OLi
k is the trading volume of asset i on day k and Di

k is an indicator equal to

1 if Pk − Pk−1 ≥ 0 and −1 otherwise. I then form a trading signal from V i
t as follows

OBVi
t(s, l) =


1 if MAV,i

s,t ≥ MAV,i
l,t ,

0 if MAV,i
s,t < MAV,i

l,t

(2.7)

where

MAV,i
j,t =

1

j

j−1∑
k=0

V i
t−k for j = s, l;

Intuitively, relatively high volume and recent price increases indicate a strongly pos-

itive market trend and generate a buy signal. Similar to MAS, I consider s = 10, 20

and l = 50, 100 for OBV and denote them as OBVs l.

2.2.4 Text-Based Sentiment Construction

Because I have 28 trade sentiment measures in total, I increase the number of RMI

sentiment measures by computing various moving averages for each sentiment measure

to provide a fair playground between trade and text sentiment. Specifically,

xi
t(L) =

1

L

L−1∑
k=0

xi
t−k,

where xi
t is one of News, NewsHL, Social, and NewsSoc sentiment measures for asset

i on the day t, like trade sentiment measures, I consider L = 5, 7, 10, 20, 50, 100 and

denote them as NewsL, NewsHLL, SocialL, and NewsSocL for a specific choice of L

in my empirical results. Thus, I have 28 text-based sentiment measures for each asset
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i.

Considering the availability of both trade and text sentiment measures and using

the first 100 days to construct various sentiment measures (L = 100 in my setups),

my final sample period for stocks, bonds, gold, and Bitcoin is daily from May 1998,

January 2003, May 2005, and January 2014, respectively, to September 2022.4

2.2.5 Sentiment Orthogonalization

Since my goal is to compare the true return predictability of sentiment measured

from textual and trading information, I want to make sure other market forces do

not impact the return predictability. To accomplish this goal, I follow the literature

(Garcia 2013; Huang et al. 2015) to orthogonalize my sentiment measures before

using them in the forecasting exercise. Specifically, following Garcia (2013), I use the

residuals in the following regression as a measure of my orthogonalized sentiment:

xi
t =
(
1−Dt

)(
β1L0−5(r

i
t) + γ1L0−5(r

2,i
t ) + δ1L1−5(x

i
t)
)

Dt

(
β2L0−5(r

i
t) + γ2L0−5(r

2,i
t ) + δ2L1−5(x

i
t)
)
+ ηZt + ϵit

(2.8)

where xi
t is a sentiment of asset i on day t, L0−5(r

i
t) are returns of asset i on days

t to t − 5, L0−5(r
2,i
t ) are squared returns of asset i on days t to t − 5, L1−5(x

i
t)

are five lags of sentiment xi
t, Dt is a dummy variable equal to 1 (0) if day t belongs

to a recession (expansion) as defined by NBER, and Zt is a list of control variables

including a constant and weekday indicators.

Except in Table 2.1 where I report the contemporaneous correlations between the

raw sentiment measures and asset returns,5 I use the orthogonalized version in the

remaining empirical analyses. In my out-of-sample tests, I recursively orthogonalize

4For example, although Bitcoin has been around since January 2009, its text sentiment measures
from social media and news headlines are unavailable until mid-2013. After I use the first 100 days
to construct my sentiment variables, the final sample for Bitcoin starts from January 2014.

5Because the contemporaneous return is included as an independent variable in regression (2.8),
the contemporaneous correlations between the orthogonalized sentiment measures and asset returns
are zero.
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sentiment variables using data up to the estimation time to avoid the look-ahead

bias. Since an estimation window may not contain any recessionary days, I exclude

the recession dummy variable from (2.8) in the out-of-sample analyses.6

2.3 Method

2.3.1 Predictive Regression

Following most studies, I analyze the return predictability of sentiment via the stan-

dard predictive regression model,

rit+1→t+h = αi
j + βi

j × xi
j,t + ϵit+1→t+h, (2.1)

where rit+1→t+h is the normal return of asset i over days from t+ 1 to t+ h, xi
j,t is a

sentiment j for asset i on day t, and ϵit+1→t+h is the residual term. βi
j measures the

strength of predictability. In my empirical results, I report its significance based on

the Newey and West (1987)’s standard error with h lags (if h < 5, I set lag to 5).

I generate out-of-sample forecasts of asset returns using an expanding estimation

window. Given an initial estimation window length W , the out-of-sample forecasts

of rit+1→t+h is given by

r̂it+1→t+h = α̂i
j,t + β̂i

j,t × xi
j,t, (2.2)

where α̂i
j,t and β̂i

j,t are estimates of αi
j and βi

j in equation (2.1) respectively by using

data up to time t for t = W,W + 1, . . . , T − h with T being the sample size. I repeat

this procedure until the end of the out-of-sample period. My empirical analyses use

an initial estimation window of 750 days for all assets, i.e., W = 750.

6In unreported results, I find that using the raw sentiment measures yields robust predictability.
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2.3.2 Information Aggregation

As discussed above, this paper compares the return predictability of 28 trade senti-

ment variables against 28 text sentiment measures for each asset. I employ several

commonly used dimension reduction methods to provide a parsimonious comparison

between these two groups of sentiment variables. Dimension reduction also helps

reduce overfitting, resulting in better out-of-sample prediction performance.

The first and most simple dimension reduction method is the average variable

(AV). This AV technique is used in Dong et al. (2022) to combine a large set of

returns on long-short anomalies into a strong aggregate market predictor. Under this

method, at each time point, I compute the cross-sectional average of all standardized

variables within a group of predictors, i.e.

AVi
g,t =

1

ng

ng∑
j=1

xi
j,t, (2.3)

where ng = 28 and xi
j,t is one of the trade or text sentiment variables for asset i and

sentiment group j.

In my out-of-sample forecasts, I also use the combination forecast (CF) method as

in Rapach et al. (2010), which shows that this is a powerful filter to reduce noises in

forecasts, leading to more accurate predictions. Under this method, at each point in

the out-of-sample window, I compute the average of all return forecasts, i.e.

r̄ig,t+1→t+h =
1

ng

ng∑
j=1

r̂ij,t+1→t+h, (2.4)

where r̂ij,t+1→t+h is a return forecast for asset i made by predictor j as in equation

(2.2).

My third method is principal component analysis (PCA), a widely used tool for

dimension reduction, reducing the set of factors to a smaller set of components that

explains most of those factors’ variance. Suppose I want to extract k principal com-

ponents from p factors. I want to reduce the number of explanatory variables from p
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to k, k ≤ p. The kth principal component PCk is a normalized linear combination of

the p factors: PCk ≡ Xvk where X is the T × p centered matrix of factors and the

p× 1 vector vk solves

max
v

Var(Xv)

s.t. ∥v∥ = 1 and

(Xv)′(Xvl) = 0, l = 1, . . . , k − 1.

(2.5)

From the objective function, it is easy to see that the first principal component PC1

indicates the direction of the most significant sample variance in the column space of

X; the second principal component PC2 suggests the direction of the second largest

sample variance among all normalized linear combination of the p factors; so on and

so forth. The second constraint (Xv)′(Xvl) = 0 ensures the kth principal component

is uncorrelated to all previous k − 1 principal components. A great advantage when

applying PCA is that it does not require any prior information about the rate of

returns to be explained. Following the standard practice, I standardize all predictors

to zero mean and unit variance before implementing PCA.

My final method is partial least squares (PLS), which has gained popularity in the

return prediction literature (Kelly and Pruitt 2013, 2015; Huang et al. 2015, 2020).

Like PCA, PLS is also a dimension reduction method by constructing a (smaller)

set of linear combinations of original factors. But unlike PCA, which focuses only

on the components’ high variance, PLS transforms the factors to capture both the

high variance of the extracted components and the high correlation with asset returns

to be predicted. Mathematically, the kth PLS component is PLSk ≡ Xθk where θk

solves

max
θ

Corr2(y,Xθ)V ar(Xθ)

s.t. ∥θ∥ = 1 and

(Xθ)′(Xθl) = 0, l = 1, . . . , k − 1,

(2.6)
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where y is the T × 1 vector of returns to be predicted. When the variance term in

the objective function dominates, PLS will behave much like PCA. However, when

the correlation between X and y is strong, I expect PLS to perform better because

it incorporates such information in dimension reduction. At the same time, PCA

ignores the correlation and might return components with a high variance but little

covariance with y.

2.3.3 Out-of-Sample R2

I use two measures to evaluate the performance of out-of-sample forecasts: the out-

of-sample R2 (Campbell and Thompson 2008) and the realized utility gains for a risk-

averse investor in the mean-variance world (Campbell and Thompson 2008; Rapach

et al. 2010).

The out-of-sample R2, R2
OS, evaluates the performance of out-of-sample forecasts

of asset return r̂it+1→t+h against its historical average r̄it+1→t+h within the estimation

window, with r̄it+1→t+h = 1
t−h

∑s=t−h
s=1 ris+1→s+h. More specifically, the R2

OS statistics

is given by

Ri,2
OS(h) = 1−

∑t=T−h
t=W (rit+1→t+h − r̂it+1→t+h)

2∑t=T−h
t=W (rit+1→t+h − r̄it+1→t+h)

2
, (2.7)

If R2
OS > 0, the constructed forecast r̂it+1→t+h beats the historical average forecast

since r̂it+1→t+h has smaller mean squared prediction error (MSPE) than the latter

does. I examine the statistical significance of the R2
OS with the Clark and West

(2007) adjusted MSPE test.

2.3.4 Utility Gains

Even though R2
OS is widely used in forecast evaluation, it has its limitation: it does

not consider investors’ risk preferences. It, therefore, does not directly speak to the

economic significance of the forecasts. To address this, I also calculate the average
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utility gain of a risk-averse investor in a mean-variance world (Campbell and Thomp-

son 2008). After forming a forecast of the next period’s return on risky asset i, at the

end of period t, a mean-variance investor can decide how to allocate the total wealth

between a risk-free asset and a risky asset. The weight on asset i, ŵi
t+1, is decided

according to the following formula

ŵi
t+1 =

1

γ

(
r̂it+1 − rft+1

σ̂2,i
t+1

)
, (2.8)

where rft+1 is the risk-free rate on the day t + 1, r̂it+1 is the forecast of the return on

asset i on the day t+1, σ̂2,i
t+1 is a 20-day rolling window estimate of the variance of the

excess return, rit+1−rft+1, and γ is the coefficient of risk aversion. My empirical results

consider γ equal to 3 and 5. Following Campbell and Thompson (2008), I constrain

ŵi
t+1 between 0 and 1.5 to exclude short-selling and limit the portfolio leverage to

only 50%.

The realized rate of return of this portfolio on the day t+ 1 is

ri,pt+1 = ŵt+1r
i
t+1 + (1− ŵi

t+1)r
f
t+1. (2.9)

The realized average utility of this risk-averse investor exploiting such a portfolio

strategy is calculated as follows.

ûi = µ̂i − 1

2
γσ̂2,i, (2.10)

where µ̂i and σ̂2,i are the sample mean and sample variance of the realized return

ri,pt+1, respectively, of the constructed portfolio over the out-of-sample period.

The evaluation benchmark is still the historical average forecast. If using the

historical average forecast, this same investor will allocate w̄i
t+1 portion of total wealth

to asset i according to the following formula

w̄i
t+1 =

1

γ

(
r̄it+1 − rft+1

σ̂2,i
t+1

)
, (2.11)

where r̄it+1 is the historical mean forecast of return. The realized rate of return of
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this portfolio is

ri,pt+1 = w̄t+1r
i
t+1 + (1− w̄i

t+1)r
f
t+1. (2.12)

The realized average utility of this risk-averse investor using a historical average

forecast is given by

ūi = µ̄i − 1

2
γσ̄2,i. (2.13)

The utility gain is measured as the difference between ûi and ūi

Utility Gain = 25000× (ûi − ūi) (2.14)

I multiply this difference by 25000 to report it in the average annualized percentage

return, assuming 250 trading days in a year. In addition to the utility gain, I present

the annualized Sharpe ratio of the realized portfolio returns ri,pt+1. I examine the

statistical significance of the utility gains and investigate whether the Sharpe ratio

of the portfolio using the predictive model is greater than that of the portfolio using

the historical mean forecasts with the tests in DeMiguel et al. (2009).

2.4 Empirical Results

2.4.1 Contemporaneous Correlations

Before presenting the empirical prediction results, I evaluate the contemporaneous

correlations between my trade sentiment and text sentiment variables and asset re-

turns. As sentiment measurements, I anticipate a favorable correlation between them

and returns.

[Insert Table 2.1 here.]

Panel A of Table 2.1 displays the results for measures of trade sentiment. Notable

is that while aberrant trading volume (TVS) is connected with higher returns for
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Bitcoin, it is inversely correlated with returns on the remaining assets, with stocks

exhibiting the most substantial negative associations. Only Bitcoin and T-bond re-

turns are favorably connected with sentiment indicators based on moving averages

of prices (MAS) and a combination of prices and trading volumes (OBV). Three

price-based sentiment groups (WRS, NHS, and MOM) exhibit a substantial positive

association with the returns of all assets.

Panel B presents the concurrent connections between text sentiment and returns.

The link between sentiment from news headlines and asset returns is the greatest

among the four sources of text sentiment. Gold has the strongest positive correlation

with returns, at 18%, and is the asset most affected by text sentiment. On the

other hand, Treasury bonds exhibit only positive relationships between news headline

sentiment and their returns.

As expected, Table 2.1 shows that trade and text sentiment measures positively

correlate with asset returns.

2.4.2 In-Sample Predictions with Individual Sentiment Mea-

sures

Next, I examine the in-sample return predictability of sentiment variables across asset

classes. I analyze the returns forecast for the following day (h = 1) and 20 days (h =

20).

[Insert Table 2.2 here.]

Panel A of Table 2.2 displays the results for measures of trade sentiment. As Bit-

coin is a highly speculative asset, it is unsurprising that measures of trade sentiment,

including WRS and MOM, can favorably predict Bitcoin returns over the next 1 to

20 days, while OBV and MAS yield good predictions for the long term, with results
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weakest among the NHS and TVS variables. My findings indicate a momentum pat-

tern in Bitcoin return forecasts: high trading sentiment today portends high returns

over the following twenty days.

T-bonds exhibit a momentum-like relationship between trade sentiment and long-

term returns. However, the prediction coefficient for next-day returns is negative for

TVS, WRS, and NHS, but positive for MAS and OBV.

The relationship between trade sentiment and future returns in the stock market is

similar: high trade sentiment is now associated with higher returns over the following

1 to 20 days. While WRS provides strong stock prediction results over the next 1

to 20 days, MOM provides more accurate short-term results than OBV for the long

term. Some exceptions for TVS5, NHS10, and OBV20 50 predict negative returns.

Lastly, gold is almost unpredictable based on indicators of trade sentiment, except

for WRS and MO, which can modestly positively forecast gold returns over a 20-day

horizon.

Panel B displays the results of sentiment analysis on text predictions. Surprisingly,

news and social media tone measurements fail to predict Bitcoin and gold returns. I

observe the prediction results for Treasury bonds and stocks, but they are not strong.

At first glance, it appears odd that news and social media tone cannot forecast

market returns, given the literature’s overwhelming evidence of predictability (Tetlock

2007; Garcia 2013). I use the news sentiment measure developed by Garcia (2013)

and published on the author’s website to resolve this discrepancy.7 Then, I apply

the predictive regression specification from Tetlock (2007) and Garcia (2013) to three

sample periods: 1905 to 2005, 1984 to 1999, and 2000 to 2005. Following Tetlock

(2007) and Garcia (2013), I utilize five lags of sentiment and control for five lags

of returns, five lags of squared returns, and weekday indicators for this regression

and show the results in Table 2.A.1. Accordingly, I can replicate Tetlock (2007) and

7I thank Diego Garcia for making this data available.
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Garcia (2013) findings that negative (positive) sentiment is a substantial negative

(positive) predictor of the next day’s return. Nonetheless, over the sample 2000-2005,

the predictability of news sentiment nearly vanishes, corresponding with the findings

shown in Table 2.2. This finding suggests that news tone has been fully integrated

into stock prices on the same day during the past two decades, rendering its future

predictability null and void.

Overall, individual trade sentiment measures are significantly more accurate in

predicting future returns on all assets than individual text sentiment measures. Indi-

cators of trade sentiment exhibit momentum for all assets. Short-term text sentiment

is favorable only for T-bonds and stocks.

2.4.3 In-Sample Predictions with Aggregate Sentiment Mea-

sures

Examining univariate regressions with individual sentiment variables, the preceding

section demonstrates that trade sentiment measures can predict returns better than

text sentiment measures. In this section, I formally compare trade and text sentiment

measurements. I begin by developing indexes that summarize the differences between

these two categories of sentiment indicators. As stated in Section 2.3, my first and

most straightforward technique is to compute the cross-sectional means of trade and

text sentiment variables separately (AV). My more advanced methods involve creating

the PCA and PLS indexes.

[Insert Figure 2.1 here.]

Figure 2.1 illustrates each asset’s PCA and PLS weights. For Bitcoin, WRS and

MOM measures dominate the PLS weight. This is expected given the results in Ta-

ble 2.2 because PLS weights are scaled correlations between sentiment measures and

next one-day returns. PCA weights are spread throughout all trading sentiments. For
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text sentiment, PCA weights are distributed through all sentiments, while NewsHL

dominates the PLS weights.

Except for TVS, PCA weights are distributed equally across all trade sentiment

techniques for T-bonds. Only MAS, OBV, and MOM have positive PLS weights.

For text, PLS weights are concentrated in News, NewsHL, and NewsSoc. Only TVS

measures have positive weights for stocks, yet they are low. While PCA weights are

distributed equally across measures for text sentiment, News and NewsHL dominate

the PLS weights.

For gold, PLS weights are dominated by TVS and MOM. Interestingly, all trade

sentiments have negative PCA weight. For text, PCA weights are spread across text

sentiments, whereas PLS weights are negative for all except NewsHL.

After creating my AV, PCA, and PLS indexes from trade and text sentiment

measurements for each asset, I employ them in univariate predictive regressions (2.1)

and bivariate predictive regressions using one trade and one text sentiment index. As

there is no restriction on the sign of each component in PCA and PLS, I reverse the

sign of the aggregate PCA and PLS indexes when appropriate to ensure that the trade

(text) PCA and PLS indexes are always positively associated with the trade (text)

average-variable (AV) index. Since a high value of each sentiment measure indicates a

high level of sentiment, their averages (i.e., AV indexes) are still sentiment. Thus, the

PCA and PLS indices can still be regarded as a measure of sentiment when inverted.

[Insert Table 2.3 here.]

For Bitcoin in Panel A of Table 2.3, all three measures of aggregate trade sentiment

predict Bitcoin returns over the following 1 to 20 days, whether examined alone or in

conjunction with the text sentiment variables. In contrast, the text sentiment indexes

fail to forecast future returns when used alone or with trade sentiment, as seen in

Table 2.2.
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The results for Treasury bonds in Panel B are comparable to those for Bitcoin in

that trade sentiment indicators are positive return predictors, especially for the next

five days. Text sentiment measurements predict future returns only for the next day

under AV and PCA. Under PLS, trade sentiment can predict returns better than

text.

Panel C presents the stock forecasting results. Trade sentiment indicators can

positively predict future returns, with shorter periods producing more substantial

impacts. When employed alone, text sentiment indexes such as AV and PCA cannot

forecast future returns. Still, they become positive predictors (significant at 10%) and

increase the statistical significance of trade indices when the two groups are compared.

When predicting future stock returns, trading sentiment outperforms text sentiment,

exhibiting a reversal prediction pattern for AV and PCA but the positive pattern for

PLS.

Under PLS, trade sentiment is a positive predictor of future returns for gold in

Panel D. When compared, trade sentiment predicts the following one to twenty days

with more accuracy than text sentiment.

In conclusion, trading sentiment surpasses text sentiment in predicting future re-

turns for all four assets. Trade sentiment exhibits strong and persistent predictive

power for Bitcoin. Text sentiment works only for stocks, yet the result is weak.

2.4.4 Out-of-Sample R2

In the previous section, I discover that trade sentiment measures predict returns more

accurately than text sentiment measures across all four asset classes. I expand my

empirical analysis to an OOS setting by examining the common metric R2
OS. Out-

of-sample prediction is more complicated than in-sample predictability, and most

economic forecasters have failed to predict out-of-sample returns (Goyal and Welch

2008). In addition to the three dimension reduction strategies employed in the in-
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sample tests, I consider the combination forecast (CF), wherein I cross-sectionally

average the forecasts generated by individual trade and text sentiment variables.

[Insert Table 2.4 here.]

Panel A of Table 2.4 demonstrates that trade sentiment measurements under all

four reduction procedures produce strong R2
OS with a one-day Bitcoin return. For

instance, the one-day R2
OS ranges between 0.18% and 1.57% for trade PCA and AV,

respectively. Except for trade PCA, the significant outcomes continue to the 20-day

horizon. In contrast, none of the text-reduction techniques can accurately predict

Bitcoin returns out-of-sample. These results confirm the in-sample findings that only

trade sentiment metrics apply to Bitcoin.

For Treasury bonds in Panel B, trade sentiment gives better out-of-sample forecasts

than text sentiment, consistent with the in-sample results. Trade sentiment generates

significantly favorable OOS R2 values for the subsequent five-day prediction under

CF and PCA. Only the text sentiment PCA indexes generate a positive OOS R2.

For stocks in Panel C and gold in Panel D, neither trading nor text sentiment

generates a substantial OOS R2 over any horizon, regardless of the time horizon.

As reported in Goyal and Welch (2008) and Goyal et al. (2022), this exemplifies the

difficulty of accurately predicting asset returns out-of-sample.

Overall, out-of-sample results still favor Bitcoin and Treasury bond trade sentiment

measures. No sentiment metric exceeds the historical mean benchmark at the 5%

significant level or greater for out-of-sample stock and gold predictions.

2.4.5 Forecast Encompassing Tests

While the previous subsection provides empirical support for trade sentiment mea-

sures over text sentiment measures in out-of-sample forecasts for Bitcoin and Treasury

bonds, such evidence is indirect because when using the R2
OS metric, I compare the
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forecasts made by trade sentiment and text sentiment against the standard historical

mean benchmark. In this part, I directly compare the informational content of trade

forecasts with text sentiment forecasts.

Following Rapach et al. (2010), I employ the modified version of the test statistic

created by Harvey et al. (1998) (MHLN). This MHLN test tests the null hypothesis

that the model i forecast encompasses the model j forecast to the alternative hy-

pothesis that the model i forecast does not encompass the model j prediction. I have

a total of eight return projections for each asset (four dimension reduction methods

applied to trade sentiment and four methods applied to text sentiment). Thus, I

examine if a prediction method’s forecast incorporates those of the remaining seven

prediction methods. I conduct this test for the 1-day and 20-day forecasts.

[Insert Table 2.5 here.]

Table 2.5 presents the p-values for testing the null hypothesis that the model’s

forecast in a column encompasses the model’s forecast in the corresponding row. The

forecast-encompassing test (Chong and Hendry 1986) implies that the predictor that

encompasses another offer’s information regarding potential future movements of the

testing asset that is absent from another predictor. I emphasize the entries where null

is accepted. In Panel A, except trade PLS, all of Bitcoin trade sentiment measures

encompass text sentiment measures over a one-day horizon (h = 1). With the 20-day

return projection, except trade PCA and PLS, the other two trade sentiment forecasts

encompass text sentiment measure estimates again. This result is consistent with the

R2
OS mentioned in the preceding section. Text sentiment encompasses trade only for

the PLS index.

The results for Treasury bonds in Panel B indicate that text sentiment encom-

passes trade sentiment over the short term, but the relation reverts for the twenty-day

horizon.
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For equities in Panel C, trade and text sentiment predictions do not encompass

each other. Regarding gold in Panel D, trade and text sentiment estimates overlap

under all approaches except PLS for the following one-day horizon. In contrast, trade

and text sentiment estimates do not overlap over the long term. The results indicate

that trade and text sentiment forecasts include valuable information regarding future

returns.

In short, I discover that, for Bitcoin, the projections from trade sentiment measures

encompass those from text sentiment measures for both short and long horizons. For

Treasury bonds, the same pattern appears only for the long term. These results are

consistent with prior findings in that trade sentiment measurements produce more

prominent (and significant) R2
OS’s for Bitcoin and government bonds. For future stock

returns, combination forecasts based on trade sentiment provide the most valuable

information, whereas, for gold, the combination helps for a long-term forecast.

2.4.6 Utility Gains

This final empirical investigation examines whether sentiment measures may produce

effective trading strategies. I estimate the utility gains and Sharpe ratio for a mean-

variance investor that allocates a portfolio between a risky and a risk-free asset based

on the prediction method’s one-day return forecast for each asset. The portfolio based

on the historical mean forecast is the benchmark for utility gains. For comparison, I

also include the Sharpe ratio for a buy-and-hold strategy.

[Insert Table 2.6 here.]

The most striking result from Table 2.6 is that, except for Bitcoin (Panel A), it

is not easy to construct daily profitable trading strategies using sentiment measures,

both trade, and text. Trade sentiment measures under all four prediction models

deliver impressive economic gains for Bitcoin. For example, with the risk coefficient
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of three (γ = 3), trade PLS delivers a superb annualized utility gain of 50% with an

annualized Sharpe ratio of 1.73, much higher than the buy-and-hold Sharpe ratio of

0.76. On the other hand, text sentiment measures under all prediction models do not

generate any economic gains for a mean-variance investor.

No sentiment measure can generate economic values over the historical mean for

Treasury bonds, equities, and gold in Panels B, C, and D and for bonds and gold,

none of them produces a Sharpe ratio exceeding the buy-and-hold strategy. This

corresponds to the OOS R2 results provided in Table 2.4. Nevertheless, for stocks,

even though the generated portfolios fail to surpass the historical mean benchmark,

they have more excellent Sharpe ratios than the buy-and-hold strategy.

In short, Bitcoin is the sole asset whose trade sentiment metrics can be leveraged

to provide exceptional economic values for real-time investors. Only trade sentiment

under PLS delivers real-time economic gains for Treasury bonds; however, trading

based on sentiment signals does not outperform the historical mean benchmark for

stocks and gold.

2.5 Conclusion

This article examines the return predictability of investor sentiment across four asset

classes. I contrast two types of investor sentiment: those based on trading data and

those based on news and social media. For each asset, I derive 28 trade sentiment

measures from its time series of prices and trading volumes and 28 text sentiment

measures from news articles, headlines, social media, and news and social media

combined.

Then, I employ four dimension reduction techniques, namely average variable

(AV), mean combination forecast (CF), principal component analysis (PCA), and

partial least squares (PLS), to facilitate a parsimonious setting in which trading and
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text sentiment can be easily compared. These approaches of information aggregation

also improve out-of-sample return forecasts when several predictors are available.

In my example configuration, trade sentiment performs better than text sentiment

across all prediction methodologies and forecasting horizons for all four assets. I also

demonstrate that all asset returns consistently underreact to trade sentiment.

As for out-of-sample tests, I find that trade sentiment produces superior return

projections based on the out-of-sample R2 measure and forecast-encompassing test for

Bitcoin and government bonds. Trade and text sentiment fail to beat the historical

mean benchmark in out-of-sample predictions for stocks and gold.

Finally, I investigate whether sentiment-based return projections may provide real-

time mean-variance investors with economic value. According to my findings, Bitcoin

is the only asset whose trade sentiment can create exceptional economic gains.
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Table 2.1

Contemporaneous Correlations Between Sentiment Measures and
Returns

This table reports contemporaneous correlations between trade (text) sentiment measures and re-
turns in Panel A (B). See Section 1.2 for the construction of trade sentiment measures. The num-
ber(s) trailing the trade sentiment variables indicate(s) the rolling window used to compute that
variable. Text sentiment measures are constructed from news articles (News), news headlines (New-
sHL), social media (Social), and both news and social media (NewsSoc). The number L trailing the
text sentiment measures means moving average over the past L days. ***, **, and * indicate signif-
icance at 1%, 5%, and 10% respectively. The sample period for stocks, T-Bond, gold, and Bitcoin is
daily from May 1998, January 2003, May 2005, and January 2014, respectively to September 2022.

Panel A: Trade Sentiment Measures Panel B: Text Sentiment Measures

Bitcoin T-Bond Stock Gold Bitcoin T-Bond Stock Gold

TVS5 0.00 -0.02 -0.15 *** -0.03 ** News 0.11 *** 0.02 0.08 *** 0.15 ***

TVS10 0.02 -0.02 -0.13 *** -0.03 * News5 0.05 *** 0.01 0.03 ** 0.05 ***

TVS20 0.02 -0.02 -0.13 *** -0.02 News7 0.04 ** 0.00 0.03 ** 0.04 **

TVS50 0.05 *** -0.02 -0.11 *** -0.02 News10 0.03 * -0.01 0.02 * 0.02

TVS100 0.05 ** -0.02 -0.09 *** -0.03 * News20 0.02 -0.01 0.02 0.00

WRS5 0.57 *** 0.62 *** 0.56 *** 0.60 *** News50 0.02 -0.01 0.01 -0.02

WRS10 0.46 *** 0.49 *** 0.44 *** 0.47 *** News100 0.02 -0.01 0.01 -0.02

WRS20 0.36 *** 0.37 *** 0.34 *** 0.36 *** NewsHL 0.11 *** 0.17 *** 0.08 *** 0.18 ***

WRS50 0.26 *** 0.26 *** 0.24 *** 0.25 *** NewsHL5 0.06 *** 0.08 *** 0.02 * 0.08 ***

WRS100 0.20 *** 0.20 *** 0.18 *** 0.19 *** NewsHL7 0.06 *** 0.06 *** 0.02 * 0.06 ***

NHS5 0.54 *** 0.57 *** 0.55 *** 0.55 *** NewsHL10 0.05 *** 0.05 *** 0.02 * 0.05 ***

NHS10 0.41 *** 0.42 *** 0.39 *** 0.41 *** NewsHL20 0.03 * 0.04 *** 0.02 * 0.03 **

NHS20 0.31 *** 0.33 *** 0.27 *** 0.31 *** NewsHL50 0.02 0.02 * 0.02 -0.01

NHS50 0.23 *** 0.23 *** 0.18 *** 0.22 *** NewsHL100 0.02 0.01 0.02 -0.01

NHS100 0.19 *** 0.17 *** 0.14 *** 0.18 *** Social 0.11 *** 0.01 0.09 *** 0.13 ***

MAS10 50 0.07 *** 0.03 ** 0.01 0.02 Social5 0.02 -0.00 0.02 * 0.03 **

MAS10 100 0.08 *** 0.03 ** 0.01 0.01 Social7 0.02 -0.01 0.02 0.02

MAS20 50 0.06 *** 0.03 ** -0.00 0.01 Social10 0.01 -0.01 0.01 0.00

MAS20 100 0.05 *** 0.03 ** 0.00 -0.00 Social20 0.00 -0.01 0.00 -0.00

MOM5 0.37 *** 0.37 *** 0.34 *** 0.35 *** Social50 0.01 -0.01 -0.00 -0.01

MOM10 0.25 *** 0.23 *** 0.21 *** 0.24 *** Social100 0.01 -0.01 0.00 -0.01

MOM20 0.18 *** 0.17 *** 0.14 *** 0.16 *** NewsSoc 0.13 *** 0.02 0.09 *** 0.15 ***

MOM50 0.12 *** 0.10 *** 0.10 *** 0.09 *** NewsSoc5 0.04 ** 0.01 0.03 ** 0.04 ***

MOM100 0.08 *** 0.06 *** 0.07 *** 0.07 *** NewsSoc7 0.03 -0.00 0.02 * 0.03 **

OBV10 50 0.06 *** 0.02 -0.01 0.00 NewsSoc10 0.02 -0.00 0.02 0.01

OBV10 100 0.07 *** 0.03 ** -0.00 0.01 NewsSoc20 0.01 -0.01 0.01 0.00

OBV20 50 0.05 *** 0.02 -0.01 0.01 NewsSoc50 0.01 -0.01 0.00 -0.02

OBV20 100 0.07 *** 0.03 * -0.02 0.01 NewsSoc100 0.01 -0.01 0.01 -0.02

86



T
a
b
le

2
.2

P
re
d
ic
ti
n
g
R
e
tu

rn
s
w
it
h

In
d
iv
id
u
a
l
S
e
n
ti
m
e
n
t
M

e
a
su

re
s

T
h
is

ta
b
le

re
p
or
ts

β
fr
om

th
e
fo
ll
ow

in
g
re
gr
es
si
o
n

r t
+
1
→

t+
h
=

α
+

β
×
x
t
+
ϵ t

+
1
→

t+
h
,

w
h
er
e
r t

+
1
→

t+
h
is

th
e
cu
m
u
la
ti
v
e
as
se
t
re
tu
rn
s
ov
er

th
e
n
ex
t
h
d
ay
s
a
n
d
x
t
is

a
n
o
rt
h
o
g
o
n
a
li
ze
d
tr
a
d
e
(t
ex
t)

se
n
ti
m
en
t
m
ea
su
re

in
P
a
n
el

A
(B

).
S
ee

S
ec
ti
on

1.
2
fo
r
th
e
co
n
st
ru
ct
io
n
of

tr
ad

e
se
n
ti
m
en
t
m
ea
su
re
s.

T
h
e
n
u
m
b
er
(s
)
tr
a
il
in
g
th
e
tr
a
d
e
se
n
ti
m
en
t
va
ri
a
b
le
s
in
d
ic
a
te
(s
)
th
e
ro
ll
in
g
w
in
d
ow

u
se
d

to
co
m
p
u
te

th
at

va
ri
ab

le
.
T
ex
t
se
n
ti
m
en
t
m
ea
su
re
s
a
re

co
n
st
ru
ct
ed

fr
o
m

n
ew

s
a
rt
ic
le
s
(N

ew
s)
,
n
ew

s
h
ea
d
li
n
es

(N
ew

sH
L
),

so
ci
a
l
m
ed
ia

(S
oc
ia
l)
,
a
n
d

b
ot
h
n
ew

s
an

d
so
ci
al

m
ed
ia

(N
ew

sS
oc
).

T
h
e
n
u
m
b
er

L
tr
a
il
in
g
th
e
te
x
t
se
n
ti
m
en
t
m
ea
su
re
s
m
ea
n
s
m
ov
in
g
av
er
a
g
e
ov
er

th
e
p
a
st

L
d
ay
s.

R
et
u
rn
s
a
re

in
p
er
ce
n
ta
ge
s
an

d
in
d
ep

en
d
en
t
va
ri
ab

le
s
ar
e
st
a
n
d
a
rd
iz
ed

to
ze
ro

m
ea
n
a
n
d
u
n
it
st
a
n
d
a
rd

d
ev
ia
ti
o
n
.
*
*
*
,
*
*
,
a
n
d
*
in
d
ic
a
te

si
g
n
ifi
ca
n
ce

a
t
1
%
,
5
%
,

an
d
10
%

re
sp
ec
ti
ve
ly

b
as
ed

on
N
ew

ey
an

d
W
es
t
(1
9
8
7
)’
s
st
a
n
d
a
rd

er
ro
rs

w
it
h
h
la
g
s
(i
f
h
<

5
,
la
g
is
se
t
to

5
).

T
h
e
sa
m
p
le

p
er
io
d
fo
r
st
o
ck
s,
T
-B

o
n
d
,

go
ld
,
an

d
B
it
co
in

is
d
ai
ly

fr
om

M
ay

19
98
,
J
an

u
a
ry

2
0
0
3
,
M
ay

2
0
0
5
,
a
n
d
J
a
n
u
a
ry

2
0
1
4
,
re
sp
ec
ti
ve
ly

to
S
ep
te
m
b
er

2
0
2
2
.

P
a
n
e
l
A
:
T
ra

d
e
S
e
n
ti
m
e
n
t
M

e
a
su

re
s

P
a
n
e
l
B
:
T
e
x
t
S
e
n
ti
m
e
n
t
M

e
a
su

re
s

B
it
co
in

T
-B

on
d

S
to
ck

G
o
ld

B
it
co
in

T
-B

o
n
d

S
to
ck

G
ol
d

h
=
1

h
=
20

h
=
1

h
=
2
0

h
=
1

h
=
2
0

h
=
1

h
=
20

h
=
1

h
=
2
0

h
=
1

h
=
2
0

h
=
1

h
=
20

h
=
1

h
=
2
0

T
V
S
5

-0
.0
0

0.
27

0.
0
0

-0
.0
8
*

0.
0
1

-0
.1
1
*
*

0
.0
1

0
.0
6

N
ew

s
0.
01

-0
.1
1

0
.0
3
*
*

0
.0
3

-0
.0
1

0
.0
7

0.
00

-0
.0
2

T
V
S
1
0

-0
.0
5

0.
12

-0
.0
1

-0
.0
7

-0
.0
1

-0
.1
0
*

0.
0
2

0.
07

N
ew

s5
0
.0
1

-0
.1
6

0.
02

0
.0
1

-0
.0
3

0.
0
9

0
.0
1

0
.0
1

T
V
S
2
0

-0
.0
5

0.
12

-0
.0
0

-0
.0
9
*

-0
.0
1

-0
.0
6

0.
0
2

0.
12

N
ew

s7
-0
.0
0

-0
.2
0

0
.0
1

0
.0
1

-0
.0
1

0
.0
8

0.
00

-0
.0
2

T
V
S
5
0

0.
0
2

0.
6
9
*
*

0.
0
0

-0
.1
0
*

-0
.0
1

-0
.0
4

-0
.0
0

0
.0
3

N
ew

s1
0

-0
.0
2

-0
.0
9

0
.0
1

0.
01

-0
.0
1

0
.0
9

0
.0
2

-0
.0
0

T
V
S
1
0
0

0.
0
1

0
.4
2

-0
.0
1

-0
.1
3
*
*

0
.0
1

-0
.0
2

0.
0
1

0
.0
2

N
ew

s2
0

0.
02

-0
.2
9

0
.0
2

0
.0
1

-0
.0
3
*

0
.1
0

0
.0
0

0
.0
6

W
R
S
5

0
.3
2
**

*
1.
2
5
*
**

0.
0
2

-0
.0
0

0.
0
4
*
*

0.
0
4

0.
0
1

0.
14

*
N
ew

s5
0

-0
.0
0

-0
.2
6

0
.0
3
*
*

0
.0
0

-0
.0
3
*

0
.0
5

0
.0
0

-0
.0
0

W
R
S
1
0

0
.2
9
**

*
1.
1
4
*
**

0.
0
2

-0
.0
2

0.
0
6
*
**

0
.1
2
*

0
.0
2

0
.1
6
*
*

N
ew

s1
00

0.
02

-0
.2
5

0
.0
3
*
*

-0
.0
3

-0
.0
4
*
*
*

0
.1
1

0
.0
2

-0
.0
1

W
R
S
2
0

0
.1
8
**

*
1.
0
9
*
**

0.
0
2

0
.0
6

0
.0
6
*
*

0
.1
3
*
*

0
.0
2

0
.1
0

N
ew

sH
L

-0
.0
1

-0
.1
0

0.
01

0.
03

-0
.0
0

0.
06

0
.0
2

0
.0
2

W
R
S
5
0

0
.1
0

0
.8
6
*
*

0
.0
1

0
.0
5

0
.0
4

0
.1
4
*
*

0.
0
3
*

0.
1
5
*
*

N
ew

sH
L
5

0.
00

-0
.0
8

0
.0
2

0
.0
4

-0
.0
1

0
.1
0

0
.0
1

0
.0
4

W
R
S
1
00

0
.0
4

0
.6
8
*
*

0
.0
0

0.
1
0
**

0
.0
3

0
.1
5
*
*

0
.0
2

0
.0
5

N
ew

sH
L
7

0.
02

-0
.1
2

0
.0
1

0
.0
3

0
.0
0

0.
09

0
.0
1

0
.0
0

N
H
S
5

-0
.0
4

-0
.3
1

0.
0
0

0.
0
2

0
.0
0

-0
.0
6

-0
.0
0

-0
.0
3

N
ew

sH
L
10

-0
.0
4

-0
.0
4

0.
0
2

0.
03

-0
.0
0

0
.0
9

0
.0
2

0
.0
3

N
H
S
1
0

-0
.0
6

-0
.3
3

-0
.0
1

-0
.0
2

0
.0
0

-0
.1
4
**

-0
.0
1

-0
.0
7

N
ew

sH
L
2
0

0
.0
4

-0
.2
7

0.
02

*
0.
01

-0
.0
1

0.
07

0
.0
1

0
.0
9

N
H
S
2
0

-0
.0
4

-0
.1
9

-0
.0
2

0
.0
7

0
.0
5
*

-0
.0
1

-0
.0
2

-0
.0
5

N
ew

sH
L
5
0

0
.0
1

-0
.1
6

0.
0
1

0.
05

-0
.0
2

0
.0
4

0
.0
1

0
.0
1

N
H
S
5
0

-0
.0
5

-0
.2
0

-0
.0
1

0
.0
8

0
.0
1

-0
.0
1

-0
.0
0

-0
.0
8

N
ew

sH
L
1
00

-0
.0
4

-0
.1
9

0
.0
1

0
.0
4

-0
.0
1

0
.1
2
*

0
.0
3
*

-0
.0
1

N
H
S
1
00

-0
.1
2
*

-0
.0
8

-0
.0
2

0
.0
8

-0
.0
1

0
.0
5

-0
.0
1

-0
.0
9

S
o
ci
al

0
.0
1

-0
.4
0

0
.0
1

-0
.0
5

0
.0
1

0.
03

0
.0
0

-0
.0
4

M
A
S
10

5
0

0.
0
9
*

0
.7
4
**

0
.0
1

0
.0
6

0
.0
0

0.
0
3

0.
0
1

-0
.0
2

S
o
ci
a
l5

0
.0
1

-0
.5
1

0.
01

-0
.0
3

-0
.0
1

0
.0
5

-0
.0
1

-0
.0
1

M
A
S
1
0
1
0
0

0.
0
5

0.
4
5
*

-0
.0
0

0
.0
7

0
.0
1

0
.0
1

0
.0
0

-0
.0
4

S
o
ci
al
7

-0
.0
6

-0
.5
2

-0
.0
0

-0
.0
4

-0
.0
1

0
.0
5

0
.0
1

-0
.0
1

M
A
S
2
0
5
0

0.
0
6

0.
5
6
*

0
.0
1

0
.0
2

-0
.0
1

-0
.0
4

-0
.0
1

-0
.0
2

S
o
ci
al
1
0

0
.0
0

-0
.4
0

0
.0
2

-0
.0
3

-0
.0
1

0.
0
5

-0
.0
2

-0
.0
3

M
A
S
2
0
1
0
0

0.
0
6

0
.3
1

0.
0
3
*
*

0
.1
5
*
**

0
.0
4
*

-0
.0
5

0.
0
2

-0
.0
5

S
o
ci
a
l2
0

0.
03

-0
.3
7

0
.0
1

-0
.0
2

-0
.0
2

0.
04

-0
.0
1

-0
.0
3

M
O
M
5

0
.1
9
*
*
*

0
.7
8
**

0
.0
1

0
.0
1

0
.0
5
*
*
*

0
.0
8

0
.0
2

0.
15

**
S
o
ci
a
l5
0

0.
04

-0
.3
2

0
.0
1

-0
.0
5

-0
.0
4
*
*

-0
.0
6

-0
.0
0

-0
.0
6

M
O
M
1
0

0
.1
3
*
*
*

0
.8
5
**

*
0
.0
2

-0
.0
0

0.
0
1

0
.0
8

0
.0
3
*

0.
05

S
o
ci
a
l1
00

-0
.0
1

-0
.9
1
*
*

0
.0
1

-0
.0
7

-0
.0
5
*
**

-0
.0
6

-0
.0
0

-0
.0
6

M
O
M
2
0

0
.1
1
*
*

0
.7
0
**

0
.0
0

0
.0
3

0
.0
3
*

0
.0
9

0
.0
2

0
.0
5

N
ew

sS
o
c

0
.0
1

-0
.3
5

0.
03

**
0
.0
3

-0
.0
0

0.
04

-0
.0
0

-0
.0
2

M
O
M
5
0

0.
03

0.
3
9

0.
0
0

0
.0
8
*

0.
0
2

0.
0
1

0
.0
2

0
.0
2

N
ew

sS
o
c5

0.
01

-0
.4
2

0
.0
1

0
.0
1

-0
.0
3
**

0
.0
5

-0
.0
0

0
.0
2

M
O
M
1
00

0.
0
4

0
.2
3

0.
0
2
*
*

0
.0
9
*

-0
.0
3
*

-0
.0
1

0
.0
3

0
.0
1

N
ew

sS
o
c7

-0
.0
2

-0
.4
9

0.
01

0
.0
0

-0
.0
2

0.
05

0
.0
0

0
.0
0

O
B
V
1
0
5
0

0
.0
4

0
.3
5

0
.0
1

0
.0
2

0
.0
0

-0
.0
5

0.
0
1

-0
.0
8

N
ew

sS
o
c1
0

-0
.0
2

-0
.3
4

0
.0
1

0
.0
2

-0
.0
2

0
.0
5

-0
.0
1

-0
.0
0

O
B
V
1
0
1
0
0

-0
.0
2

0.
6
4
*
*

0.
0
2

0.
0
7

0.
0
4
*

-0
.0
4

-0
.0
0

-0
.0
3

N
ew

sS
o
c2
0

0
.0
3

-0
.3
5

0
.0
2

0
.0
1

-0
.0
3
*

0
.0
5

-0
.0
2

0
.0
3

O
B
V
2
0
5
0

0
.0
2

0
.6
9
**

0.
0
3
**

0
.0
2

-0
.0
0

-0
.1
4
**

-0
.0
1

-0
.0
2

N
ew

sS
o
c5
0

0.
02

-0
.3
0

0
.0
3
*
*

0
.0
1

-0
.0
4
**

*
-0
.0
2

-0
.0
1

-0
.0
3

O
B
V
2
0
1
0
0

0
.1
0
*

0
.7
5
*
*

0
.0
1

0
.0
5

-0
.0
0

-0
.1
2
*

-0
.0
0

-0
.0
7

N
ew

sS
o
c1
00

-0
.0
1

-0
.5
4

0
.0
3
*
*

-0
.0
3

-0
.0
6
*
**

0.
03

0
.0
1

-0
.0
2

87



T
a
b
le

2
.3

P
re
d
ic
ti
n
g
R
e
tu

rn
s
w
it
h

A
g
g
re
g
a
te

S
e
n
ti
m
e
n
t
M

e
a
su

re
s

T
h
is

ta
b
le

re
p
or
ts

th
e
fo
ll
ow

in
g
re
gr
es
si
on

r t
+
1
→

t+
h
=

α
+

β
×
x
t
+
ϵ t

+
1
→

t+
h
,

w
h
er
e
r t

+
1
→

t+
h
is

th
e
cu
m
u
la
ti
ve

as
se
t
re
tu
rn
s
ov
er

th
e
n
ex
t
h
d
ay
s
a
n
d
x
t
is

a
n
o
rt
h
o
g
o
n
a
li
ze
d
a
g
g
re
g
a
te

se
n
ti
m
en
t
m
ea
su
re
.
A
ve
ra
g
e
V
a
ri
a
b
le

(A
V
)
m
ea
n
s
av
er
ag
e
ac
ro
ss

al
l
tr
ad

e
se
n
ti
m
en
t
va
ri
a
b
le
s
(T

ra
d
e
A
V
)
a
n
d
se
p
a
ra
te
ly

av
er
a
g
e
a
cr
o
ss

a
ll
te
x
t
se
n
ti
m
en
t
va
ri
a
b
le
s
(T

ex
t
A
V
).

P
ri
n
ci
p
a
l

C
om

p
on

en
t
A
n
al
y
si
s
(P

C
A
)
u
se
s
th
e
P
C
A

in
d
ex

co
n
st
ru
ct
ed

w
it
h
a
ll
tr
a
d
e
se
n
ti
m
en
t
va
ri
a
b
le
s
(T

ra
d
e
P
C
A
)
a
n
d
se
p
a
ra
te
ly

w
it
h
a
ll
te
x
t
se
n
ti
m
en
t

va
ri
ab

le
s
(T

ex
t
P
C
A
).

P
ar
ti
al

L
ea
st

S
q
u
ar
es

(P
L
S
)
is

co
n
st
ru
ct
ed

u
si
n
g
th
e
n
ex
t
o
n
e
d
ay

re
tu
rn
s
to

su
p
er
v
is
e
th
e
co
n
st
ru
ct
io
n
s.

P
C
A

a
n
d
P
L
S

in
d
ex
es

fo
r
tr
ad

e
(t
ex
t)

se
n
ti
m
en
t
m
ea
su
re
s
ar
e
a
d
ju
st
ed

to
h
av
e
th
e
sa
m
e
si
g
n
a
s
T
ra
d
e
(T

ex
t)

A
V

to
re
m
a
in

th
e
se
n
ti
m
en
t
in
te
rp
re
ta
ti
o
n
.
R
et
u
rn
s

ar
e
in

p
er
ce
n
ta
ge
s
an

d
in
d
ep

en
d
en
t
va
ri
ab

le
s
a
re

st
a
n
d
a
rd
iz
ed

to
ze
ro

m
ea
n
a
n
d
u
n
it

st
a
n
d
a
rd

d
ev
ia
ti
o
n
.
R
ep

o
rt
ed

in
p
a
re
n
th
es
is

a
re

t-
st
a
ti
st
ic
s

co
rr
ec
te
d
fo
r
N
ew

ey
an

d
W
es
t
(1
98
7)
’s

st
an

d
ar
d
er
ro
rs

w
it
h
h
la
g
s
(i
f
h
<

5
,
la
g
is

se
t
to

5
).

*
*
*
,
*
*
,
a
n
d
*
in
d
ic
a
te

si
g
n
ifi
ca
n
ce

a
t
1
%
,
5
%
,
a
n
d

10
%

re
sp
ec
ti
ve
ly
.
T
h
e
sa
m
p
le

p
er
io
d
fo
r
st
o
ck
s,

T
-B

o
n
d
,
g
o
ld
,
a
n
d
B
it
co
in

is
d
a
il
y
fr
o
m

M
ay

1
9
9
8
,
J
a
n
u
a
ry

2
0
0
3
,
M
ay

2
0
0
5
,
a
n
d
J
a
n
u
a
ry

2
0
1
4
,

re
sp
ec
ti
ve
ly

to
S
ep
te
m
b
er

20
22
.

88



T
a
b
le

2
.3

P
re
d
ic
ti
n
g
R
e
tu

rn
s
w
it
h

A
g
g
re
g
a
te

S
e
n
ti
m
e
n
t
M

e
a
su

re
s
(C

o
n
t.
)

P
a
n
e
l
A
:
B
it
co

in
P
a
n
e
l
B
:
T
-B

o
n
d

P
a
n
e
l
C
:
S
to

ck
P
a
n
e
l
D
:
G
o
ld

h
=
1

h
=
5

h
=
10

h
=
20

h
=
1

h
=
5

h
=
10

h
=
20

h
=
1

h
=
5

h
=
10

h
=
20

h
=
1

h
=
5

h
=
10

h
=
20

A
v
e
ra

g
e
V
a
ri
a
b
le

T
ra
d
e
A
V

0.
16

**
0.
66

**
*

1.
03

**
*

1.
44

**
*

0.
02

0.
09

**
*

0.
06

0.
07

0.
05

**
0.
05

0.
02

-0
.0
1

0.
03

0.
08

*
0.
08

0.
06

(2
.5
3)

(4
.0
4)

(3
.7
2)

(3
.3
7)

(0
.9
3)

(2
.9
2)

(1
.3
4)

(1
.0
3)

(2
.1
5)

(1
.1
9)

(0
.3
4)

(-
0.
11
)

(1
.6
3)

(1
.9
4)

(1
.2
8)

(0
.6
6)

IS
R
2
(%

)
0.
23

0.
61

0.
66

0.
52

0.
02

0.
24

0.
03

0.
01

0.
14

0.
02

-0
.0
1

-0
.0
2

0.
04

0.
09

0.
03

-0
.0
1

T
ex
t
A
V

0.
00

-0
.1
0

-0
.2
4

-0
.5
2

0.
03

**
0.
01

0.
00

0.
00

-0
.0
3
*

0.
05

0.
05

0.
09

0.
01

0.
01

0.
01

-0
.0
0

(0
.0
8)

(-
0.
63
)

(-
0.
81
)

(-
1.
18
)

(2
.2
7)

(0
.3
4)

(0
.1
0)

(0
.0
6)

(-
1.
79
)

(1
.4
3)

(1
.1
8)

(1
.1
5)

(0
.3
6)

(0
.3
3)

(0
.1
7)

(-
0.
03
)

IS
R
2
(%

)
-0
.0
3

-0
.0
2

0.
01

0.
04

0.
08

-0
.0
2

-0
.0
2

-0
.0
2

0.
04

0.
02

0.
01

0.
02

-0
.0
2

-0
.0
2

-0
.0
2

-0
.0
2

T
ra
d
e
A
V

0.
16

**
0.
67

**
*

1.
05

**
*

1.
47

**
*

0.
02

0.
09

**
*

0.
06

0.
07

0.
05

**
0.
05

0.
02

-0
.0
1

0.
03

0.
08

*
0.
08

0.
06

(2
.5
4)

(4
.1
3)

(3
.8
3)

(3
.5
1)

(0
.8
7)

(2
.9
3)

(1
.3
4)

(1
.0
3)

(2
.1
6)

(1
.1
8)

(0
.3
3)

(-
0.
12
)

(1
.6
2)

(1
.9
4)

(1
.2
8)

(0
.6
6)

T
ex
t
A
V

-0
.0
0

-0
.1
4

-0
.3
0

-0
.6
1

0.
03

**
0.
01

0.
00

0.
00

-0
.0
3
*

0.
05

0.
05

0.
09

0.
01

0.
01

0.
01

-0
.0
0

(-
0.
09
)

(-
0.
88
)

(-
1.
03
)

(-
1.
39
)

(2
.2
1)

(0
.2
4)

(0
.0
6)

(0
.0
3)

(-
1.
83
)

(1
.4
1)

(1
.1
8)

(1
.1
5)

(0
.3
2)

(0
.2
9)

(0
.1
5)

(-
0.
04
)

IS
R
2
(%

)
0.
20

0.
61

0.
69

0.
59

0.
09

0.
22

0.
01

-0
.0
1

0.
18

0.
04

-0
.0
1

0.
00

0.
02

0.
07

0.
01

-0
.0
3

P
C
A

T
ra
d
e
P
C
A

0.
14

**
0.
47

**
*

0.
71

**
*

0.
81

**
0.
01

0.
11

**
*

0.
07

*
0.
09

0.
05

**
0.
09

**
0.
07

0.
13

**
0.
01

0.
09

**
0.
07

0.
05

(2
.0
0)

(2
.7
7)

(2
.7
2)

(2
.0
7)

(0
.4
4)

(3
.0
8)

(1
.6
6)

(1
.4
9)

(2
.1
4)

(2
.2
2)

(1
.4
0)

(2
.0
9)

(0
.8
3)

(2
.4
0)

(1
.2
2)

(0
.7
7)

IS
R
2
(%

)
0.
18

0.
30

0.
30

0.
14

-0
.0
1

0.
30

0.
06

0.
04

0.
14

0.
11

0.
02

0.
06

-0
.0
1

0.
12

0.
01

-0
.0
1

T
ex
t
P
C
A

0.
00

-0
.1
0

-0
.2
4

-0
.4
9

0.
03

**
0.
01

0.
00

0.
01

-0
.0
3
*

0.
05

0.
05

0.
09

0.
01

0.
01

0.
01

-0
.0
0

(0
.0
9)

(-
0.
64
)

(-
0.
81
)

(-
1.
14
)

(2
.1
5)

(0
.2
6)

(0
.0
6)

(0
.1
1)

(-
1.
82
)

(1
.3
5)

(1
.1
5)

(1
.1
4)

(0
.3
2)

(0
.3
3)

(0
.1
6)

(-
0.
01
)

IS
R
2
(%

)
-0
.0
3

-0
.0
2

0.
01

0.
03

0.
07

-0
.0
2

-0
.0
2

-0
.0
2

0.
04

0.
02

0.
01

0.
02

-0
.0
2

-0
.0
2

-0
.0
2

-0
.0
2

T
ra
d
e
P
C
A

0.
14

**
0.
47

**
*

0.
72

**
*

0.
81

**
0.
01

0.
11

**
*

0.
07

*
0.
09

0.
05

**
0.
09

**
0.
07

0.
13

**
0.
01

0.
09

**
0.
07

0.
06

(2
.0
0)

(2
.7
8)

(2
.7
5)

(2
.0
9)

(0
.3
8)

(3
.0
9)

(1
.6
7)

(1
.4
9)

(2
.1
5)

(2
.2
2)

(1
.4
0)

(2
.0
9)

(0
.8
1)

(2
.4
0)

(1
.2
3)

(0
.7
8)

T
ex
t
P
C
A

0.
00

-0
.1
1

-0
.2
5

-0
.5
0

0.
03

**
0.
00

-0
.0
0

0.
00

-0
.0
3
*

0.
05

0.
05

0.
08

0.
01

0.
01

0.
01

-0
.0
0

(0
.0
6)

(-
0.
68
)

(-
0.
85
)

(-
1.
16
)

(2
.0
9)

(0
.1
0)

(-
0.
02
)

(0
.0
4)

(-
1.
85
)

(1
.3
4)

(1
.1
4)

(1
.1
4)

(0
.2
7)

(0
.2
0)

(0
.1
0)

(-
0.
05
)

IS
R
2
(%

)
0.
15

0.
29

0.
31

0.
18

0.
06

0.
28

0.
04

0.
02

0.
19

0.
12

0.
03

0.
08

-0
.0
3

0.
10

-0
.0
1

-0
.0
3

P
L
S

T
ra
d
e
P
L
S

0.
28

**
*

0.
59

**
1.
10

**
*

2.
44

**
*

0.
04

**
*

0.
08

*
0.
12

*
0.
03

0.
05

**
*

0.
07

0.
04

0.
21

*
0.
03

*
0.
03

0.
17

0.
35

**

(4
.8
2)

(2
.5
7)

(2
.7
4)

(3
.3
8)

(3
.1
0)

(1
.7
7)

(1
.7
4)

(0
.2
5)

(2
.9
7)

(1
.3
1)

(0
.5
1)

(1
.7
9)

(1
.7
4)

(0
.5
3)

(1
.5
5)

(2
.2
1)

IS
R
2
(%

)
0.
79

0.
47

0.
76

1.
56

0.
16

0.
16

0.
20

-0
.0
1

0.
17

0.
07

-0
.0
0

0.
18

0.
05

-0
.0
1

0.
20

0.
50

T
ex
t
P
L
S

0.
08

0.
19

-0
.1
5

-0
.1
0

0.
01

-0
.0
3

-0
.0
2

-0
.0
0

0.
03

**
0.
02

0.
03

0.
05

-0
.0
1

-0
.0
4

0.
03

0.
04

(1
.3
4)

(0
.8
1)

(-
0.
38
)

(-
0.
15
)

(0
.6
7)

(-
0.
85
)

(-
0.
34
)

(-
0.
02
)

(2
.0
9)

(0
.3
5)

(0
.3
0)

(0
.3
2)

(-
0.
74
)

(-
0.
59
)

(0
.2
8)

(0
.2
3)

IS
R
2
(%

)
0.
04

0.
02

-0
.0
2

-0
.0
3

-0
.0
1

0.
01

-0
.0
1

-0
.0
2

0.
05

-0
.0
1

-0
.0
1

-0
.0
0

-0
.0
1

0.
00

-0
.0
2

-0
.0
2

T
ra
d
e
P
L
S

0.
28

**
*

0.
59

**
*

1.
10

**
*

2.
44

**
*

0.
04

**
*

0.
08

*
0.
12

*
0.
03

0.
05

**
*

0.
07

0.
04

0.
21

*
0.
03

*
0.
03

0.
17

0.
35

**

(4
.8
4)

(2
.5
8)

(2
.7
4)

(3
.3
8)

(3
.1
0)

(1
.7
7)

(1
.7
4)

(0
.2
5)

(2
.9
6)

(1
.3
1)

(0
.5
1)

(1
.7
9)

(1
.7
4)

(0
.5
3)

(1
.5
6)

(2
.2
1)

T
ex
t
P
L
S

0.
09

0.
20

-0
.1
4

-0
.0
9

0.
01

-0
.0
3

-0
.0
2

-0
.0
0

0.
03

**
0.
02

0.
03

0.
05

-0
.0
1

-0
.0
4

0.
03

0.
04

(1
.3
9)

(0
.8
3)

(-
0.
36
)

(-
0.
14
)

(0
.6
7)

(-
0.
86
)

(-
0.
35
)

(-
0.
02
)

(2
.0
9)

(0
.3
4)

(0
.3
0)

(0
.3
2)

(-
0.
73
)

(-
0.
59
)

(0
.2
9)

(0
.2
4)

IS
R
2
(%

)
0.
83

0.
50

0.
75

1.
53

0.
15

0.
17

0.
19

-0
.0
3

0.
22

0.
06

-0
.0
1

0.
18

0.
04

-0
.0
0

0.
19

0.
48

89



Table 2.4

Out-Of-Sample R2

This table reports the out-of-sample R2
OS in percentages from recursively predicting the out-of-

sample returns over the next h days using the following methods: average of forecasting variables
(AV), average of individual forecasts (CF), principal component analysis (PCA), and partial least
squares (PLS). The estimation employs an expanding window with an initial training window of 750
days. ***, **, and * indicate significance at 1%, 5%, and 10% respectively, based on the Clark and
West (2007)’s statistic. The sample period for stocks, T-Bond, gold, and Bitcoin is daily from May
1998, January 2003, May 2005, and January 2014, respectively to September 2022.

Panel A: Bitcoin Panel B: T-Bond

h=1 h=5 h=10 h=20 h=1 h=5 h=10 h=20

Trade AV 1.57 *** 2.09 *** 2.71 *** 3.65 *** Trade AV -0.05 -0.19 -0.11 -0.09

Trade CF 0.22 *** 0.19 *** 0.15 ** 0.13 *** Trade CF -0.02 0.06 ** 0.03 0.04 *

Trade PCA 0.18 ** 0.09 ** -0.11 * -0.25 Trade PCA -0.13 0.16 ** -0.03 -0.12

Trade PLS 0.48 *** -0.35 *** -0.54 * -0.53 ** Trade PLS -0.73 -0.06 -0.12 -0.08 **

Text AV -0.03 -0.21 -0.33 -0.74 Text AV -0.06 -0.16 -0.39 -0.69

Text CF -0.03 -0.04 -0.02 -0.00 Text CF 0.02 -0.03 -0.03 -0.03

Text PCA -0.04 -0.16 -0.08 -0.02 Text PCA 0.06 ** -0.06 -0.06 -0.05

Text PLS -0.58 -0.08 0.04 -0.04 Text PLS -0.27 -0.23 -0.15 -0.29

Panel C: Stock Panel D: Gold

h=1 h=5 h=10 h=20 h=1 h=5 h=10 h=20

Trade AV -0.01 * -0.28 -0.68 -1.67 Trade AV -0.11 -0.58 -0.95 -1.27

Trade CF 0.05 0.01 -0.02 0.00 Trade CF -0.03 0.03 0.05 * 0.03

Trade PCA 0.12 * -0.08 -0.09 -0.14 Trade PCA -0.06 0.07 * -0.04 -0.06

Trade PLS -0.55 -0.61 -0.80 -0.57 * Trade PLS -1.07 -0.79 -0.66 * -0.53 *

Text AV -0.09 -0.38 -0.85 -1.59 Text AV -0.17 -0.77 -1.17 -0.77

Text CF 0.00 0.01 0.01 0.04 * Text CF -0.04 -0.07 -0.07 -0.13

Text PCA -0.04 -0.01 -0.02 -0.07 Text PCA -0.09 -0.15 -0.23 -0.42

Text PLS -0.03 ** -0.28 -0.31 -0.24 Text PLS -0.27 -0.38 -0.29 -0.35

90
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Table 2.6

Asset Allocation

This table reports utility gains for a mean-variance investor who allocates between a risky asset and
a risk-free asset using the one-day return forecast by a predictive model against the forecast using
the historical mean benchmark. UG means annualized utility gains in percentages while SR means
annualized Sharpe ratio of the resulting portfolio. ***, **, and * indicate significance at 1%, 5%,
and 10% respectively, based on the tests in DeMiguel et al. (2009). Stars under the UG columns test
the significance of the utility gains and stars under the SR columns test whether the Sharpe ratio of
the portfolio using the predictive model is different from that using the historical mean return. The
estimation employs an expanding window with an initial training window of 750 days. The sample
period for stocks, T-Bond, gold, and Bitcoin is daily from May 1998, January 2003, May 2005, and
January 2014, respectively to September 2022.

Panel A: Bitcoin Panel B: T-Bond

γ = 3 γ = 5 γ = 3 γ = 5

UG SR UG SR UG SR UG SR

Trade AV 61.72 *** 2.00 *** 48.42 *** 2.08 *** Trade AV -0.37 0.22 -0.39 0.22

Trade CF 16.17 *** 0.92 *** 13.33 *** 0.90 *** Trade CF -0.21 0.23 -0.02 0.25

Trade PCA 35.76 *** 1.49 *** 33.36 *** 1.72 *** Trade PCA -2.20 0.10 -2.44 0.05

Trade PLS 50.29 *** 1.73 *** 37.06 *** 1.77 *** Trade PLS -0.40 0.21 -0.67 0.24

Text AV 2.53 0.50 2.27 ** 0.41 * Text AV -1.20 0.19 -1.23 0.20

Text CF -1.49 0.38 -0.87 0.29 Text CF 0.03 0.25 0.11 0.26

Text PCA 1.06 0.47 2.01 0.44 * Text PCA 1.22 0.32 1.16 0.35

Text PLS -11.60 0.10 -9.05 -0.00 Text PLS -1.07 0.16 -1.52 0.15

Buy-Hold 0.76 0.76 Buy-Hold 0.32 0.32

Panel C: Stock Panel D: Gold

γ = 3 γ = 5 γ = 3 γ = 5

UG SR UG SR UG SR UG SR

Trade AV -0.04 0.49 0.21 0.52 Trade AV -0.77 0.26 -1.23 0.25

Trade CF -0.37 0.49 -0.89 0.40 Trade CF -0.40 0.27 -0.49 0.28

Trade PCA -1.66 0.38 -2.21 0.29 Trade PCA -0.44 0.27 -0.42 0.28

Trade PLS -1.49 0.39 -1.37 0.40 Trade PLS -2.15 0.15 -3.22 0.12

Text AV -1.23 0.41 -0.78 0.43 Text AV -1.95 0.13 -0.46 0.19

Text CF -0.82 0.44 -0.95 0.39 Text CF -0.93 0.24 -0.37 0.28

Text PCA -1.59 0.38 -1.70 0.32 Text PCA -1.85 0.19 -1.11 0.23

Text PLS -0.88 0.43 -0.35 0.48 Text PLS -0.17 0.25 -1.30 0.21

Buy-Hold 0.36 0.36 Buy-Hold 0.45 0.45
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Appendix

2.A Replication of Garcia (2013)

Table 2.A.1

Predicting Returns with News Sentiment from Garcia (2013)

This table reports the results of the following predictive regression:

rt = α+ β′L1−5(Xt) + γ′Zt + ϵt,

where rt is the return of the DJIA index on the day t, L1−5(Xt) is five lags of one of news sentiment
variables—positive (POS), negative (NEG), or POS-NEG (SENT)—from Garcia (2013), and Zt is
a set of control variables including five lags of daily returns, five lags of squared daily returns, and
weekday indicators. To conserve space, only β’s are reported. Returns and in-sample R2’s are in
percentage points. Reported in parenthesis are t-statistics corrected for Newey and West (1987)
standard errors with five lags. ***, **, and * indicate significance at 1%, 5%, and 10% respectively.
Panel A reports the sample from 1905 to 2005 as in Garcia (2013), Panel B reports the sample from
1984 to 1999 as in Tetlock (2007), and Panel C reports the sample from 2000 to 2005.

β1 β2 β3 β4 β5 R2 Obs

Panel A: 1905-2005

POS 0.04 *** 0.00 -0.01 -0.01 * -0.00 1.83 27427

(5.43) (0.55) (-0.90) (-1.85) (-0.54)

NEG -0.04 *** 0.00 0.01 0.01 0.01 1.82 27427

(-5.24) (0.36) (0.70) (1.29) (1.56)

SENT 0.05 *** -0.00 -0.01 -0.02 * -0.01 1.91 27427

(6.53) (-0.12) (-0.98) (-1.89) (-1.51)

Panel B: 1984-1999

POS 0.02 0.01 -0.00 0.00 -0.00 4.41 4044

(1.52) (0.45) (-0.21) (0.08) (-0.22)

NEG -0.05 *** -0.03 ** -0.01 0.02 0.01 4.72 4044

(-3.04) (-1.99) (-0.39) (1.51) (0.48)

SENT 0.05 *** 0.03 * 0.00 -0.02 -0.01 4.69 4044

(3.03) (1.78) (0.22) (-1.08) (-0.57)

Panel C: 2000-2005

POS -0.03 -0.02 -0.00 -0.03 0.07 * 0.38 1501

(-0.83) (-0.61) (-0.12) (-0.81) (1.89)

NEG 0.01 0.03 0.04 -0.06 ** 0.01 0.46 1501

(0.31) (0.94) (1.44) (-2.21) (0.41)

SENT -0.02 -0.03 -0.04 0.04 0.02 0.32 1501

(-0.54) (-1.00) (-1.21) (1.38) (0.62)
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2.B Refinitiv MarketPsych Indices (RMI) Text Sen-

timent Construction

Text sentiment is a news content index gathered by Refinitiv MarketPsych Indices

(RMI). It is based on word recognition techniques designed to extract relevant eco-

nomics, finance, business, and psychology data from financial news, social media,

conference call transcripts, and executive interviews. Since 1998, statistics have been

accessible for 45 currencies, over 12,000 firms from over 75 countries, and index-level

data for the 15 largest markets. Also accessible are data for 187 nations and regions.

Only English-language text is used for analysis.

2.B.1 Data Analysis

Most previous research uses a lexical analysis technique in which an article’s text

is compared to a context-relevant vocabulary that has been pre-specified, and their

frequencies are then tallied. This method’s major shortcoming is focusing solely on

one component of Text sentiment (positive versus negative) while ignoring other par-

tially linked variables. Also, certain open-source Text sentiment dictionaries may

misclassify topics linked to business and money. RMI word recognition technique

uses extensive customization and curation of lexicons. It aims to identify and score

hundreds of Text sentiment dimensions using different grammatical frameworks to

various text sources based on their unique characteristics and takes sentence and

article structure into account. The convergence of the text processing techniques de-

scribed below, when applied to text, yields approximately 400 psychological variables

(PsychVars)), each of which has the potential to be applied to a different entity. It

should be noted that the method seeks to find word interrelationships and calculates

the score based on these instead of employing frequency analysis of individual words.

Following is a discussion of the word recognition and content quantification techniques
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used in data generation.

2.B.2 Source Type Differences

The fact that RMI data are taken from traditional news and social media sources

creates a problematic environment for word recognition techniques. Due to the dif-

ferences in communication patterns between social and news media, each source’s

data analysis is subsequently tailored.

In contrast to mainstream media, which employ standard terminology and accept-

able tone in their material, social media are rife with sarcasm, irony, colloquial mean-

ings, incomplete thoughts, incorrect punctuation, misspellings, non-standard syntax,

case insensitivity, and harsh language. The expressions of emotions differ between

the news and social media. In social media, authors frequently express themselves

through the use of emoticons (e.g., ”:)”) and acronyms (e.g., ”LOL”).

Moreover, unlike journalists of traditional news media, who are educated to provide

many perspectives on the underlying issue and undergo an editorial process, authors

in social media tend to convey their thoughts and emotional states more directly.

The duty of journalists in the news is to describe the emotional states of individuals

being reported on. Consequently, social media content is often less inclusive of op-

posing perspectives and more emotionally expressive from the first-person perspective

than news information.

Due to these variances, text analytical models are utilized to calibrate text analyt-

ics by source type, and separate models are employed for news, social media forums,

tweets, SEC filings, and earnings conference call transcripts.

2.B.3 Entity Identification

A list including more than 60,000 entity names and their aliases, such as language-

specific writing forms of locations and businesses, is used to identify entities.
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RMI utilizes anti-correlate filters to eliminate irrelevant elements. For instance,

gold and silver are typically referenced every two years at the Olympic Games, al-

though they have no relation to gold and silver commodities. Similarly, allusions to

the South Korean Won may allude to the successes of South Korean athletes or the

country’s currency. Additionally, the entities must have accurate co-references. For

instance, ”breakfast oats” is not a valid reference to the commodity Oats unless it is

accompanied by crucial identification correlates such as ”prices” or ”futures.”

2.B.4 Timing

RMI has various expectations-related variables. The text-analytics program is tuned

to identify verb tenses in each phrase and recognize whether references are future-

oriented and related to anticipations. For instance, ”Optimism” distinguishes between

references to future-oriented positive and negative statements, but ”Uncertainty”

excludes references to historical uncertainties from its analysis.

2.B.5 Modifiers and Negations

By changing the impact of a phrase or sentence, modifiers alter its meaning or tone.

For instance, words or phrases that raise the importance of an adjective, such as

”big” (e.g. ”great loss”), are multiplicative on the weighting of the modified word,

but minimizers such as ”a little” and ”a handful” multiply the meaning score by

0.5. Modifiers may enhance (maximizers) or decrease (minimizers) the score of a

critical term, influencing the scoring of textual meaning. In the case of frequent

interpretations based on fundamental word relationships, such as ”new,” a multiplier

is employed to reduce the significance of the meaning. In the Innovation index,

the multiplier for the word ”new” is 0.1 when used with this meaning. The data

also considers the distinctions between news headlines and article bodies. In the data

creation, headlines have a multiplicative weight of 3, subtitles a weight of 2, and bodies
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a weight of 1. In addition to maximization and minimization, the data construction

considers four negations. For instance, ”I’m not worried about the earnings release”

implies that the author is not fearful; hence, the extracted fear score is nullified (-1).

2.B.6 Source Texts

The RMI measures are derived from two categories of sources, news, and social media,

and the data consists of three feeds: a news feed, a social media feed, and a combined

news and social media feed. RMI analyses about two million articles every day, and

the data are updated on a minute-by-minute basis. Each minute number represents

the average of the previous 24 hours’ observations regarding the target entity.

RMI uses data from the largest and most influential news organizations, global

online news coverage, and a wide variety of trustworthy social media sites as its

sources. The RMI news indexes are derived from content provided by Thomson

Reuters News Feed Direct and two Thomson Reuters news archives: a Reuters-only

archive from 1998 to 2002 and one containing Reuters and chosen third-party wires

from 2003 onwards. In 2005, Moreover Technologies’ aggregate news feed was added

to the data, increasing the number of sources by 50,000 online news sites. In addition,

the data includes hundreds of financial news websites and finance-specific sources that

professional investors extensively read. Since 1998, MarketPsych has downloaded

social media content from public social media sites. In 2009, RMI added data from

Moreover Technologies’ aggregate social media feed, collected from more than four

million social media sites. v

2.B.7 Quantifying the Articles

Each RMI variable constitutes a combination of minor components called PsychVars.

To form an RMI variable, the absolute values of PsychVars are first determined using

24 hours of observations. These absolute values are then summed for all constituents
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to get the Buzz variable. More specifically, Buzz is calculated as follows:

Buzzt(a) =
∑

c∈C(a),p∈P (s)

|PsychV arp,t(c)|,

where t denotes time, a is the entity, C(a) is the set of all constituents of a (for

example, for indices, C(a) consists of all individual assets comprising the index and

for respective companies C(a) = a) and P (s) is the set of all PsychVars relevant to

a particular RMI variable s.

The value of an RMI variable s of an entity an at time t is calculated as follows:

RMIs,t(a) =

∑
c∈C(a),p∈P (s)(It(s, p) ∗ PsychV arp,t(c))

Buzzt(a)

where It(s, p) defines whether a PsychVar p ∈ P (s) is additive or subtractive to an

RMI variable s at time t:

It(s, p) =


+1, if additive at time t

−0, if subtractive at time t

A single PsychVar can contribute to multiple RMI variables. For example, Earn-

ingsUp f PsychVar (see below for an example) is a constituent of all, EarningsFore-

cast, Text Sentiment, Optimism, and FundamentalStrength RMI variables.

2.B.8 Sentence-level Example

The following shows an example of the RMI data-generating process using the above-

mentioned principles. Consider the following sentence: “Analysts expect Mattel to

report much higher earnings next quarter.” The language analyzer performs the

following sequence:

[1] Associates ticker symbol MAT with entity reference “Mattel.”

[2] Identifies “earnings” as an Earnings word in the lexicon.

[3] Identifies “expect” as a future-oriented word and assigns future tense to the
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phrase.

[4] Identifies “higher” as an Up-Word (positive reference).

[5] Multiplies “higher” by 2 due to presence of the modifier word “much.”

[6] Associates “higher” (Up-Word) with “earnings” (Earnings) due to proximity.

The analysis algorithm will report the following:

Date Time Ticker PsychVar Score

20110804 15:00.123 MAT EarningsUp f 2

In the example above, 2 is the raw score produced for EarningsUp f.
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Chapter 3

War Discourse and Disaster Premia: 160 Years of

Evidence from Stock and Bond Markets

3.1 Introduction

I study here the asset pricing implications of the prospect of disasters, such as wars,

pandemics, and political crises. Rare disaster risks are one of the leading possible

rational explanations for major asset pricing puzzles (Barro 2006, 2009). A basic

implication of rational disaster models is that high disaster risk will receive a risk

premium, and therefore will predict high future stock market returns. Two behavioral

hypotheses offer a similar implication. The first is attentional and belief-based: that

investors overestimate the probability of rare disasters owing to the high salience of

extreme outcomes. This possibility is supported by evidence that people overestimate

the probabilities of rare events (Fischhoff et al. 1977; Snowberg and Wolfers 2010).

The second is preference-based: that investors overweight low probabilities, as in

the expected value function of cumulative prospect theory (Tversky and Kahneman

1992).

The rarity of major disasters is a well-known obstacle to empirically testing the

relationship between their occurrence and future stock returns.1 This limits the power

to identify effects. In this paper, I circumvent the obstacle of small sample size by

using data on investors’ attention to rare disaster risks derived from news. This

provides a much larger sample of changing perceptions of disaster probabilities over

160 years.

1An international political crisis occurs on average once every 15 years, a full-scale war once
every 74 years, fighting on home territory once every 119 years, and a pandemic once every 100
years.

100



Shifts in media topic coverage over time can potentially capture investor assess-

ments of future prospects, including the risk of rare disasters. For example, Shiller

(2019) argues that economic narratives are subject to occasional outbreaks when they

spread rapidly and widely through the population, influencing behavior and decisions.

He argues that such shifts can be captured by media discussions.

The novelty of my approach to capturing perceptions of disaster risk is twofold.

First, I am the first study to compare the effects of disaster- and non-disaster-related

topics of discourse systematically for the pricing of the aggregate stock market. Sec-

ond, I apply a novel approach, seeded Latent Dirichlet Allocation (Lu et al. 2011,

henceforth sLDA), to extract topics of popular discourse over time. This method has

several key advantages over existing empirical application of language models to asset

pricing.

On the first point, for non-disaster-related topics, I consider the 12 “narratives”

(topics) discussed in Shiller (2017, 2019). To obtain interpretable findings, rather

than using a purely statistical procedure to extract topics, I draw upon the topics of

Shiller (2019). I make necessary adjustments to these topics to effectively implement

sLDA. The disaster-related topics I consider are war and pandemics.2

I find that non-disaster-focused topics predict stock market returns in-sample and

have limited out-of-sample predictive power.3 The Pandemics topic has limited and

inconsistent predictive power even in-sample. War has the most predictive power

both in- and out-of-sample. My study is the first to show that war as a discourse

topic is more powerful than non-disaster-focused topics in predicting returns.

2Both can have massive human and economic costs and highly uncertain out-
comes, as exemplified by the Covid-19 pandemic. Oleg Itskhoki, the winner of
the 2022 John Bates Clark Medal, suggests in an interview with Bloomberg on Au-
gust 2, 2022, that existing wars at that time presented an even greater economic
risk than Covid (https://www.bloomberg.com/news/articles/2022-08-02/clark-medal-winner-oleg-
itskhoki-says-war-is-a-bigger-economic-risk-than-covid?leadSource=uverify%20wall).

3The Real Estate Booms topic also yields significant out-of-sample predictive results, but since
1950, its out-of-sample predictive power is weaker that that of the War topic. War also outperforms
the Real Estate Booms topic in terms of creating value for real-time investors. For details, see
Section 3.6.
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On the second point, topic modeling is a prevalent dimension-reduction strategy

in the machine learning and natural language processing literature that compresses

large amounts of text into a limited set of topics. The topic model I use, sLDA, is a

recent extension of the canonical unsupervised LDA model (Blei et al. 2003; Griffiths

and Steyvers 2004).4 Since I use seven million articles published in the New York

Times (NYT) over 160 years, it is crucial to apply a method that can process a large

body of materials with low cost, reasonable speed, and limited error and subjectivity.

Under traditional unsupervised LDA, the model arbitrarily gathers common phrases

and themes based on word frequencies. In contrast, under the semisupervised model

or sLDA, the creation of themes allows control over the content of themes to be ex-

tracted. sLDA fits my research goal of testing the consequences of disaster-focused

and non-disaster-focused themes in media discussions. In this approach, I feed the

model with the seed words associated with each topic and let the algorithm choose

the phrases that often appear with these seed words.5,6

My semisupervised topic model performs two key tasks: (1) it classifies market

attention throughout the 160 years history of The New York Times into several

disaster-focused and non-disaster-focused themes, and (2) it traces the evolution of

media attention to these themes. These provide new quantitative measures of the

market attention to topics of public discourse. Specifically, the model estimates the

fraction of an article’s text devoted to each topic. Aggregating over articles, these

proportions measure the amount of news coverage each topic receives. This makes it

4LDA is burgeoning in popularity in computer science and other social science fields. For surveys,
see Steyvers and Griffiths (2007), Blei (2012), and Boyd-Graber et al. (2017).

5Recent papers in natural language processing, such as Lu et al. (2011), Jagarlamudi et al.
(2012), Eshima et al. (2020), and Watanabe and Zhou (2020), have documented the advantages
of a (semi)supervised LDA model over the unsupervised one. Among other preferable features, a
guided LDA model ensures the interpretability of topics and avoids the need to label extracted topics
ex-post to interpret them.

6A third group of topic models is fully supervised methods (see for example Mcauliffe and Blei
(2007) and Ramage et al. (2009)). These supervised models extract topics predictive of document
tags or labels so they need labeled documents to train with. These models are not suitable for us
because I want to use topics from news to predict market returns not article titles.
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feasible to assess, for instance, the relationship between news and asset returns.

Central to sLDA is the identification words that co-occur with the seed words. My

topic weights quantify the market’s interest in each topic based on the frequency of

terms that co-occur with it. I gather seed words from well-known media and publi-

cations, such as Nature for disaster-focused topics and from Shiller’s book Narrative

Economics for other topics. As I study 2 disaster-focused topics War and Pandemic

and 12 non-disaster-focused topics discussed in Shiller (2019), I have 14 seeded topics

in total. I add one unseeded topic to gather everything not captured by the seeded

ones.7

There are two key challenges for estimating the predictive power of topics of dis-

course. First is the need to avoid look-ahead bias; second is the need to address the

effects of semantic changes over time. To avoid look-ahead bias, parameter estimates

at date t must be based only on the data available before date t.

This problem is intertwined with the second problem, that the meanings of words

and phrases evolve over time.8 Such semantic shifts are extensive since I use 160

years of data. An empirical approach that pools the entire sample to identify word

lists and estimate the model parameters would not address such semantic shifts.

To address this issue, my analysis regularly updates the word list that constitutes

7Gentzkow et al. (2019) discuss the potential arbitrariness of the number of topics selected for
study. In principle, one can employ optimization to determine the number of topics. However, doing
so using data for the entire sample period would introduce look-ahead bias, which I seek to avoid.
Furthermore, extracting the number of topics each month is unsuitable, as the common topic weights
could fluctuate depending on each month’s total topic count. Consequently, the weight of topics
would not accurately represent market attention; it would instead vary due to the total number of
topics for a given month. See also Subsection 3.5.8.

8The meanings of words evolve over time spans of a century or more. For instance, “inflation”
once referred to an increase in the money supply, but since the early 20th century it has referred to a
general increase in the prices of goods and services in an economy (Homer and Sylla 1996). Another
example is “amortization,” which once referred only to the reduction of debt over time (Dictionary
1993), but in the 20th century has come to also refer to the gradual reduction in the value of an asset
(Financial Accounting Standards Board (FASB) started this definition in 1973). The definition of
“budget” has evolved substantially over time. In the 18th century, it referred to a financial statement
outlining a government’s anticipated expenses and revenues for the coming year. By the 1850s, the
term expanded to include nongovernmental contexts, eventually encompassing the financial accounts
of families or individuals (https://www.merriam-webster.com/words-at-play/financial-word-origins).
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topic weights. Although the list of seed words remains unchanged, the model is re-

estimated monthly to address these two issues using data from the past ten years of

news articles (including the current month). Therefore, the words clustered inside the

topics reflect those popularly used during that time and vary monthly depending on

semantic shifts. This ability to reflect semantic shifts over time is a key advantage of

sLDA. In contrast, monthly rolling estimation is impossible under unsupervised LDA

because it is not designed to yield consistent thematic content across estimations.

This makes it impossible to address these two challenges.

My estimation process addresses semantic changes by recalculating the topic weight

on a monthly rolling forward basis. The output is an article-level weight vector

with elements representing the proportion of content (or attention) devoted to the

corresponding topic. I then compute the economy-wide monthly time series of topic

weights for each topic from the article-level topic weights and use this aggregate time

series in my tests of return predictability.

I use news media text to quantify perceived rare disaster risk. In principle, macroe-

conomic variables can be good proxies for the state variables of conditional asset pric-

ing (Cochrane 1996). Empirically, however, macroeconomic variables perform poorly,

with variation that is too low to match asset returns. News presents an alternative

proxy of state variables that can potentially address this issue.

My tests of conditional asset pricing are premised on state variables being captured

by what investors read in the news. News is available at a high frequency comparable

to that of asset returns. While the current literature on rare disaster risks uses

contemporaneous price data (Ferguson 2006; Le Bris 2012; Oosterlinck and Landon-

Lane 2006) to understand stock returns and bond returns during wartime, we use

news, which allows us to continuously and quantitatively track the market attention

to, or probability of, disaster risks.9

9Le Bris (2012) uses an event study approach to infer the effects of disasters. Berkman et al.
(2011) use a count of crisis events to proxy for rare disaster risk.
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My main results are based on data from the NYT ; I also verify with robustness

tests based on the Wall Street Journal (WSJ). The NYT and the WSJ are the two

largest national media outlets, and thereby can reflect the attention and perception

of a large general audience.

Using all articles from NYT over 160 years provides several benefits.10 First,

although there is evidence that news about rare disasters affects investors’ expecta-

tions and the equity return premium (see, for instance, Rietz (1988), Barro (2006),

and Julliard and Ghosh (2012)), the rarity of extreme disasters makes it valuable to

have a large enough sample to draw clear inferences. Second, long time-series data

provides a testing ground for verifying the robustness of effects and tests whether the

results are consistent over time (Schwert 1990). The NYT has been published since

the 1860s, offering a comprehensive historical sample from a continuously available

source. Therefore, I use data from the inception of the media to ensure a more accu-

rate representation of the entire spectrum of news topics and their potential impact

on stock market returns.

Also, using a broader dataset may be more representative of the topics of actual

concern to investors. To my knowledge, this is the first paper that analyzes news

articles from all newspaper sections of NYT since the beginning of its inception. My

sample includes nearly seven million articles from the NYT and six hundred thousand

from the WSJ, making it a relatively comprehensive and extensive dataset.

Among the topics extracted from the NYT, I find that War is the strongest market

predictor. The predictive power of War for the equity risk premium increases over

time. Over 160 years, a one-standard-deviation increase in War predicts a 3.80%

increase in annualized excess returns in the next month, and the monthly in-sample

R2 is 0.39%. In comparison, over the past 20 years, the respective numbers are 9.83%

10I use the first ten years of news data to train my sLDA model to obtain the first month’s
topic weights and continue rolling the window forward. My market index is unavailable from the
Global Financial Data until 1871; thus, my training period starts in 1861, ten years after the NYT ’s
inception in 1851.
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and 3.39%. War is significant for both subperiods (1871–1949 and 1950–2019). This

is economically substantial in comparison with the average annualized monthly excess

stock market return over the same period, 3.96%. As another benchmark, the average

R2 of the 40 well-known predictors is only 0.73% in-sample and -1.01% out-of-sample

(see Goyal et al. (2021), who discuss the weak out-of-sample performance of most

economic return predictors). The R2 of War indicates that its predictive power is

economically significant. According to the time-varying disaster model, expected

market excess returns should increase with the probability of rare disasters. My

results thus provide support for this theory.

In addition to War, I construct a discourse topic index from all 14 topics via the

two-step Partial Least Squares (PLS) approach of Kelly and Pruitt (2013, 2015). The

PLS index heavily loads on War with a correlation of 82%, so I interpret the PLS

index as a more robust version of War that inherits its predictive power. Indeed, the

monthly predictive regression of market returns with the PLS index yields a slope of

6.07% and an R2 of 1.07% over the whole sample and a slope of 12.17% and an R2 of

5.42% over the past 20 years. For the subperiods (1871–1949, 1950–2019), the PLS

index remains a significant predictor at least the 1% level. The predictive power of the

PLS index loaded mostly on War over market returns is not subsumed by common

macroeconomic, sentiment, and uncertainty variables introduced in the literature.

I conduct standard out-of-sample tests as in the return predictability literature

to investigate whether discourse topics create value for real-time investors. With

expanding window estimation, War outperforms all individual economic predictors

studied in this paper in terms of out-of-sample R2 (R2
OS), which compares the fore-

casting power of a predictor against the historical mean return used as a forecast.

The out-of-sample R2 of War is strong, with strongest return predictability in the

last twenty years.

Turning to asset allocation implications, I consider a mean-variance investor who
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forms a portfolio allocating between stocks and a riskfree asset using either the return

predictive model or the historical mean return to choose portfolio weights. Using War

alone or combining topics to guide my portfolio decisions allows us to achieve a higher

Sharpe ratio than a simple buy-and-hold strategy. Using a risk aversion coefficient

of three following Huang et al. (2015) and Huang et al. (2020), I find the economic

gains for the investor utilizing discourse topics in forming portfolios increase over

time, consistent with the R2
OS results.

I also find that the perception of rare disaster risks predicts bonds’ excess returns.

In the model of Gabaix (2012), higher disaster risk implies a higher premium on long-

term bonds. My evidence is consistent with this prediction. I find thatWar positively

predicts excess returns on mid- to long-term high-yield corporate bonds. Due to

flight to quality, investors demand higher premiums to hold these high-yield assets.

In contrast, War negatively predicts excess returns on safer investment instruments

such as short-term government bonds and investment-grade corporate bonds. My

bond prediction results hold both in- and out-of-sample.

Contributions. This paper contributes to several lines of research. First, it

contributes to social finance and narrative economics in testing how topics of media

discourse are related to stock market pricing.

More specifically, my paper contributes to a line of research on the relationship of

news content to economic and financial outcomes. In a related study that also uses

the sLDA approach, Hirshleifer et al. (2023) find that a factor that is based on my

War variable explains the cross section of stock returns across a wide range of testing

assets, and that leading benchmark factors as well as other media-based uncertainty

measures do not subsume its explanatory power. My paper differs in focusing on the

time series predictability of the aggregate market return.

My focus on predicting the aggregate market return distinguishes my paper from

most existing research on news content and financial outcomes. Bybee et al. (2021) use
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LDA on news content to fit contemporaneous financial and macroeconomic variables.

My paper differs in testing whether disaster-related media discourse predicts future

stock market returns.11

Bybee et al. (2023) aggregate disaster- and non-disaster-focused topics into a set of

factors, where Recession is the most important topic for explaining the cross section

of expected stock returns. Although not the main focus of their paper, they also

report that their topics have little power to predict the aggregate market return. In

contrast, my focus is on aggregate market return predictability. I consider disaster-

and non-disaster-focused topics, and identify that War is a powerful predictor of

aggregate market returns.

Applying data from many US local newspapers over a century, van Binsbergen

et al. (2022) construct a measure of economic sentiment and find that it predicts

future economic fundamentals, such as GDP, consumption, and employment growth.

My paper differs in comparing the effects of disaster- and non-disaster-related topics

of discourse using media discourse to predict future stock and bond returns rather

than economic fundamentals.

Perhaps the most closely related papers to this paper are Adämmer and Schüssler

(2020) and Manela and Moreira (2017). Both examine how news media can be used

to predict aggregate stock market returns. Adämmer and Schüssler (2020) employ

a variation of the unsupervised LDA model to extract topics from news articles and

use them to forecast market returns. My approach differs from theirs in three key

respects. First, they focus on economic news in the NYT and Washington Post

from 1980 to 2018, whereas my study utilizes all NYT sections starting from more

11There are several other differences between my paper and theirs. First, Bybee et al. (2021)
employ the traditional unsupervised LDA model and use cross-validation to select 180 topics in the
model. Their machine-selected multiple topics enable them to match contemporaneous economic
variables closely. In contrast, I employ a semisupervised LDA model to inject initial seed words to
extract the desired themes. My model uses only 15 topics (14 seeded plus one unseeded topic) as I
need to extract only the specific topics of interest. Second, while I use all sections of the NYT from
1861 to 2019, Bybee et al. (2021) focus on economic news in the WSJ from 1984 to 2014.
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than a century earlier. As emphasized by Lundblad (2007), since stock returns are

highly volatile, it is crucial to consider long time series data to reliably test for return

predictability.

Second, the method of Adämmer and Schüssler (2020), as with LDA, generates

outputs that are challenging to interpret. Using statistical criteria to optimize over

number of topics, the authors choose 100 topics for their model and identify one

of them (topic 20) as the most important. The authors conclude that this topic

represents geopolitical risk, but it is not obvious on prior conceptual grounds that

these words would be the top choices for identifying such risk. (The most important

words for this topic are “east,” “west” and “German.”) In contrast, my approach

identifies investor concern with rare disasters. and in particular war, as crucial for

return prediction.

Third, since they use an unsupervised topic model, their approach does not address

semantic changes over time.12 In contrast, my use of a semisupervised LDA model

allows us to address semantic changes via monthly estimation of the topic model.

The top-line predictability reported in their study is a remarkable out-of-sample

R2 of 6.52%. However, their initial training window for return prediction of three

years is too short for a reliable out-of-sample R2 estimate.13 In addition to finding

a strong new predictor of market returns, my study identifies investor concern with

disaster risk, and in particular war, as a determinant of asset pricing.

Manela and Moreira (2017) study how news events affect foreseen volatility and

equity risk premia. They construct news implied volatility (NVIX) from the front

12They train their topic model using news data from 1980 to 1995 and apply the trained model
to extract topic weights from news articles from 1996 to 2018. They argue that because their sample
is short, language change is not a concern (their footnote 7).

13The initial window used in my study is 10 years. An out-of-sample R2 is computed by comparing
the return forecast of a given model against the forecast using the historical mean return, which
cannot be reliably estimated with only three years of data. Consistent with this, their out of sample
R2 is highly sensitive to different start dates of the evaluation sample. As reported in their Table AV,
moving the start date of evaluation period from 1999 to 1998 or to 2001 reduces the out-of-sample
R2 to 2.3%, which is comparable to my results over the 2000-2019 sample period.
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page of WSJ starting from 1890. Using the data provided on the authors’ website, I

find that over 1900-2016 a standard deviation increase in NVIX2 is associated with

an increase in the annualized market excess return by 0.22% over the next month. A

one standard deviation increase in my War variable is associated with an annualized

market excess return of 2.7%.14

My paper differs in several ways. First, my key return predictor is perceived

disaster risk, as proxied by textual media, rather than general uncertainty. Perceived

disaster risk could potentially be left tail risk rather than variance as studied by

Manela and Moreira (2017).

Second, based on their support vector regression model training procedure, their

risk measure captures only terms that appeared in the last 20 years of their sample

period. This potentially induces look-ahead bias. In contrast, I estimate my model

on a monthly rolling basis using data from the preceding 10 years. This allows us to

address semantic changes over the 160-year sample period while avoiding look-ahead

bias.

Third, I obtain stronger and more robust return predictability. I find that War

predicts stock market return from one month to three years while their predictor,

NVIX2, does not predict returns until six months ahead. War is a powerful predictor

in both in- and out-of-sample; Manela and Moreira (2017) do not report out-of-sample

R2.15

My paper also contributes to the literature on rare disaster risks, which incorpo-

rates disaster probabilities and loss into the standard consumption-based model to

explain the high equity premium (Barro 2006, 2009; Gabaix 2012; Wachter 2013).

Compared to other studies, I present the most comprehensive test of the predictions

14I report these results in Table 3.6. In their paper, Manela and Moreira (2017) report prediction
results over 1945-2019 using NVIX2.

15NVIX’s in-sample predictive power almost disappears during the last twenty years of their
sample period. Also, when I control for NVIX or NVIX2, War is still a substantial and significant
return predictor over the entire sample.
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made by the time-varying rare disaster model or of the behavioral hypothesis that

investors overweight rare disasters.

This paper is also related to the recent literature on extracting measures of political

risk from textual data in relation to firm-level hiring and investment (see, e.g., Baker

et al. (2016); Hassan et al. (2019); Caldara and Iacoviello (2022)). Several studies,

such as Pástor and Veronesi (2013) and Brogaard and Detzel (2015), document that

the economic policy uncertainty (EPU) index in Baker et al. (2016) positively predicts

the aggregate market return over long horizons. In contrast, my War and PLS topic

index are stronger predictors of one-month returns. So my index captures a different

aspect of textual discourse and risk. My time-series prediction results remain strong

after controlling for the geopolitical risk measure (GPR) developed in Caldara and

Iacoviello (2022), and yields stronger predictability for stock and bond returns than

the dictionary approach of Caldara and Iacoviello (2022) (see Internet Appendix 3.D).

Finally, my paper contributes to the burgeoning literature on applications of mod-

ern natural language processing tools to business and economic research. A growing

body of research utilizes advanced topic modeling tools to extract thematic content

from texts.16 Unlike most finance papers that use the traditional unsupervised LDA

model, my semisupervised LDA model allows us to extract a predefined set of topics

in the news, which enhances interpretability.

3.2 Method

In this section, I briefly discuss the setup of the sLDA model (Lu et al. 2011) and my

implementation of it to extract news topics.

16See, for example, Dyer et al. (2017), Hansen et al. (2018), Larsen and Thorsrud (2019), Choud-
hury et al. (2019), Brown et al. (2020), and Bybee et al. (2021).
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3.2.1 The Stochastic Topic Model

Stochastic topic models are based on the core idea that documents can be described

as mixtures of topics, where each topic is associated with a probability distribution

over words (Steyvers and Griffiths 2007; Blei 2012). In this approach, latent topic

weights are extracted from news articles. To do so, I assume that each text document

is generated by a simple stochastic process that starts with a document-specific dis-

tribution over topics (the document-topic distribution). Each word in the document

is chosen first by picking a topic randomly from the document-topic distribution and

then drawing a word from the topic-word distribution for that topic.

The document-topic distribution for each document and topic-word distribution for

each topic (the same across documents) are unobserved parameters that are estimated

from the observable word frequencies in the document collection. I use standard sta-

tistical techniques to estimate the generative process, inferring the topics responsible

for generating a collection of documents (Steyvers and Griffiths 2007).

The most widely used topic model is latent Dirichlet allocation (LDA) as intro-

duced by Blei et al. (2003) and further developed by Griffiths and Steyvers (2004).

Under LDA, a document is generated under the hierarchical process described above.

Each word in the document is selected by first randomly selecting a topic from the

document-topic distribution, and then for that topic, the word is selected from the

topic-word distribution. Under LDA, the document-topic distribution (a vector of

probabilities over the topics) for each document is selected from a prior Dirichlet

distribution (see Appendix Section 3.A for details of the LDA and sLDA methodolo-

gies). The topic-word distribution is global; it does not depend on the document. It

is also assumed to be drawn from a prior Dirichlet distribution. Since the topic-word

distribution is a set of probabilities for drawing each possible word, the distribution

for the number of instances of each word in an entire document is multinomial with

these probabilities, with N being the number of words in the document.
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The unknown parameters of the multinomial distributions are estimated using the

frequencies of different words in the documents in the sample.17 Specifically, I use

Gibbs sampling to simulate the posterior distribution of words and documents and

estimate the two hidden model parameters, namely the document-topic distribution

(τd) and the topic-word distribution (ωk).
18

In traditional unsupervised LDA, only the number of topics K is prespecified;

the model clusters words into these topics based on word frequencies in a completely

unsupervised manner. The model automatically extracts underlying topics. The LDA

model is more likely to assign a word w to a topic k in a document d if w has been

assigned to k across many different documents and k has been used multiple times in

d (Steyvers and Griffiths 2007).

Since I am interested in uncovering the effects of specific and interpretable topics

relating to rare disaster risk, I instead employ a recent extension of LDA called

seeded LDA (sLDA) developed by Lu et al. (2011). sLDA allows users to regulate

topic contents using domain knowledge by injecting seed words (prior knowledge) into

the model. When a seed word is not present in a text collection, it does not enter the

sLDA model and has no impact on the estimation process.

3.2.2 Seed Words

A key component of an sLDA model is the set of seed words representing the prior

knowledge of each topic. As emphasized by Watanabe and Zhou (2020), a dictionary

of seed words needs to be carefully chosen based on field-specific knowledge indepen-

dent of word frequencies in the collection of texts used. Table 3.1 lists the lemmatized

seed words for each topic. (Lemmatization is the removal of word endings such as

17An exception is that the two hyperparameters of the two prior Dirichlet distributions are taken
from LDA topic modeling literature.

18Gibbs sampling is a sampling technique to simulate a high-dimensional distribution by sampling
from lower-dimensional subsets of variables where each subset is conditioned on the value of all others.
See Griffiths and Steyvers (2004) for details on the implementation of Gibbs sampling in LDA.
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s, es, ing, ed.) My seed words for War include conflict, tension, terrorism, war and

seed words for Pandemic include epidemic, pandemic.19 The seed words need to be

general fundamental concepts that have reasonably stable meanings over very long

periods. My methodology allows for the fact that the meanings of other words (such

as “nuclear”) may evolve over time or may even be neologisms that do not exist early

in the sample.20

The seed words for the non-disaster-focused topics are manually collected from

Shiller (2019). These words are discussed extensively in Shiller (2019). I also add

certain words that help define the themes of the topics. Importantly, to avoid any

look-ahead bias, in selecting the seed words, I exclude any words that were only in-

troduced recently, such as bitcoin, machine learning, or great recession. As shown in

Table 3.1, I have reclassified the 9 topics from Shiller (2019) into 12 topics to facilitate

my estimation. Specifically, as Panic and Confidence are opposing notions, I split

them into two topics. Similarly, Frugality versus Conspicuous Consumption is split

into Frugality and Conspicuous Consumption. I further divide Real Estate Booms

and Bursts into two separate topics, namely Real Estates Booms and Real Estates

Crashes.21 In addition to Stock Market Bubbles, I add Stock Market Crashes. In con-

trast, because of their similarities, I combine Labor Saving Machines and Automation

19In the setup of LDA, “tension(s)” tends to not be assigned to War in documents that talk little
about war (such as articles about tension headaches), and to be assigned to War in documents that
talk a lot about war (such as articles about international tensions).
My results remain robust, and War retains similar predictive power, when I include additional

seed words such as battle, front line, army, navy, weapons, military, officer, munitions, bombs, guns
and battalion.

20During the early 20th century, the term “nuclear” was primarily employed within the realm of
atomic structure and nuclear physics (see Rutherford (2012)). As the mid-20th century approached,
the development and utilization of nuclear weapons during World War II led to an association
between “nuclear” and the immense destructive force of such armaments (Rhodes (2012)). In the
aftermath of World War II and throughout the Cold War era, “nuclear” was increasingly linked to
the application of nuclear technology for energy production (Walker (2004)). Advancing into the
late 20th and early 21st centuries, the scope of “nuclear” broadened to encompass the concept of
nuclear families (Cherlin (2010)).

21I replace the term “bursts” with ”crashes,” as the phrase “real estate burst” is not common in
popular usage, and the word “burst” might be taken to mean a burst of positive activity, which is
not the intended meaning.
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and Artificial Intelligence into one topic.

In addition to the 14 topics discussed above, I include one additional “garbage

collector” to absorb everything else in the news unrelated to these topics.

3.2.3 Estimation

Figure 3.1 illustrates the rolling estimation scheme used in the paper. At the end of

each month t, I run the sLDAmodel using all news data over the preceding 120 months

(months t−119 to t). I use ten years of news data in the monthly estimation to balance

the amount of news data required to estimate the model and computational costs. On

average, every ten years of historical data consists of around 460,000 articles, which

should be sufficient to extract the topic weights at the time of estimation reliably.

Notably, within topic models, rolling estimation is viable only under the sLDA model

because the seed words that guide this approach provide consistency of thematic

content over time.

I use Gibbs sampling to estimate the parameters of the model. I draw 200 drawings

from the posterior distribution of zdv, the realized topic for word location v in docu-

ment d in the sLDA model, where I am conditioning on observed word frequencies.22

In each drawing, I condition on the estimated values of the parameters of the model

derived from previous drawing (where in the first draw, the initial estimate comes

from a random number generator). In the last draw, I estimate my final value of the

document-topic weights τd; that is, I estimate one 14×1 vector τd = [τ 1d , τ
2
d , . . . , τ

14
d ]

for each news article, d, in the estimation window.

I then provide estimates of model parameters that condition on month t within

the dataset. I compute the global monthly weights of each topic k (k = 1, 2, . . . , 14)

as the average weight of each topic across all articles in month t, weighted by the

22In addition to the number of topics and articles, the number of samples drawn from the posterior
distribution is a computational cost consideration in any topic model.
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length L(d) of each article:

τ kt =

∑nt

d=1 τ
k
dL(d)∑nt

d=1 L(d)
, (3.1)

where τ kt is the weight of topic k in month t, nt is the total number of news articles

in month t, and L(d) is the total number of unigrams (one-word terms), bigrams

(two-word terms), and trigrams (three-word terms) in article d.23 (Equal weighting

of topic weights across articles yields similar results.)

Although ten years of news articles are used to estimate the model each month,

the final topic weights in month t are computed from the news articles of that month

only. The final output of the estimation process is a time series of monthly weights

for each of the 14 topics. This time series is used for my economic and financial

forecasting applications.

3.3 Data

I leverage the richness of full newspaper texts using articles since the beginning of the

NYT inception. I still remove articles with limited content, such as those that contain

mostly numbers, names, or lists. I then conduct standard text processing steps, as

reported in detail in the Internet Appendix 3.B and Table 3.C.1. My analysis is based

on all articles from the NYT since 1861 and all WSJ articles since 1990.24,25 (This

23An n-gram is a sequence of n words. For instance, “San Diego” is a bigram, and “A study of
topics is needed” is a 6-gram.

24The NYT has been used in other finance research (see, e.g., Garcia (2013) and Hillert and
Ungeheuer (2019)). The NYT has received 130 Pulitzer Prizes, almost double that of its nearest
competitor. See https://www.nytco.com/company/prizes-awards/. Articles from the first ten
years of the NYT since its inception are used to estimate the first monthly topic weights. I start
my NYT sample in 1871 as the S&P 500 data is available from that year.

25Bybee et al. (2021) use all articles in the WSJ with a sample that starts in 1987. My sample
starts one hundred years earlier. Manela and Moreira (2017) include the articles from the WSJ
since 1890 but focus only on the headline and title of articles on the front page, whereas I cover
all articles. Baker et al. (2016) and Caldara and Iacoviello (2022) study an extensive collection of
newspapers but apply a dictionary approach. Caldara and Iacoviello (2022) count, each month, the
number of articles discussing rising geopolitical risks. They do not consider the number of words in
each article whereas my methodology does.
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data was provided to us by a private company.)

Then, for each month t, I create a document term matrix containing all articles

over the preceding ten years through the current month. Each row of the matrix is

an article, each column is a n-gram, and each entry is the count of that term in the

article. The document-term matrix and topic-based seed words are input into the

sLDA model to estimate monthly topic weights as described in the previous section.

To streamline the presentation, I report the results for the WSJ in Internet Appendix

3.E.

Panel A of Figure 3.C.1 plots the time series of monthly article counts in my

sample. After removing articles with limited content, since 1871, my NYT data

has more than 6.8 million news articles with a monthly average of 3,800.26 Before

1900, the NYT published about 2,000 articles a month. The number of monthly

articles increased gradually after 1900, hovering between 4,000 and 6,000 until the

end of the twentieth century. Amidst industry-wide struggles related to declining ad

revenues and subscriber bases beginning in the 2000s, the NYT started scaling down

its publishing capacity to around 2,000 articles a month during the 2010s.27 However,

the number of monthly articles surges back to just under 4,000 toward the end of the

sample. A newspaper strike occurred from 1902 to 1903, and news articles spiked at

the start of World War I.

Panel B of Figure 3.C.1 reports the average monthly article length, which is defined

as the total count of unigrams (one-word terms), bigrams (two-word terms), and

trigrams (three-word terms). (Internet Appendix 3.B provides more details on the

construction of n-grams.) While Bybee et al. (2021) consider only unigrams and

bigrams, I extend the analysis to trigrams as a majority of the seed words have

three words. Examples include real estate boom, stock market bubble, and cost push

26Data are missing for September and October 1978 (due to strikes) and thus are excluded from
Figure 3.C.1.

27For more details, see https://www.pewresearch.org/journalism/fact-sheet/newspapers/.
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inflation. Over 1871–2019, articles have an average length of 493 n-grams. Articles

tended to have around 500 n-grams until the 1920s. After that, the number hovered

just above 400 n-grams until the 1960s. Since then, article length has increased,

reaching about 600 n-grams during the 2010s.

The second set of data concerns stock market outcomes. I obtain the total S&P 500

index from Global Financial Data (GFD) with monthly data from January 1871.28

Monthly riskfree rates are downloaded from Professor Kenneth French’s website. For

monthly riskfree rates before 1927, I use the series from Goyal and Welch (2008).

3.4 Discourse Topics

I examine the contents of news topics in Subsection 3.4.1. In Subsection 3.4.2, I

discuss the summary statistics of my topics and in Subsection 3.4.3, I discuss their

time series.

3.4.1 Contents of News Topics

In a semisupervised topic model such as sLDA, the favored approach in the literature

to evaluate the choice of seed words is to investigate the most common terms within

a topic post-estimation to determine whether the topics feature the desired contents

(Lu et al. 2011; Watanabe and Zhou 2020). Hence, to investigate the contents of the

14 extracted topics, during every monthly estimation of the sLDA model, I retain the

30 most common n-grams per topic, that is, those having the highest probabilities in

that topic. Then the most important words for each topic are identified as those that

have the highest frequency over time.

28The GFD description is as follows: “The S&P 500 Total Return Index is based upon GFD
calculations of total returns before 1971 [. . . ] Beginning in 1871, data are available for stock dividends
for the S&P Composite Index from the Cowles Commission and from S&P itself. I used this data to
calculate total returns for the S&P Composite using the S&P Composite Price Index and dividend
yields through 1970, official monthly numbers from 1971 to 1987, and official daily data from 1988.”
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To visualize each topic, I create word clouds using the top words from each topic;

the higher the frequency of a word in the topic, the larger the word size. I report the

word clouds of six main topics (based on their weights in the PLS index discussed

next) in Figure 3.2, and the remaining topics in Figure 3.C.2 in the Internet Appendix.

As indicated by Figure 3.2, the sLDA model seems to perform well at extracting

these topics from the NYT articles. For example, the most common terms for War

extracted by the model are conflict, war, government, tension and for Panic are panic,

fear, crisis, depression, recession, hard time, all of which strongly overlap with the

seed words. Although both War and Panic feature stress and anxiety, they capture

distinct themes, and their correlation is -17% as reported in Table 3.C.2. The top

words forMonetary aremoney, gold, silver, inflation, bank ; for Real Estate Booms are

bubble, boom, speculation, price increase; and for Boycott are boycott, outrage, strike,

moral, anger, community, protest. Except for Pandemic, the thematic contents of

these extracted topics are consistent with the predefined list of seed words.

3.4.2 Summary Statistics

I report the summary statistics for the 14 topic weights in Table 3.2. War receives

the most attention on average, with a mean time-series weight of 9.7%. About 10%

of the monthly NYT articles use one of the War words at least once. Table 3.2 shows

that War is also the most volatile topic with a standard deviation of 3.7%, followed

by Stock Market Crash at 3.1%.

For predicting stock market returns, I create a composite topic index by extracting

and combining the signals most relevant to return prediction from all topics via the

two-step PLS method, which has recently gained wide popularity in the literature

(Kelly and Pruitt 2013, 2015; Huang et al. 2015, 2020). As a first step, the time series

of each topic weight is regressed on the time series of next-month market returns using

the whole sample. Second, in each period t, the vector of topic weights is regressed on
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the vector of slopes obtained in the first step. The slope in the second step regression

is a value of the PLS index in period t. The construction of the PLS index for in-

sample analyses uses the total sample from 1871 to 2019 as in the approach of Huang

et al. (2015) and Huang et al. (2020). For the out-of-sample analysis, I recursively

reconstruct the PLS index every month using only the information available up to

that month.

The second to last column of Table 3.2 reports the PLS loadings (the slope in

the time-series regressions) for all topics. In this methodology, only the relative PLS

weights of the components are meaningful. War receives the highest weight, and its

positive loading indicates that War is a positive predictor of market returns. Other

essential topics in the PLS index include Real Estate Booms, Pandemic, and Panic.

Surprisingly, the topics receiving the smallest weights are Stock Market Bubbles and

Stock Market Crashes. These facts are potentially useful for future theorizing about

economic narratives and the stock market.

The last column of Table 3.2 reports the correlations between the 14 topics and

the PLS index. As expected, the PLS index is highly correlated with War with a

correlation coefficient of 82%.

3.4.3 Time Series of Discourse Topics

Next, I examine fluctuations in topic weights over time. I plot the time series of

each demeaned topic weight against excess market returns from January 1871 to

October 2019. The results for the six main topics and the PLS index are displayed

in Figure 3.3, and the remaining topics are shown in Figure 3.C.3 in the Internet

Appendix. As can be seen from the graphs, except for War, the topics do not display

any clear patterns. Thus, I focus my discussion on the time series of War.

Figure 3.3 describes the time series of War. War spiked in the 1870s, the Re-

construction period after the American Civil War. It also surged during the 1890s, a
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period that featured the Spanish-American War in 1898 and the Philippine-American

War of 1899–1902. War rose to its highest since the start of the sample during World

War I from 1917 to 1918. It remained low during the 1920s and 1930s before surg-

ing again during World War II. War reached its all-time high in 1963 due to major

developments of the Vietnam War.

As shown later in this paper, the predictive power of War for the stock market

has been stronger in recent decades. In Figure 3.4, I focus on the time series of War

over the last 30 years of the sample. I track the ten articles with the most significant

contributions to the ten highest monthly scores of War hikes since 1990.29 Over the

last 30 years, War spiked in the early 1990s during the Gulf War, and surged again

at the end of 2001 after the 9/11 terrorist attack. In recent years War has remained

high, especially from 2014 to 2018. During this time, the important articles reflect

the climate of the period: stories are full of international tensions, notably including

the Russian annexation of Crimea and the nuclear weapons threat from North Korea.

3.5 Discourse Topics as Stock Market Predictors

I next address the primary research question of the paper: do rare disasters and

non-disaster-focused discourse topics predict the U.S. stock market return? In Sub-

section 3.5.1,we consider one-month return prediction. In Subsection 3.5.2 I consider

long-horizon prediction. In the later subsections, I control for standard return pre-

dictors from past literature and examine whether discourse topics have incremental

predictive power.

29Each month, the most influential article is the article with the highest product of article-level
topic weight and article length, i.e., the numerator in Equation (3.1). Equal weighting, ignoring the
article length, can help one identify slightly different influential articles. Still, these other articles
are generally thematically similar to the most influential articles reported here.
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3.5.1 Predicting One-Month-Ahead Returns

To investigate the return predictive power of discourse topics, I run the following

standard predictive regression:

Re
t+1 = α + βxt + ϵt+1, (3.1)

where Re
t+1 is the annualized excess market return over the next month, xt is one of

the topics or the topic PLS indexes standardized to zero mean and unit variance, and

β, the coefficient of interest, measures return predictability. The reported t-statistics

are computed with Newey and West (1987) standard errors.

Table 3.3 reports the results. Over the whole 1871-2019 sample, among the 14

topics, War is the strongest positive predictor, with the coefficient statistically sig-

nificant at the 1% level. Economically, a one-standard-deviation increase in War is

associated with a 3.8% increase in the annualized excess return in the next month.

In addition to the full sample analysis, I run predictive regressions over three

subperiods: 1871-1949, 1950-2019 and 2000-2019. This addresses possible concerns

about text quality in the earlier part of the sample. Furthermore, it is interesting to

examine whether financial market behavior is different during the latest two decades,

with the rise of internet usage and new communication technologies. The results

during this period may be the most relevant for the future, as emphasized in Goyal

and Welch (2008).

The positive association between War and future market returns remains in both

subperiods with significance at the 5% level. Furthermore, War yields an impressive

forecasting power over the past two decades with a coefficient of 9.8%, significant at

the 1% level, and an in-sample R2 of 3.4%.

Among the remaining economic discourse topics, Pandemic and Real Estate Boom

are negative return predictors over the whole sample, both significant at the 5%

level. In contrast, Panic is a positive predictor of market returns, significant at the
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10% level. Among these non-war topics, only Real Estate Boom yields meaningful

predictions across all subsamples.

The last portions of Table 3.3 report return prediction results using the PLS

method. The PLS index constructed from all 14 topics predicts returns more strongly

than War alone. Over the total sample, a one-standard-deviation increase in the PLS

index is associated with a 6.1% increase in the annualized return in the next month,

with an in-sample R2 above 1%. Moving from earlier to later subsamples, the PLS

index displays increasingly strong predictive results, significant at the 1% level even

in the early subsamples. This suggests that the combined information in all topics

has predictive power for long time-series data.

I also examine the predictive power of only the topics discussed by Shiller (2019).

To do so, I construct the “Shiller PLS” index by excluding War and Pandemic and

report the prediction results using this index in the last row of Table 3.3. Accordingly,

the Shiller PLS index displays similar prediction patterns as the composite PLS index,

albeit with smaller magnitudes. For example, over the whole sample, the Shiller PLS

has a prediction coefficient of 4.8% and an R2 of 0.6% compared to 6.1% and 1.1%,

respectively, of the composite PLS index.

Following Golez and Koudijs (2018), I compute the cumulative in-sample R2 in

predicting the next month return, reported in Panel A of Figure 3.5. An upward trend

indicates a predictor performs well during the sample period. Both War and the

composite PLS index experience poor performances during 1910–1930 but strongly

recover after that. Again, both cumulative R2 suffer from a slight decline for a short

period before 2000.

Overall, Table 3.3 indicates that War and the PLS index are strong market pre-

dictors, and their forecasting power increases in more recent periods. The predictive

power of War and the PLS index is most pronounced from 2000–2019. I conjecture

that the digitization of news and the technology that accelerates the diffusion of in-
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formation drive this result. This result is consistent with that of ?, who find strong

market predictive power in the sentiment of photos and text starting in 2010s.

3.5.2 Predicting Long-Horizon Returns

I have found that War and the PLS index predict market returns at a one-month

horizon. I now examine the long-horizon predictive power of War and the PLS index

by running the predictive regression:

Re
t+1→t+h = α + βxt + ϵt+1→t+h, (3.2)

where Re
t+1→t+h is the annualized excess market return over the following h months,

xt is either War or the PLS indexes, and β, the coefficient of interest, measures

the strength of predictability. In addition to the composite PLS index constructed

using the whole sample reported in Table 3.4, to avoid look-ahead bias I also use an

“expanding PLS” index computed every month using only the data available up to

that month. To account for potential autocorrelations of the residuals in the long-

horizon predictive regressions, I compute the Newey and West (1987) standard errors

with corresponding h lags.

The first row of each panel in Table 3.4 repeats the results for h = 1 for comparison.

Panel A of Table 3.4 reports the results for the full sample from 1871 to 2019. Over

these 159 years, War and the two PLS indexes significantly predict market returns up

to 36 months ahead. The PLS using the whole sample is built to optimize in-sample

predictive power. As expected, the expanding PLS index yields smaller coefficient

estimates and in-sample R2.

In the subsample analysis, the predictive power of War is relatively weak during

the first half of the sample period (significant at the 5% level for the one-month

horizon). Still, it is significant at the 5% level from one- to six-month horizons during

the second subperiod (1950 to 2019). The predictive power of the whole-sample PLS
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index is significant at the 1% level one month ahead and at the 5% level for other

horizons (except 24 months) during the first half of my sample period. The results

become stronger during the second half.

The strongest effects are obtained starting from the year 2000. War yields im-

pressive predictive power over the last 20 years of the sample; its in-sample adjusted

R2 ranges from 3.4% (1 month) to 18% (36 months). During this period, the whole-

sample PLS index yields strong results (significant at the 1% level) across all fore-

casting periods. As for economic magnitudes, a one-standard deviation increase in

War is associated with an annualized increase of 9.8% in next month return over the

2000-2019 period. The corresponding number for the PLS index is 12.2%. The mean

S&P500 annualized return during the same period is 3.96% suggesting the predictive

power of War and the PLS index is economically substantial.

3.5.3 Predicting One-Month-Ahead Returns: War versus

Economic and Topic Predictors

The previous two subsections show that War is a strong predictor of stock market

returns. I next investigate whether War has predictive power beyond standard eco-

nomic predictors and the remaining 13 topics studied in this paper. For economic

predictors, I include the dividend-price ratio (DP), earnings-price ratio (EP), divi-

dend payout ratio (DE), stock variance (SVAR), and T-bill rate (TBL) from Goyal

and Welch (2008). I include these variables since they are available for my full sample

period of 1871 to 2019. I run the following bivariate regression:

Re
t+1 = α + βWart + γzt + ϵt+1, (3.3)

where zt is either each of the economic or remaining topic predictors. All indepen-

dent variables are standardized to zero mean and unit variance and t-statistics are

computed with the Newey and West (1987) standard error.
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Panel A of Table 3.5 reports the results for the economic predictors. In all bivariate

regressions between War and each economic predictor, War remains significant at

the 1% level with economic magnitude larger than those of the economic predictors.

In the final column of Panel A, when I run a kitchen sink regression that includes

War and all economic predictors,30 War is still significant at the 5% level.31

In Panel B of Table 3.5, whenWar is tested against the remaining topic predictors,

its statistical and economic significances remain intact in either bivariate or kitchen

sink regressions.

Overall, I find that investors’ perception of war risks as captured by my War index

is a robust predictor of stock market returns and outperforms other common economic

variables and non-disaster-related discourse topics in predicting the next one-month

market returns.

3.5.4 Predicting One-Month-Ahead Returns: War versus

Other Media-Based Uncertainty Indexes

In the previous subsection, I show thatWar as a measure of disaster risks has stronger

predictive power than common economic predictors and non-disaster-focused dis-

course topics. However, the literature has introduced other news-based proxies for

disaster risks, notably including the news implied volatility (NVIX) from Manela and

Moreira (2017) and the geopolitical risks (GPR) from Caldara and Iacoviello (2022).32

I now investigate whether my War contains incremental predictive power over these

two measures.

In Panel A of Table 3.6, I use War, NVIX2, and GPR to predict the excess market

return one month ahead as in Equation (3.3). I first run univariate regressions and

30I exclude DE to avoid perfect collinearity because it is a linear combination of DP and EP.
31In Table 3.C.3, I document that the predictive power of War remains intact when I control for

market returns, conditional skewness, and conditional volatility.
32I thank the authors of these papers for making their data available.
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then compare War and GPR against NVIX2. I do not directly compare War with

GPR because the two variables are highly correlated (correlation of 60%) over the

sample period January 1900 to March 2016.33 In contrast, War and NVIX2 have a

-5% correlation.

Over this period, both War and GPR are positive return predictors, significant at

the 5% and 10% levels, respectively, where War yields a larger economic magnitude.

In contrast, NVIX2 does not predict the market at the one-month horizon, consistent

with the results in Manela and Moreira (2017). I observe the same results over the

sub-sample 1950-2016. Over the most recent sample, 2000-2016, War dominates in

terms of both economic and statistical significance.34

Overall, War produces stronger short-term predictive power for market returns

than the other two media-based disaster risk measures, especially after 2000.

3.5.5 Predicting One-Month-Ahead Returns: War versus

Crisis Event Counts

In a previous study, Berkman et al. (2011) measureinvestor perceptions of disaster

risks by counting the number of crisis events each month. I now run a horse-race test

of the effectiveness of this measure, which is based on actual crisis events, versus my

media-based measure, which is based on textual discourse, in predicting returns.35 I

include the aggregate crisis index as this is the main variable studied in Berkman et al.

(2011) and the war count index as this is mostly related to my War. In Panel B of

Table 3.6, I show that over the 100-year period 1918-2018, both news-based (War) and

event-based (CWar) war indexes predict next-month market returns, both significant

at the 5% level. However, over the two subsamples 1950-2018 and 2000-2018, War

33NVIX is only available until March 2016. Following their paper, I use NVIX2 in my analyses.
Using NVIX yields almost the same results.

34In unreported results, when I put three predictors together in the same regression, War drives
out the significance of GPR during the period 2000-2016.

35The data is updated to 2018 and available at https://sites.duke.edu/icbdata/.
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dominates the event count indexes.36

I conclude that investors’ perception of rare disaster risks as extracted from news

media is an important predictor of stock market return, even after controlling for

event-count variables.

3.5.6 Predicting One-Month-Ahead Returns: Controlling for

Economic Variables

In the previous subsections, I show that War outperforms 5 economic variables, 13

topics, and numerous crisis event count as indexes in predicting next month stock

returns. In this subsection, I extend the list of economic variables and consider the

following bivariate predictive regression:

Re
t+1 = α + βxt + γzt + ϵt+1, (3.4)

where zt is one of the economic predictors. Following Huang et al. (2020), I include

as economic predictors the 14 variables from Goyal and Welch (2008), the output gap

from Cooper and Priestley (2009), and the short interest index from Rapach et al.

(2016).

The “Univariate” column in Panel A of Table 3.7 reports the results of single

predictive regressions when each of the 16 economic variables is used alone to predict

the next month’s excess market return. As shown in Goyal and Welch (2008), most

of these variables are not significant as a market predictor. The Treasury Bill rate

and short interest are negative predictors, significant at the 5% level. At the same

time, the long-term bond return is the only significant positive predictor, marginally

significant at the 10% level. The last row reports the prediction results with a PLS

index constructed with 16 economic variables (hereafter, the economic PLS index).

36In Appendix Section 3.C, I explore a larger set of real crisis events obtained from Global Finan-
cial Data. I create dummy variables to capture the occurrences of the following events: recessions,
bank failures, wars, natural disasters, epidemics, and any of them. As reported in Table 3.C.5, War
retains its predictive power after controlling for these events.
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War is significant at the 10% level.

In the “Bivariate” column of Panel A, the topic PLS index is tested against each

economic predictor in bivariate regressions. The PLS index is used instead of War as

the former inherits the latter’s features and is a stronger predictor. The PLS index

remains significant at the 5% level or stronger against the 16 economic predictors.

Finally, when tested against the economic PLS index, the topic PLS index remains

significant at the 10% level and drives out the significance of the economic index.

Overall, the results indicate that the discourse topics contain substantial information

for predicting market returns beyond that in standard economic predictors.

3.5.7 Predicting One-Month-Ahead Returns: Controlling for

Uncertainty and Sentiment Variables

The previous section documented that the topic PLS index contains valuable insights

into market returns. I now test whether the topic PLS index has incremental ability

to predict returns in comparison with other well-known uncertainty or sentiment

variables. Recently, ample measures have been introduced into the literature, notably

the financial and macro uncertainty indexes from Jurado et al. (2015), the economic

policy uncertainty index from Baker et al. (2016), and the disagreement index from

Huang et al. (2020). Another commonly used measure of uncertainty is the Chicago

Board Options Exchange’s Volatility Index (VIX).

Another strand of the predictability literature studies sentiment measures. The

most influential of these is the investor sentiment index of Baker and Wurgler (2006)

(hereafter BW sentiment), which has been documented to have predictability over

small and hard-to-value stocks. Huang et al. (2015) extract the components most rel-

evant to market returns from the BW sentiment using the PLS method to construct a

powerful predictor (hereafter PLS sentiment). Jiang et al. (2019) construct manager

sentiment from corporate filings to show that manager sentiment has predictability
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beyond what is captured by investor sentiment. Moreover, Tetlock (2007) and Garcia

(2013) find that sentiment extracted from news articles predicts daily market returns.

To construct news sentiment from the NYT, I compute the difference between the

percentages of positive and negative words belonging to the sentiment dictionary

developed in Loughran and McDonald (2011) (the most well-known sentiment dictio-

nary in finance research). Finally, I also include the two U.S. stock market confidence

indexes introduced by Shiller: the one-year confidence index and the crash confidence

index.37

The “Correlations” column of Panel B of Table 3.7 reports the pairwise correlations

between the topic index and each uncertainty and sentiment index. The topic PLS

index has a significant 26% correlation with the economic policy uncertainty in Baker

et al. (2016) and a significant -19% correlation with the manager sentiment index

in Jiang et al. (2019). Furthermore, the topic PLS index is significantly negatively

correlated with Shiller’s one-year confidence index (correlation -30%).

The “Univariate” column of Panel B reports the univariate prediction for each

uncertainty and sentiment variable. I find that the disagreement index, PLS sentiment

index, and manager sentiment index show strong prediction results, consistent with

previous papers. The financial uncertainty index by Jurado et al. (2015) is a negative

predictor, significant at the 5% level. The economic policy uncertainty index of Baker

et al. (2016) is not significant in a one-month regression, consistent with previous

studies (see, e.g., Pástor and Veronesi (2013) and Brogaard and Detzel (2015)).

In the “Bivariate” column of Panel B, I test the topic PLS index against the

other sentiment and uncertainty variables. The PLS index remains significant in each

multivariate predictive regression (at the 10% level or stronger). The last row of

Table 3.7 reports the results with the PLS index constructed from all the uncertainty

37These indexes are available at https://som.yale.edu/faculty-research-centers/centers-
initiatives/international-center-for-finance/data/stock-market-confidence-indices/united-states-
stock-market-confidence-indices.
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and sentiment variables, against which the PLS index remains significant at the 5%

level.

The results in Table 3.7 indicate that the discourse topic index contains valuable

information about market returns after controlling for the strong market predictors

recently proposed in the literature.

3.5.8 Robustness Checks

I next consider the robustness of my results with respect to several features of the

empirical design. Lu et al. (2011) suggest using a number of topics equal to the

number of seeded topics plus one.38 It would not be appropriate to optimize the

number of topics using the entire sample period to maximize ex post predictive power,

as this would expose the study to look-ahead bias. Another possibility might be to

use statistical methods such as Bayes factors or cross-validation to select the optimal

number of topics during each monthly estimation. However, under such an approach,

the optimal numbers of topics can change from month to month. As a result, monthly

changes in topic weights would not be attributable to the shifts in public attention

to different topics that are central to my approach.

In this paper, since I am interested in studying 2 disaster-focused topics and 12 non-

disaster topics from Shiller (2019), I only include 15 topics in sLDA (14 seeded plus

1 unseeded topic). My exogenous specification of the number of topics is consistent

with the view in Gentzkow et al. (2019) that in many applications of topic models,

the goal is to provide an intuitive description of text rather than infer underlying

“true” parameters. My out-of-sample return predictability tests provide a validation

that my specification of the number of topics generates meaningful results.

38The rationale for adding an unseeded topic is to allow the model to discover and consider an
additional topic that may not be captured by the seeded topics provided. By using the number of
seeded topics plus one, the model can better accommodate any unforeseen or unanticipated topics
that are relevant to the data but were not part of the initial seeded topics. This approach helps
strike a balance between incorporating prior knowledge through seeded topics and remaining flexible
enough to account for any new information or patterns that may arise from the data during analysis.
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To evaluate the robustness of my findings with respect to the number of topics

and the number of seed words, I focus on the 2000-2019 sample since this period

shows the strongest return predictive power. For the number of topics, I experiment

by increasing the number of unseeded topics to 50 while keeping the seeded topics

unchanged and find that the predictive power for War is robust.

For the number of seed words, Lu et al. (2011) do not provide a guideline but

mention in their footnote 6 that the number of seed words can be expanded depending

on the size of the topic. I try varying numbers of seed words, duplicates in seed words

within and across the topics, and the types of seed words such as unigrams, bigrams,

or trigrams. I experiment with each of these choices subsequently while keeping other

specifications of the model unchanged and find that the predictive power of War

remains robust.39

As detailed in Internet Appendix 3.B, I create n-grams within punctuation bound-

aries before removing stop words. I then remove bigrams containing stop words be-

cause these bigrams add no additional value to topic estimation beyond the unigrams

contained therein. I also remove trigrams containing stop words unless the stop word

is a preposition in the middle position. My n-gram creation method ensures I only

consider meaningful terms in the text data. However, I also experiment with remov-

ing stop words before creating n-grams and retaining all the resulting n-grams and

find consistent results for War over 2000-2019.

When cleaning the texts, I remove articles containing mostly numbers, names,

and lists (i.e., articles having limited content) by manually examining the patterns of

their titles. As a robustness check, I keep all news articles in my data set and find

qualitatively similar results for War.

I also examine the strategy of using a very large number of topics. In such a case,

39Specifically, I first vary the number of seed words while keeping other specifications unchanged.
I then vary duplicates of seed words while keeping other specifications unchanged. Finally, I vary
the types of seed words and while keeping everything else unchanged.
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the weights of seeded topics can be approximated by the frequency of the seed words

in the corpus. So, I investigate this case by constructing topic weights as the counts

of seed words scaled by the article length and present the results in Internet Appendix

3.D. Frequency-based topic weights still yield results consistent with the sLDA ones,

but their out-of-sample performance is weaker.

3.6 Out-of-Sample Analysis

The predictability results in Section 3.5 are obtained by pooling within the 150-year

sample. Such tests are subject to look-ahead bias, as with past studies that perform

in-sample predictability tests or that use in-sample information to construct return

predictors. To address this concern, I now perform an out-of-sample analysis, as

is required to offer real-time economic value to investors (Goyal and Welch 2008).

I conduct two standard out-of-sample tests to investigate whether discourse topics

can help investors make better investment decisions: out-of-sample R2 and certainty

equivalent return (CER) gains.

3.6.1 Out-of-Sample R-Squared

Following Campbell and Thompson (2008), I compute the following well-known out-

of-sample R2 statistic:

R2
OS = 1−

∑T−1
t=p

(
Re

t+1 − R̂e
t+1

)2
∑T−1

t=p

(
Re

t+1 − R̄e
t+1

)2 , (3.1)

where Re
t+1 is the realized excess market return, R̂e

t+1 = f̂t(xt) is the predicted excess

return with f̂t(xt) being a function of the predictors recursively estimated using only

the training window, R̄e
t+1 is the historical mean excess return computed over the

training window, and p is the size of the initial training window. I employ an ex-

panding estimation window to incorporate all available information into formulating
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future forecasts and begin the evaluation period in January 1881 (10 years from the

sample’s start).

I benchmark the out-of-sample results of the 14 topics against the six predictors

from Goyal and Welch (2008), including dividend-price ratio, dividend yield, earnings-

price ratio, dividend payout ratio, stock variance, and Treasury-bill rate, all of which

are available from 1871.

I use two approaches to estimate the function ft(xt) recursively. First, I specify

ft(xt) to be a linear function of the 14 topics and 6 other predictors. Second, I specify

ft(xt) to be a function of all 14 topics or all 6 other predictors estimated via PLS as

described in Section 3.4. Also, recall that my topic weights are extracted monthly

using data over the past ten years, so there is no look-ahead bias in the out-of-sample

analysis.

When a predictor outperforms the historical mean benchmark in forecasting future

returns, it produces a lower mean squared forecast error (MSFE) than the historical

mean. Thus, the R2
OS will be greater than zero. To test the significance of R2

OS, I

report the Clark and West (2007) MSFE-adjusted statistic.

Panel A of Table 3.8 reports the results from OLS regressions using individual

predictors. Among the six economic predictors, only Treasury Bill produces a positive

and significant R2
OS over the whole evaluation period, yet the magnitude is tiny at

0.07%. Meanwhile, among the 14 topics, during 1881–2019, War, Pandemic, and

Real Estate Boom yield a significant R2
OS (0.17%, 0.08%, and 0.19%, respectively).

Except for Pandemic, War and Real Estate Boom continue to deliver out-of-sample

(henceforth, OOS) predictive power over the past 20 years with magnitudes much

larger than the whole-sample results, at 1.35% and 1.13%, respectively. Consistent

with the in-sample results in Section 3.5,War displays strong out-of-sample predictive

power in recent periods.

Panel B of Table 3.8 combines the signals of individual predictors via PLS. Com-
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bining all six other predictors produces negative R2’s across all sample periods. Over

the whole sample, combining all topics via PLS yields a negative R2
OS. However, in the

two most recent subsamples, the topic PLS method delivers strong predictive power,

producing R2
OS’s of 0.95% over 1950–2019 and 2.23% over 2000–2019, both signifi-

cant at the 1% level. The predictive power of the topic PLS provides an economically

substantial superior performance compared to the R2
OS of 1.7% from Gómez-Cram

(2022) using macroeconomic indicators over the last twenty years. In the last row of

Panel B, I use only the 12 topics from Shiller (2019) in the PLS estimation, which

yields negative R2
OS’s in all samples.

Panel B of Figure 3.5 plots the cumulative out-of-sample R2 for War and the PLS

method using all 14 topics. An upward trend indicates good performance during

that period. Consistent with Table 3.8, War and the PLS method do not perform

well during the first half of the sample, especially from 1910 to 1930, in which both

display a steep downward slope in the cumulative R2
OS. From 1930 to 1990, both War

and the PLS method feature steadily upwards trends, with the PLS method having

a much steeper slope. However, both encounter a decline during the 1990s before

having a turnaround during the last two decades of the sample.

Overall, I find that discourse topics outperform standard return predictors in out-

of-sample prediction, especially during recent decades. These findings corroborate

the in-sample results of earlier sections that the predictive power of discourse topics

is stronger in recent periods.

Recent research has documented that sentiment variables have stronger predictive

power during recessions and high sentiment periods when mispricing is likely to be

prevalent owing to short-sale constraints (see, e.g., Garcia (2013), Huang et al. (2015),

and Jiang et al. (2019)). I investigate whether my news topics follow the same pat-

tern by decomposing the whole sample into expansions and recessions as well as high

and low sentiment periods and compute the in- and out-of-sample R2’s during each
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subperiod. As reported in Table 3.C.6, discourse topics better predict the market re-

turn during low sentiment periods. However, I find no evidence of different predictive

powers across the business cycles. These results highlight that the predictive power

of discourse topics operates via a different channel from that of sentiment.

3.6.2 Asset Allocation Implications

I next examine the economic value of news topics from an asset allocation perspective.

Following Campbell and Thompson (2008), I compute the certainty equivalent return

(CER) gain and Sharpe ratio for a mean-variance investor who optimally allocates her

portfolio between the stock market and the riskfree asset using out-of-sample return

forecasts.

At the end of period t, the investor optimally allocates

wt+1 =
1

γ

R̂e
t+1

σ̂2
t+1

(3.2)

of the portfolio to equities during period t+1, where risk aversion coefficient γ is set

to three following Huang et al. (2020),40 R̂e
t+1 is the predicted excess return, and σ̂2

t+1

is the variance forecast. The investor then allocates 1 − wt+1 of the portfolio to the

riskfree asset. The t+ 1 realized portfolio return is

Rp
t+1 = wt+1R

e
t+1 +Rf

t+1, (3.3)

where Rf
t+1 is the riskfree return. Following Campbell and Thompson (2008), I use

a rolling window of 60 months to estimate the variance forecast of the excess market

return, constrain wt to be between 0 and 1.5 to exclude short sales, and allow a

maximum 50% leverage.

40To conserve space, the results with a risk aversion coefficient of five are not reported but are
similar to the reported results.
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The CER of the portfolio is

CERp = µ̂p − 0.5γσ̂2
p, (3.4)

where µ̂p and σ̂2
p are the samples mean and variance, respectively, for the realized

portfolio returns over the evaluation period. The CER gain is the difference between

the CER for an investor who uses a forecasting model to predict the excess market

return and the CER for an investor who uses the historical mean forecast. I annualize

the CER gain by multiplying by 12 so that it can be interpreted as the maximum

annual management fee the investor is willing to pay to gain access to the predictive

forecasts. In addition to the CER gain, I compute the annualized monthly Sharpe

ratios of the portfolio’s realized returns. I test the statistical significance of the CER

gain and the Sharpe ratios (against the historical mean benchmark) using the test

statistics in DeMiguel et al. (2009).

Panel A of Table 3.9 reports the asset allocation results when individual predictors

are used to make return forecasts. Treasury Bill produces the highest utility gains

among all predictors during 1881–2019 at 1.31%, while Money comes in second at

1.03% and War comes third at 0.86%. While Treasury Bill continues to deliver utility

gains over each subsample, over the past 20 years, EP (the earnings price ratio) and

War produce better allocation performance at 3.88% and 2.01%, respectively.

Panel B of Table 3.9 shows that over 2000-2019, results via PLS yield a utility

gain of 4.11%, the highest among all setups considered. Consistent with the OOS

R2 results, using all 14 topics yields superior performance to utilizing only narratives

from Shiller (2019).

The right panel of Table 3.9 shows the results for the annualized Sharpe ratio.

Among all the individual predictors in Panel A, Treasury Bill yields the best results

for the whole sample, followed byMoney andWar. Combining all economic predictors

or topics via PLS only delivers significant results from 2000-2019. As a benchmark,
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the last row reports the annualized monthly Sharpe ratio from buying and holding

the S&P 500 index in the corresponding periods. Allocations using the combination

of topics outperform the buy-and-hold strategy in general.

Overall, the allocation results suggest that using return forecasts from War or the

combination of discourse topics via PLS offers real-time economic values to investors.

The economic gains increase over time, consistent with the R2
OOS results.

3.7 War and Predictability of Bond Returns

I have shown that War is a positive stock market predictor. This is consistent with

the disaster risk model (Barro 2006, 2009), or with a behavioral model in which

rare risks are overestimated or overweighted in investors’ expected utility functions.

Gabaix (2012) theoretically shows that disaster risks should also affect bond risk

premia. Specifically, disaster probabilities should increase risk premia on risky bonds

such as long-term high-yield corporate bonds and decrease risk premia on safe bonds

such as short-term government and investment-grade corporate bonds. A behavioral

setting in which investors overweight rare risks suggests a similar prediction. I now

test these predictions.

Specifically, I run the following predictive regression:

Re
t+1→t+h = α + βWart + ϵt+1→t+h, (3.1)

where Re
t+1→t+h is the annualized excess returns over the next h months on Treasury

bond indexes, investment grade, and high-yield corporate bond indexes, and Wart, as

before, is War standardized to zero mean and unit variance. I consider the prediction

horizons of 1, 3, 6, and 12 months ahead. The Treasury bond indexes are from

Datastream and available from December 1988 to October 2019; the corporate bond

indexes are from S&P and available from January 1993 to October 2019. To measure

the statistical strength of β, I report the Newey and West (1987) standard error with
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h lags.

Panel A of Table 3.10 reports the results for Treasury bonds. I consider first the

whole sample 1988-2019 over which the data for Treasury bond indexes are available.

During this period, War does not have a discernible impact on government bonds’

excess returns. I next consider the post-2000 period, in which War displays the most

robust predictive power for stocks. During this sample, War negatively predicts

excess returns over the next 1 up to 12 months ahead on short-term Treasury bonds

having a maturity of up to 7 years. For longer-maturity Treasury bonds, War has no

predictive power.

For investment grade corporate bonds in Panel B, over 1993-2019, War is a neg-

ative predictor of excess returns of bonds maturing in under one year, marginally

significant at the 10% level. From 2000-2019, the impact is more substantial and

powerful than in the longer sample period, for bonds with a maturity of 3 years or

less.

For high-yield corporate bonds in Panel C, War positively predicts excess returns

on bonds having 3 years or more until maturity over the whole sample 1993-2019.

The most robust predictability is found in 5-7 year high yield bonds, significant at

the 5% level for the next month’s return. For the 2000-2019 sample, War is still

a positive predictor of subsequent one-month excess returns on high-yield corporate

bonds ranging from 3 to 10 years to maturity.

I also perform the out-of-sample predictions of bond excess returns using War and

report the results in Table 3.11. To facilitate comparison among different types of

bond indexes, I limit the sample to the range of January 1993 to October 2019. I

employ an expanding estimation window using the first 10 years of the sample as the

initial estimation window. I find, consistent with the in-sample results, that War has

out-of-sample predictive power for returns of short-term government bonds (1-3 years

to maturity) and investment-grade corporate bonds (0-1 years to maturity). War
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also yields significant R2
OS’s for following one-month returns on high-yield corporate

bonds having 3 to 10 years of maturity.

Overall, my bond prediction results are consistent with the predictions of the rare

disaster risk model and with behavioral models in which rare risks are overweighted

by investors. While the empirical disaster probability captured by War is a neg-

ative predictor of safe assets such as short-term government bonds and investment

grade corporate bonds, it is associated with an increase in the return premia of risky

investments such as stocks and mid- to long-term high-yield corporate bonds. The

absolute coefficients on high-yield bonds are about seven to 15 times larger than those

of investment-grade bonds with the same maturity.

3.8 Conclusion

I test the hypothesis that rare disaster risk is priced (or mispriced) by extracting

market attention to rare disasters from news media. This helps overcome the chal-

lenge of scant data on realized disasters. It also has the advantage (from a behavioral

perspective) of focusing on investor attention to and perceptions of disaster, which

may differ from objective risks. I provide the most comprehensive analysis for empiri-

cally testing for pricing effects of disaster risk. In addition to two topics covering rare

disaster risks (War and Pandemic), I also examine 12 non-disaster-focused narratives

from Shiller (2019).

I employ an advanced natural language processing tool called sLDA to extract

discourse topics from nearly seven million New York Times articles over the past 160

years. I create a list of topic-based seed words to input into the sLDA model to guide

the topic extraction process. I employ a rolling estimation scheme to include only

historical news data at every estimation time; thus, my measure avoids look-ahead

bias and addresses changes in semantic usage over time.
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Among the discourse topics considered, the most important is War, which encom-

passes various themes related to the danger of armed conflict. I find that War and

an index constructed from all topics are strong positive predictors of the stock mar-

ket return. I find the predictive power of War increases through the sample period

and the predictive power of discourse topics holds at both the market and portfolio

levels.41 The predictive power of War remains even when extracted from a different

media outlet, the WSJ.

ThatWar positively predicts excess market returns is consistent with the literature

on rare disaster risks, or with the behavioral hypothesis that investors overweight the

prospect of rare disasters. Barro (2009) finds that the probability of rare disasters

can explain the high equity premium. During times when the probability of a rare

disaster is higher, the equity premium should be higher, which is consistent with my

finding that War is associated with higher subsequent stock returns. Alternatively,

if investors overweight rare risks (either owing to overestimation of probability owing

to salience or the overweighting of low probability events in the cumulative prospect

theory utility function), I again expect higher war media discourse to be associated

with high future returns.

My results also confirm the prediction of Gabaix (2012) (or of a behavioral setting

where agents overweight rare disasters). I find that War increases the excess returns

on mid- to long-term high-yield corporate bonds. In contrast, War negatively predicts

excess returns on safer investment instruments such as short-term government bonds

and investment-grade corporate bonds.

41See Table 3.C.7 for portfolio prediction results.
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Figure 3.1. Estimation Scheme

This figure plots the rolling estimation scheme for the sLDA model. Every month t, news articles
in the previous 120 months (including month t) are used to estimate the sLDA model, and then
articles in month t are used to compute topic weights in that month.

Timet−121 t−120 t−119
. . .

t−1 t t+1

Use a 120-month rolling window to estimate the topic-word distributions ϕk

Use articles in month t to compute topic weights θd in month t
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Figure 3.2. Discourse Topic Contents

This figure plots the frequencies of n-grams per topic over time. Frequencies are constructed accord-
ing to the sLDA model described in Section 3.2, and the size of each n-gram indicates its frequency.
The sample period is from January 1871 to October 2019.
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Figure 3.3. Time Series of Discourse Topic Weights

This figure plots the time series of monthly topic weights constructed according to the sLDA model
described in Section 3.2. The solid line represents the topic weight, and the dashed line represents
the excess market return; both have been demeaned to improve visualization. The gray-shaded areas
represent NBER-defined recessions. The sample period is from January 1871 to October 2019.
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Figure 3.4. Articles Making the Biggest Contribution to War Spikes since
1990

This figure plots the ten articles that have contributed significantly to ten monthly heights of War
since 1990. Topic weights are demeaned. The gray-shaded areas represent NBER-defined recessions.
The sample period is from January 1990 to October 2019.
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Figure 3.5. Cumulative R-Squared in One-Month Return Prediction

Panel A plots the cumulative in-sample R2 computed as(
t∑
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where R̄e is the sample mean of excess return and R̂e
s is the fitted value from regression (3.1). The

sample period is from January 1871 to October 2019. Panel B plots the cumulative out-of-sample
R2 computed as (
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where R̄e
s and R̂e

s are the historical mean and predicted value, estimated based on the preceding
estimation window. The evaluation period is from January 1881 to October 2019.
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Table 3.1

Seed Words

This table lists the lemmatized seed words for each of the 14 discourse topics. The first column
presents the full name of the topic, and the second column reports the short name used in the paper.

Narrative Short Name Seed Words

War War conflict, tension, terrorism, war

Pandemic Pandemic epidemic, pandemic

Panic Panic
bank failure, bank panic, bank run, crisis, depression,
downturn, fear, financial panic, hard time, panic, recession

Confidence Confidence business confidence, consumer confidence

Frugality Saving
compassion, family morale, frugal, frugality, modesty,
moral, poverty, saving

Conspicuous
Consumption Consumption

american dream, conspicuous consumption, consumption,
equal opportunity, equality, homeownership, luxury,
patriotism, prosperity

Monetary Standard Money
bimetallism, devaluation, gold, gold standard, inflation,
monetary standard, money, silver

Techmology
Replacing Jobs Tech

automate, computer, digital divide, electronic brain,
invention, labor save, labor save machine, machine,
mechanize, network, technocracy, technological
unemployment, technology, unemployment

Real Estate Booms Real estate boom

boom, bubble, flip, flipper, home ownership, home
purchase, house boom, house bubble, land boom, land
bubble, price increase, real estate boom, real estate bubble,
speculation

Real Estate
Crashes Real estate crash

bust, crash, house bust, house crash, land bust, land crash,
price decrease, real estate bust, real estate crash

Stock Market
Bubbles Stock bubble

advance market, boom, bubble, bull, bull market, bullish,
earnings per share, inflate market, margin, margin
requirement, market boom, market bubble, price earn
ratio, price increase, sell short, short sell, speculation, stock
market boom, stock market bubble

Stock Market
Crashes Stock crash

bear, bear market, bearish, bust, crash, fall market, market
crash, stock crash, stock market crash, stock market decline

Boycotts and Evil
Business Boycott

anger, boycott, community, evil business, excess profit, fair
wage, moral, outrage, postpone purchase, profiteer, protest,
strike, wage cut

Wage and Labor
Unions Wage

consumer price, cost of live, cost push, cost push inflation,
high wage, increase wage, inflation, labor union, rise cost,
wage, wage demand, wage lag, wage price, wage price spiral
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Table 3.2

Summary Statistics

This table presents the summary statistics for the time series of 14 monthly topic weights con-
structed according to the sLDA model described in Section 3.2. All numbers (except sample size)
are expressed as percentages. The sample period is from January 1871 to October 2019.

N Mean SD Q1 Median Q3 AC(1) PLS Weights Corr PLS

War 1784 9.71 3.73 6.56 9.64 11.92 84.84 5.22 82.09

Pandemic 1784 5.72 2.34 4.25 5.38 6.72 7.54 -2.26 -28.53

Panic 1784 8.30 2.70 6.21 7.94 10.13 37.03 2.19 15.74

Confidence 1784 5.72 2.45 3.97 5.39 6.99 7.61 0.60 -0.47

Saving 1784 5.84 2.17 4.39 5.51 6.84 29.78 -1.09 -34.12

Consumption 1784 7.36 2.85 5.46 6.72 9.23 27.62 0.88 -4.58

Money 1784 6.58 2.06 5.21 6.46 7.87 60.55 -1.77 -15.26

Tech 1784 6.61 2.52 4.99 6.57 8.07 54.58 -0.79 -8.15

Real estate boom 1784 5.95 2.52 4.20 5.60 7.22 9.31 -2.82 -32.73

Real estate crash 1784 5.57 2.16 4.23 5.41 6.49 23.16 0.47 -1.12

Stock bubble 1784 5.79 2.30 4.28 5.74 7.23 48.98 -0.40 -14.67

Stock crash 1784 7.40 3.13 5.06 6.86 9.60 26.56 0.86 -2.31

Boycott 1784 5.79 2.62 4.14 5.51 7.37 67.00 -1.47 -41.69

Wage 1784 7.90 2.59 6.05 7.60 9.50 38.53 1.07 37.33

PLS 1784 49.99 44.73 18.75 46.68 77.28 70.35
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Table 3.3

Predicting One-Month Market Returns

This table presents the results of the following predictive regression:

Re
t+1 = α+ βxt + ϵt+1→t+1,

where Re
t+1 is the excess market return over the next month, xt is one of the discourse topics or

the PLS indexes, and β, the coefficient of interest, measures the strength of predictability. “Shiller
PLS” uses only the topics from Shiller (2019), excluding War and Pandemic. Returns are expressed
as annualized percentages, and the independent variable is standardized to zero mean and unit
variance. Adjusted R2 is expressed as a percentage, and t-statistics are computed with Newey and
West (1987) standard errors. The sample period is from January 1871 to October 2019. *p < 0.1;
**p < 0.05; ***p < 0.01.

1871-2019 1871-1949 1950-2019 2000-2019

War (%) 3.80 *** 3.49 ** 4.06 ** 9.83 ***

t-stat (3.35) (2.02) (2.56) (3.43)

R2 (%) 0.39 0.20 0.55 3.39

Pandemic (%) -2.61 ** -3.98 ** -1.55 -2.31

t-stat (-2.06) (-2.14) (-0.91) (-0.70)

R2 (%) 0.15 0.29 -0.02 -0.21

Panic (%) 2.21 * 3.06 * 2.57 * 3.36

t-stat (1.76) (1.71) (1.69) (1.20)

R2 (%) 0.09 0.13 0.15 0.02

Confidence (%) 0.66 -0.14 1.13 0.77

t-stat (0.55) (-0.08) (0.67) (0.24)

R2 (%) -0.04 -0.11 -0.07 -0.40

Saving (%) -1.37 -1.62 -1.44 -0.98

t-stat (-1.05) (-0.92) (-0.81) (-0.37)

R2 (%) 0.00 -0.04 -0.04 -0.39

Consumption (%) 0.84 0.63 2.58 0.07

t-stat (0.66) (0.32) (1.61) (0.02)

R2 (%) -0.03 -0.10 0.15 -0.42

Money (%) -2.33 -1.23 -3.41 * -0.70

t-stat (-1.64) (-0.61) (-1.76) (-0.17)

R2 (%) 0.11 -0.07 0.36 -0.40

Tech (%) -0.85 0.54 -3.10 -14.25 ***

t-stat (-0.58) (0.26) (-1.62) (-3.24)

R2 (%) -0.03 -0.10 0.27 7.59

Real estate boom (%) -3.03 ** -3.51 ** -3.02 * -6.57 **

t-stat (-2.50) (-2.05) (-1.82) (-2.16)

R2 (%) 0.23 0.20 0.25 1.28

Real estate crash (%) 0.59 0.59 0.93 -2.58

t-stat (0.48) (0.34) (0.55) (-0.78)

R2 (%) -0.05 -0.10 -0.08 -0.16

Stock bubble (%) -0.47 -1.67 0.39 -4.59

t-stat (-0.37) (-0.96) (0.21) (-1.31)

R2 (%) -0.05 -0.04 -0.11 0.41

Stock crash (%) 0.75 2.08 -0.23 -0.83

t-stat (0.54) (1.02) (-0.14) (-0.26)

R2 (%) -0.04 0.00 -0.12 -0.40

Boycott (%) -1.52 -2.36 -0.43 5.33

t-stat (-1.23) (-1.41) (-0.23) (1.38)

R2 (%) 0.01 0.04 -0.11 0.70

Wage (%) 1.12 0.70 1.87 8.62 ***

t-stat (0.74) (0.32) (1.04) (2.81)

R2 (%) -0.02 -0.09 0.02 2.51

PLS (%) 6.07 *** 5.86 *** 6.43 *** 12.17 ***

t-stat (4.59) (2.98) (3.93) (4.33)

R2 (%) 1.07 0.76 1.57 5.42

Shiller PLS (%) 4.76 *** 5.98 *** 5.37 *** 7.46 **

t-stat (3.15) (2.71) (3.23) (2.30)

R2 (%) 0.64 0.80 1.06 1.77
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Table 3.4

Predicting Long-Horizon Market Returns

This table presents the results of the following predictive regression:

Re
t+1→t+h = α+ βxt + ϵt+1→t+h,

where Re
t+1→t+h is the excess market return over the next h months, xt is either War or the PLS

indexes constructed from 14 topics, and β, the coefficient of interest, measures the strength of
predictability. “Expanding PLS” is the PLS index recursively estimated every month using only
the data available up to that month. Returns are expressed as annualized percentages, and the
independent variable is standardized to zero mean and unit variance. Adjusted R2 is expressed
as a percentage, and t-statistics are computed with Newey and West (1987) standard errors using
the corresponding h lags. The sample period is from January 1871 to October 2019. *p < 0.1;
**p < 0.05; ***p < 0.01.

War (%) t-stat R2 (%) PLS (%) t-stat R2 (%) Expanding PLS (%) t-stat R2 (%) N

Panel A: 1871-2019

h = 1 3.80 *** (3.35) 0.39 6.07 *** (4.59) 1.07 4.65 *** (3.52) 0.58 1664

h = 3 2.87 *** (2.81) 0.57 4.20 *** (3.88) 1.29 3.72 *** (3.55) 0.96 1664

h = 6 3.03 *** (2.83) 1.36 3.69 *** (3.58) 2.03 3.28 *** (3.26) 1.56 1664

h = 12 2.79 ** (2.48) 1.93 3.11 *** (2.92) 2.42 2.76 *** (2.66) 1.86 1664

h = 24 2.09 ** (2.08) 1.91 2.25 ** (2.30) 2.22 2.39 ** (2.39) 2.55 1656

h = 36 2.28 ** (2.22) 3.07 2.63 *** (2.59) 4.12 3.06 *** (3.10) 5.72 1644

Panel B: 1871-1949

h = 1 3.49 ** (2.02) 0.20 5.86 *** (2.98) 0.76 3.92 * (1.82) 0.24 828

h = 3 2.51 (1.60) 0.26 4.01 ** (2.44) 0.83 3.00 * (1.75) 0.37 828

h = 6 2.88 * (1.77) 0.94 3.71 ** (2.39) 1.63 3.00 * (1.85) 0.95 828

h = 12 2.87 * (1.73) 1.59 3.47 ** (2.23) 2.36 2.76 * (1.74) 1.36 828

h = 24 1.90 (1.38) 1.25 2.55 * (1.94) 2.32 2.54 * (1.73) 2.27 828

h = 36 2.11 (1.45) 2.17 2.90 ** (2.09) 4.20 3.32 ** (2.31) 5.63 828

Panel C: 1950-2019

h = 1 4.06 ** (2.56) 0.55 6.43 *** (3.93) 1.57 5.33 *** (3.35) 1.04 836

h = 3 3.18 ** (2.41) 1.06 4.50 *** (3.78) 2.24 4.40 *** (3.64) 2.14 836

h = 6 2.93 ** (2.24) 1.64 3.61 *** (3.13) 2.55 3.41 *** (2.83) 2.26 836

h = 12 2.21 (1.50) 1.64 2.49 * (1.92) 2.11 2.56 * (1.94) 2.23 836

h = 24 1.85 (1.24) 1.93 1.66 (1.21) 1.53 1.99 (1.54) 2.25 828

h = 36 1.96 (1.36) 2.85 2.09 (1.55) 3.27 2.49 * (1.90) 4.70 816

Panel D: 2000-2019

h = 1 9.83 *** (3.43) 3.39 12.17 *** (4.33) 5.42 9.61 *** (3.58) 3.22 238

h = 3 7.64 *** (4.07) 6.07 7.25 *** (4.25) 5.42 5.24 *** (3.12) 2.63 238

h = 6 6.08 *** (3.31) 6.76 6.35 *** (4.33) 7.40 4.05 *** (3.13) 2.76 238

h = 12 5.42 ** (2.47) 9.68 5.21 *** (3.28) 8.91 3.10 ** (2.51) 2.89 238

h = 24 4.78 ** (2.28) 12.78 4.35 *** (2.66) 10.51 2.47 * (1.96) 3.11 230

h = 36 4.59 *** (2.86) 17.72 4.83 *** (3.88) 19.64 3.24 *** (3.43) 8.61 218
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Table 3.5

Predicting One-Month Market Returns: War versus Other Predictors

This table presents the results of the following predictive regressions:

Re
t+1 = α+ βWart + γzt + ϵt+1,

where Re
t+1 is the excess market return over the next month and zt is one of the economic predictors

from Goyal and Welch (2008) (Panel A) or the remaining topics (Panel B). The last column reports
the results when War is tested against all predictors in each panel. Returns are expressed as
annualized percentages, and the independent variable is standardized to zero mean and unit variance.
Adjusted R2 is expressed as a percentage, and t-statistics are computed with Newey and West (1987)
standard errors. The sample period is from January 1871 to October 2019. *p < 0.1; **p < 0.05;
***p < 0.01.

Panel A: Economic Predictors

(1) (2) (3) (4) (5) (6)

War 3.85 *** 3.55 *** 3.75 *** 3.80 *** 3.23 *** 2.52 **

(3.36) (3.08) (2.97) (3.36) (2.81) (1.98)

DP 1.54 -0.90

(0.80) (-0.34)

EP 2.03 3.88

(1.29) (1.44)

DE -0.25

(-0.11)

SVAR -0.17 -0.28

(-0.04) (-0.07)

TBL -3.09 * -4.21 ***

(-1.92) (-2.76)

R2 0.40 0.46 0.33 0.33 0.61 0.75
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Table 3.6

Predicting One-Month Market Returns:
War versus Other Media-Based Uncertainty and Crisis Event Count

Indexes

This table presents the results of the following bivariate predictive regressions:

Re
t+1 = α+ β × xt + γ × zt + ϵt+1,

where Re
t+1 is the excess market return over the next month and xt is War. In Panel A, zt is either

NVIX2 from Manela and Moreira (2017), or geopolitical risk (GPR) from Caldara and Iacoviello
(2022); in Panel B, zt is either Crisis (monthly count of real-word crisis events), or CWar (monthly
count of real-word war events) from Berkman et al. (2011). Returns are expressed as annualized
percentages, and the independent variables are standardized to zero mean and unit variance. Ad-
justed R2 is expressed as a percentage, and t-statistics are computed with Newey and West (1987)
standard errors. *p < 0.1; **p < 0.05; ***p < 0.01. The whole sample in Panel A is from January
1900 to March 2016 and in Panel B is from January 1918 to December 2018.

Panel A: Other Media-Based Uncertainty Indexes

1900-2016

War 2.69 ** 2.70 **

(1.99) (2.00)

NVIX2 0.07 0.22 0.07

(0.03) (0.10) (0.03)

GPR 2.48 * 2.48 *

(1.72) (1.72)

R2 0.12 -0.07 0.09 0.05 0.02

1950-2016

War 3.96 ** 3.90 **

(2.42) (2.29)

NVIX2 1.01 0.67 0.96

(0.32) (0.21) (0.31)

GPR 3.51 * 3.50 *

(1.91) (1.91)

R2 0.50 -0.09 0.37 0.39 0.28

2000-2016

War 10.08 *** 10.19 ***

(3.11) (3.05)

NVIX2 -0.63 -1.42 -0.07

(-0.11) (-0.25) (-0.01)

GPR 7.32 ** 7.32 **

(2.27) (2.32)

R2 3.19 -0.50 1.44 2.75 0.92
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Table 3.6

Predicting One-Month Market Returns:
War versus Other Media-Based Uncertainty and Crisis Event Count

Indexes

Panel B: Crisis Event Count Indexes

1918-2018

War 3.09 ** 2.66 *

(2.08) (1.75)

Crisis 1.60 -0.36

(0.99) (-0.20)

CWar 3.75 ** 3.52 *

(1.99) (1.69)

R2 0.15 -0.02 0.26 0.27

1950-2018

War 4.12 ** 4.28 ***

(2.51) (2.58)

Crisis 1.01 0.11

(0.66) (0.07)

CWar 1.58 1.93

(0.97) (1.13)

R2 0.57 -0.08 -0.02 0.48

2000:2018

War 10.23 *** 10.05 ***

(3.30) (2.97)

Crisis -2.59 -2.00

(-0.92) (-0.64)

CWar -3.42 -0.37

(-1.17) (-0.11)

R2 3.64 -0.18 0.01 2.96
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Table 3.8

Out-of-Sample R2

This table reports the out-of-sample R2 (R2
OS) statistic (Campbell and Thompson 2008) in predicting

the monthly excess market return using economic predictors or discourse topics. “Shiller Topics”
uses only the topics from Shiller (2019), excluding War and Pandemic. Panels A and B report
individual OLS regressions and the PLS method results, respectively. All the out-of-sample forecasts
are estimated recursively using the data available in the expanding estimation window. All numbers
are expressed as percentages. The evaluation period begins in January 1881, and the whole sample
is from January 1871 to October 2019. *p < 0.1; **p < 0.05; ***p < 0.01 (based on the Clark and
West (2007) MSFE-adjusted statistic).

1881-2019 1881-1949 1950-2019 2000-2019

Panel A: OLS

Dividend-price ratio (DP) -0.60 -0.81 -0.25 0.05

Dividend yield (DY) -0.48 -0.39 -0.64 0.04

Earnings-price ratio (EP) -0.14 -0.07 -0.26 -0.35

Dividend payout ratio (DE) -0.83 -1.12 -0.33 -1.06

Stock variance (SVAR) -1.68 -2.18 -0.79 -0.86

Treasury bill rate (TBL) 0.07 ** -0.05 0.26 ** 0.45

War 0.17 *** -0.10 ** 0.65 *** 1.35 ***

Pandemic 0.08 * 0.27 ** -0.23 0.18

Panic 0.04 0.11 -0.06 0.28

Confidence -0.09 -0.11 -0.07 -0.09

Saving -0.03 -0.05 -0.00 0.02

Consumption -0.10 -0.14 -0.03 -0.01

Money 0.01 -0.18 0.33 * -0.19

Tech -0.45 -0.69 -0.01 0.12

Real estate boom 0.19 ** 0.21 * 0.14 * 1.13 **

Real estate crash -0.11 -0.15 -0.03 -0.15

Stock bubble -0.12 -0.05 -0.23 -0.27

Stock crash -0.10 -0.03 -0.23 -0.07

Boycott -0.03 0.02 -0.11 -1.24

Wage -0.16 -0.27 0.03 0.32 **

Panel B: PLS

Economic -0.84 -1.11 -0.38 -0.55

Topics -0.08 *** -0.67 0.95 *** 2.23 ***

Shiller Topics -0.88 -1.03 -0.62 -0.17
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Table 3.9

Asset Allocation Results

This table reports the annualized certainty equivalent returns (utility) gains as percentages and
the annualized monthly Sharpe ratio for a mean-variance trading strategy. The strategy uses 6
economic predictors or 14 discourse topics to make return forecasts compared to historical mean
returns. “Shiller Topics” uses only the topics from Shiller (2019), excluding War and Pandemic.
Panels A and B report the results using OLS and PLS, respectively. The last row reports the
annualized monthly Sharp ratio of the S&P 500 index. All out-of-sample forecasts are estimated
recursively using the data available in the expanding estimation window. The evaluation period
begins in January 1881, and the whole sample is from January 1871 to October 2019. *p < 0.1;
**p < 0.05; ***p < 0.01 (based on the test statistics in DeMiguel et al. (2009)).

Utility Gain (%) Sharpe Ratio
1881-2019 1881-1949 1950-2019 2000-2019 1881-2019 1881-1949 1950-2019 2000-2019

Panel A: OLS
Dividend-price ratio (DP) -0.31 0.07 -0.70 0.24 0.36 0.25 0.48 0.21
Dividend yield (DY) -0.50 -0.08 -0.94 1.02 0.35 0.23 0.50 0.30
Earnings-price ratio (EP) 0.59 0.53 0.64 3.88 * 0.44 0.28 0.56 0.65 ***
Dividend payout ratio (DE) 0.42 0.92 -0.08 -0.10 0.42 0.32 * 0.49 0.26
Stock variance (SVAR) -0.44 -0.36 -0.53 -0.44 0.35 0.19 0.46 0.23
Treasury bill rate (TBL) 1.31 ** 0.89 1.72 * 1.93 * 0.48 ** 0.32 ** 0.62 ** 0.40 **

War 0.86 ** 0.87 0.85 ** 2.01 *** 0.45 ** 0.32 * 0.55 ** 0.38 ***
Pandemic -0.09 -0.19 0.02 1.18 0.38 0.21 0.50 0.32
Panic 0.37 1.04 * -0.31 -0.18 0.42 0.33 * 0.49 0.21
Confidence -0.02 0.01 -0.05 -0.13 0.38 0.23 0.49 0.25
Saving -0.04 -0.09 0.01 -0.21 0.38 0.21 0.50 0.24
Consumption 0.08 0.13 0.03 -0.04 0.39 0.24 0.50 0.24
Money 1.03 *** 0.66 1.40 ** 1.86 0.47 *** 0.30 0.59 ** 0.36
Tech -0.53 -1.09 0.04 0.33 0.34 0.13 0.50 0.27
Real estate boom 0.24 0.15 0.32 1.89 0.40 0.24 0.52 0.37
Real estate crash -0.06 -0.17 0.05 -0.08 0.38 0.20 0.50 0.25
Stock bubble -0.14 0.06 -0.34 -0.25 0.37 0.23 0.47 0.24
Stock crash -0.09 0.16 -0.35 -0.03 0.38 0.24 0.47 0.25
Boycott 0.20 0.02 0.38 -0.73 0.40 0.23 0.52 0.22
Wage -0.17 -0.31 -0.04 0.10 0.37 0.19 0.49 0.26
Panel B: PLS
Economic 0.44 0.70 0.16 3.08 0.42 0.31 0.53 0.65 **
Topics 0.69 0.66 0.70 4.11 ** 0.43 0.31 * 0.55 0.54 **
Shiller Topics 0.46 0.50 0.40 1.05 0.43 0.29 0.56 0.29
Buy and Hold 0.39 0.28 0.55 0.35
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Table 3.10

Predicting Bond Returns

This table presents the results of the following predictive regression:

Re
t+1→t+h = α+ βWart + ϵt+1→t+h,

where Re
t+1→t+h is the excess returns over the next h months on Datastream Treasury bond indexes

(Panel A), S&P investment grade corporate bond (Panel B), and S&P high yield corporate bond
(Panel C). Returns are expressed as annualized percentages, and the independent variable is stan-
dardized to zero mean and unit variance. Adjusted R2 is expressed as a percentage, and t-statistics
are computed with Newey and West (1987) standard errors using the corresponding h lags. The
sample is from December 1988 to October 2019. *p < 0.1; **p < 0.05; ***p < 0.01.

Panel A: Government Bond Indexes

h=1 h=3 h=6 h=12

1988-2019

U.S. Goverment Bond 1-3 Years -0.290 -0.225 -0.192 -0.133

(t-stat) (-1.41) (-1.13) (-1.00) (-0.52)

R2 0.12 0.25 0.41 0.22

U.S. Goverment Bond 3-5 Years -0.57 -0.44 -0.33 -0.16

(t-stat) (-1.03) (-0.99) (-0.94) (-0.38)

R2 -0.04 0.07 0.11 -0.11

U.S. Goverment Bond 5-7 Years -0.73 -0.60 -0.42 -0.16

(t-stat) (-0.91) (-0.98) (-0.88) (-0.33)

R2 -0.07 0.09 0.07 -0.17

U.S. Goverment Bond 7-10 Years -0.91 -0.81 -0.50 -0.13

(t-stat) (-0.86) (-1.01) (-0.80) (-0.24)

R2 -0.09 0.14 0.03 -0.23

U.S. Goverment Bond 10+ Years -0.94 -0.78 -0.22 0.16

(t-stat) (-0.54) (-0.57) (-0.20) (0.21)

R2 -0.20 -0.13 -0.25 -0.25

2000-2019

U.S. Goverment Bond 1-3 Years -0.591 ** -0.529 ** -0.586 *** -0.590 **

(t-stat) (-2.43) (-2.41) (-2.64) (-2.21)

R2 1.58 3.30 7.07 10.98

U.S. Goverment Bond 3-5 Years -1.07 -0.89 * -0.93 ** -0.88 **

(t-stat) (-1.53) (-1.86) (-2.39) (-2.08)

R2 0.44 1.26 2.98 5.92

U.S. Goverment Bond 5-7 Years -1.31 -1.11 -1.06 * -0.91 *

(t-stat) (-1.27) (-1.60) (-1.95) (-1.77)

R2 0.20 0.93 1.95 3.60

U.S. Goverment Bond 7-10 Years -1.52 -1.31 -1.07 -0.77

(t-stat) (-1.09) (-1.40) (-1.46) (-1.35)

R2 0.05 0.69 1.04 1.47

U.S. Goverment Bond 10+ Years -1.40 -0.86 -0.29 0.00

(t-stat) (-0.59) (-0.51) (-0.20) (0.00)

R2 -0.29 -0.27 -0.40 -0.44
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Table 3.10

Predicting Bond Returns (Cont.)

Panel B: Investment Grade Corporate Bond Indexes

h=1 h=3 h=6 h=12

1993-2019

Corporate Bond 0-1 Years -0.13 -0.13 * -0.11 * -0.13 *

(t-stat) (-1.28) (-1.70) (-1.72) (-1.83)

R2 -0.04 0.34 0.55 1.42

Corporate Bond 1-3 Years -0.34 -0.35 -0.30 -0.24

(t-stat) (-1.02) (-1.35) (-1.41) (-1.10)

R2 -0.06 0.30 0.50 0.60

Corporate Bond 3-5 Years -0.16 -0.26 -0.21 -0.13

(t-stat) (-0.27) (-0.61) (-0.61) (-0.38)

R2 -0.29 -0.19 -0.17 -0.23

Corporate Bond 5-7 Years 0.02 -0.27 -0.19 -0.00

(t-stat) (0.03) (-0.44) (-0.38) (-0.01)

R2 -0.31 -0.24 -0.26 -0.32

Corporate Bond 7-10 Years 0.22 -0.23 -0.11 0.09

(t-stat) (0.21) (-0.30) (-0.17) (0.16)

R2 -0.30 -0.28 -0.30 -0.31

Corporate Bond 10+ Years 0.62 -0.14 0.15 0.34

(t-stat) (0.39) (-0.12) (0.14) (0.44)

R2 -0.27 -0.31 -0.30 -0.19

2000-2019

Corporate Bond 0-1 Years -0.26 * -0.26 ** -0.25 ** -0.27 **

(t-stat) (-1.81) (-2.14) (-2.31) (-2.58)

R2 0.42 1.63 2.85 5.29

Corporate Bond 1-3 Years -0.54 -0.58 * -0.58 * -0.47

(t-stat) (-1.30) (-1.82) (-1.91) (-1.51)

R2 0.13 1.07 2.20 2.59

Corporate Bond 3-5 Years -0.45 -0.64 -0.69 -0.53

(t-stat) (-0.64) (-1.28) (-1.53) (-1.15)

R2 -0.28 0.29 1.02 1.03

Corporate Bond 5-7 Years -0.34 -0.75 -0.80 -0.51

(t-stat) (-0.35) (-1.09) (-1.26) (-0.79)

R2 -0.38 0.08 0.53 0.21

Corporate Bond 7-10 Years -0.22 -0.79 -0.77 -0.45

(t-stat) (-0.17) (-0.90) (-0.99) (-0.62)

R2 -0.41 -0.04 0.25 -0.02

Corporate Bond 10+ Years 0.17 -0.61 -0.46 -0.18

(t-stat) (0.09) (-0.46) (-0.38) (-0.19)

R2 -0.42 -0.32 -0.32 -0.41
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Table 3.10

Predicting Bond Returns (Cont.)

Panel C: High Yield Corporate Bond Indexes

h=1 h=3 h=6 h=12

1993-2019

Corporate Bond 0-1 Years 0.56 0.22 -0.04 -0.14

(t-stat) (0.81) (0.54) (-0.12) (-0.35)

R2 -0.18 -0.25 -0.31 -0.25

Corporate Bond 1-3 Years 1.34 0.81 0.53 0.30

(t-stat) (1.42) (1.05) (0.74) (0.43)

R2 0.10 0.02 -0.11 -0.20

Corporate Bond 3-5 Years 2.68 ** 1.69 * 1.30 1.14

(t-stat) (2.21) (1.69) (1.35) (1.05)

R2 1.02 0.70 0.57 0.86

Corporate Bond 5-7 Years 3.48 ** 2.03 * 1.77 * 1.65

(t-stat) (2.49) (1.87) (1.72) (1.43)

R2 1.42 0.87 1.02 1.74

Corporate Bond 7-10 Years 3.33 ** 1.73 1.54 1.62

(t-stat) (2.16) (1.54) (1.46) (1.34)

R2 0.91 0.46 0.68 1.66

Corporate Bond 10+ Years 2.73 * 1.50 1.03 0.88

(t-stat) (1.70) (1.19) (0.83) (0.70)

R2 0.42 0.10 -0.04 0.01

2000-2019

Corporate Bond 0-1 Years 0.32 -0.11 -0.49 -0.65

(t-stat) (0.30) (-0.20) (-1.02) (-1.37)

R2 -0.39 -0.41 -0.05 0.88

Corporate Bond 1-3 Years 1.19 0.29 -0.20 -0.54

(t-stat) (0.87) (0.29) (-0.20) (-0.55)

R2 -0.17 -0.39 -0.41 -0.13

Corporate Bond 3-5 Years 2.98 * 1.60 0.91 0.41

(t-stat) (1.89) (1.37) (0.77) (0.30)

R2 0.90 0.31 -0.08 -0.32

Corporate Bond 5-7 Years 3.95 ** 1.89 1.37 0.94

(t-stat) (2.12) (1.41) (1.01) (0.58)

R2 1.35 0.39 0.20 0.10

Corporate Bond 7-10 Years 4.48 ** 2.22 1.73 1.55

(t-stat) (2.23) (1.64) (1.23) (0.88)

R2 1.38 0.60 0.57 1.01

Corporate Bond 10+ Years 2.89 1.15 0.13 -0.20

(t-stat) (1.39) (0.78) (0.08) (-0.12)

R2 0.25 -0.23 -0.43 -0.43
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Table 3.11

Predicting Bond Returns: Out-Of-Sample R2

This table reports the out-of-sample R2 (R2
OS) statistic (Campbell and Thompson 2008) in predicting

the excess returns over the next h months on Datastream Treasury bond indexes (Panel A), S&P
investment grade corporate bond (Panel B), and S&P high yield corporate bond (Panel C) using
NYT War. All the out-of-sample forecasts are estimated recursively using the data available in the
expanding estimation window. All numbers are expressed as percentages. The evaluation period
begins in January 2003, and the whole sample is from January 1993 to October 2019. *p < 0.1;
**p < 0.05; ***p < 0.01 (based on the Clark and West (2007) MSFE-adjusted statistic).

h=1 h=3 h=6 h=12

Panel A: Government Bond Indexes

1-3 Years 0.21 ** 0.18 * 3.38 ** 7.31 **

3-5 Years -1.39 -1.16 -0.76 1.23

5-7 Years -1.57 -1.73 -1.90 -0.88

7-10 Years -1.50 -1.87 -3.07 -2.15

10+ Years -0.86 -1.73 -3.65 -2.08

Panel B: Investment Grade Corporate Bond Indexes

0-1 Years -0.27 0.29 * 0.46 * 0.65

1-3 Years -0.84 -0.72 0.49 0.05

3-5 Years -1.29 -1.28 -0.61 -1.54

5-7 Years -1.19 -1.49 -0.94 -1.52

7-10 Years -0.94 -1.43 -1.45 -1.40

10+ Years -0.62 -1.31 -1.95 -1.27

Panel C: High Yield Corporate Bond Indexes

0-1 Years -0.07 -1.16 -0.79 -1.16

1-3 Years 0.02 -1.45 -1.54 -1.88

3-5 Years 0.30 * -1.82 -3.06 -5.86

5-7 Years 0.44 ** -1.99 -3.36 -5.93

7-10 Years 0.58 ** -1.31 -1.64 -3.10

10+ Years 0.36 * -1.04 -1.23 -1.16
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Appendix

3.A Seeded Latent Dirichlet Distribution

In this appendix, I provide more details on the seeded latent Dirichlet distribution

model. This paper uses a stochastic topic model to extract latent topic weights from

news articles. Topic models are developed based on the core idea that documents

are mixtures of topics, where each topic has a probability distribution over words

(Steyvers and Griffiths 2007; Blei 2012). Under topic models, we assume that text

documents derive from a stochastic generative process. The creation of a new doc-

ument starts with a document-specific distribution over topics (the document-topic

distribution). Each word in the document is chosen first by picking a topic randomly

from the document-topic distribution, and then drawing a word from the topic-word

distribution for that topic. To model this, every possible word needs to be assigned

to a topic.

In this setup, the document-topic distribution for each document and topic-word

distribution for each topic (the same across documents) are unobserved parameters

that are estimated from the observable word frequencies in the document collection.

In other words, we can use standard statistical techniques to estimate the genera-

tive process, inferring the topics responsible for generating a collection of documents

(Steyvers and Griffiths 2007).

The most widely used topic model is latent Dirichlet allocation (LDA) as intro-

duced by Blei et al. (2003) and further developed by Griffiths and Steyvers (2004).

Under LDA, a document d is generated under the following hierarchical process:

� The word weight vector ωk of topic k is the vector of probabilities of each word

value for the topic k. The prior for these weights is assumed to have a Dirichlet
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distribution governed by parameter β: ωk ∼ Dirichlet(β).42

� The topic weight in a document d, denoted τd, is a vector of topic proba-

bilities, i.e., probabilities that any given word location in the document is

about any given topic. The topic weight vector of document d follows a prior

Dirichlet distribution governed by parameter α, the same for all documents:

τd ∼ Dirichlet(α), the same for all documents.43

� We use v to indicate a word location in a given document, and w to indicate a

word value (such as “the” or “cat”). For each word location v in document d,

we

– randomly select a topic from the document-topic distribution:

zdv ∼ Multinomial(τd) (a distribution which does not depend on v), and

then

– randomly select from a word from that topic:

w ∼ Multinomial(ωzdv).

In other words, it is the multinomial distribution of word values for the realized topic

zdv.

In this setup, the topic-word distribution ωk and document-topic distribution τd

are latent parameters that we want to estimate. Estimating these involves a backward

inference based on observed word frequencies across documents. The parameters α

and β are hyperparameters of the prior distribution whose values are taken from the

Latent Dirichlet Distribution topic modelling literature.

The document-topic distribution τd is of utmost interest because it summarizes the

attention allocated to each topic in each news article. To estimate these parameters

using a Bayesian method, Griffiths and Steyvers (2004) specifies that ωk and τd follow

42To illustrate, suppose that topic k has three words: word1, word2, and word3 with respective
weights ωk = [w1, w2, w3] with w1 + w2 + w3 = 1. The model assumes that this ωk vector follows a
Dirichlet distribution.

43Similarly, assume document d has four topics topic1, topic2, topic3, topic4 with the weights
given to these topics captured by τd = [θ1, θ2, θ3, θ4] with θ1 + θ2 + θ3 + θ4 = 1. The model assumes
that this τd vector follows a Dirichlet distribution.
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two Dirichlet distributions (these two are referred to as the “prior” distribution in

Bayesian statistic). From these specifications, we can derive the distribution of the

topic assignment zdv conditioned on observed word frequencies (this conditional distri-

bution is referred to as the “posterior” distribution). We then use Gibbs sampling to

simulate this posterior distribution and estimate the two hidden model parameters.44

Users of the traditional unsupervised LDA developed by Blei et al. (2003) and

Griffiths and Steyvers (2004) only need to prespecify the number of topics K and let

the model cluster words into these topics based on word frequencies in a completely

unsupervised manner. Specifically, the LDA model is more likely to assign a word

w to a topic k in a document d if w has been assigned to k across many different

documents and k has been used multiple times in d (Steyvers and Griffiths 2007).

The model automatically extracts underlying topics, so users of LDA have no control

over topic assignments.

Since I am interested in uncovering some specific topics, I employ a recent extension

of LDA called seeded LDA (sLDA) developed by Lu et al. (2011). sLDA allows

users to regulate topic contents using domain knowledge by injecting seed words

(prior knowledge) into the model. Precisely, under sLDA, I specify the topic-word

distribution as follows:

ωk ∼ Dirichlet (β + Cw)w∈V , (3.A.1)

where V is the corpus or text collection, Cw > 0 when w is a seed word in topic k and

Cw = 0 when w is not a seed word. The higher is Cw, the stronger the tilt toward

word w appearing in any given topic. Intuitively, sLDA gives preference to seed words

w in topic k in the form of pseudo count Cw and clusters words into topics based on

their co-occurrences with the seed words. When a seed word is not present in a text

collection, it does not enter the sLDA model and has no impact on the estimation

44Gibbs sampling is a sampling technique to simulate a high-dimensional distribution by sampling
from lower-dimensional subsets of variables where each subset is conditioned on the value of all others.
See Griffiths and Steyvers (2004) for details on the implementation of Gibbs sampling in LDA.
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process.

Estimation is implemented by the seededla package in R and run on a high-

performance computing (HPC) cluster. Full estimation of the model parallelized

on 80 computational nodes requires about one week to complete. Following standard

practice, I set α = 50/K where K is the number of topics, β = 0.1, and Cw = 0.01

times the number of terms in the corpus.
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3.B Text Processing Steps

Before carrying out text cleaning, we first remove articles with limited contents, i.e.,

articles containing mostly numbers, names, lists, programs, etc.

I manually check and infer title patterns that indicate limited content. About 1.4

million articles have limited content out of the total 14.7 million articles as shown in

Table 3.C.1. List of exclusion patterns are available from authors on requests.

Next, we conduct the following text cleaning steps:

[1] Remove articles with fewer than 100 content words. I consider content words as

those outside of the expanded stop word list of 3,346 words developed by Professor

Matthew L. Jockers. This list is available at https://www.matthewjockers.

net/macroanalysisbook/expanded-stopwords-list/. I append this list with

full and abbreviated day and month names (e.g., Monday, Mon, November, Nov,

etc.).

[2] Turn all words into lower case and remove Unicode code points, HTML tags,

hashtags, URLs, one-letter words, and words containing three or more repeating

letters.

[3] Lemmatize texts using part-of-speech tags. Part-of-speech tagging and lemmati-

zation are conducted using the nltk library in Python.

[4] Tokenize texts into unigrams, bigrams, and trigrams within sentence punctuation

boundaries. In natural language processing, “tokenize” means breaking docu-

ments into words or “tokens.” “Unigram” refers to a one-word token, “bigram”

a two-word token, and “trigram” a three-word token. Collectively, “ngram”refers

to an n-word token. To create sensible ngrams, it is essential to retain punctua-

tions before tokenization. Keeping punctuations and stop words before creating

n-grams ensures that my ngrams are present in the corpus. An alternative ap-

proach is to tokenize texts after removing punctuations and stop words. However,
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this approach results in n-grams that do not appear in the documents, thus dis-

torting the original thematic contents of the document.

[5] Remove unigrams of fewer than three letters or being a stop word and bigrams

containing stop words. I also remove trigrams containing stopwords unless the

stop word is a preposition in the middle position. For example, under within-

punctuation boundary tokenization, the sentence “Under current favorable condi-

tions, the revenue of firm A will double next year.” is converted into the following

unigrams [current, favorable, condition, revenue, firm, double, year], bigrams [cur-

rent favorable, favorable condition], and trigrams [current favorable condition, rev-

enue of firm] where all stop words and words of less than three characters have

been removed. Meaningless ngrams that have stop words on the boundaries such

as under current favorable (which does not add any additional meaning to cur-

rent favorable) have been removed while revenue of firm is retained. I also exper-

iment with keeping stop words with future meaning, such as [will, might, could,

should, possible, likely, forward, future, pending, etc.], and obtain similar results.

[6] Each month t, with news articles over the past ten years up to and including month

t, I create a document-frequency matrix where each row is a document (article),

each column is an ngram or token, and each entry is the count of the token in that

document. I put all ngrams into one document-frequency matrix. To mitigate the

impact of outliers on document-topic distribution, I remove tokens appearing in

fewer than 0.2% and tokens appearing in more than 90% of all documents during

each estimation window.
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3.C Additional Figures and Tables for Discourse

Topics from the NYT

This appendix reports additional tables and figures for the discourse topics con-

structed from the NYT. Figure 3.C.1 plots the monthly count and monthly article

length of my NYT data set. Figure 3.C.2 shows the word clouds for the remaining

eight topics, and Figure 3.C.3 shows their time series.

Table 3.C.1 reports the number of NYT articles left after each screening step.

Table 3.C.2 reports the correlation matrix of the topics and the PLS index.

3.C.1 War versus Conditional Volatility and Skewness

My War index could possibly capture conditional market return, volatility, and skew-

ness that have market return predictability. To investigate this possibility, I re-run

my predictive regression and control for variables:

Re
t+1 = α + βWart + γzt + ϵt+1, (3.C.1)

where zt is either the current market excess return, conditional volatility, or condi-

tional skewness. I construct the monthly conditional market volatility, σ̂t, from daily

returns as follows:

σ̂t =

√√√√ 1

nt − 1

nt∑
τ=1

(Rτ − R̄t)2, (3.C.2)

where nt is the number of trading days in month t, Rτ is the daily return and R̄t is

the average daily returns in month t. Similarly, I construct the monthly conditional

skewness as follows:

skt =
nt

(nt − 1)(nt − 2)

nt∑
τ=1

(Rτ − R̄t

σ̂t

)3
, (3.C.3)
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where following standard practice I scale the raw central third moment by the stan-

dard deviation. Because daily data on the S&P 500 index becomes available in Jan-

uary 1928, my sample is from January 1928 to October 2019.

I report the results in Table 3.C.3. Panel A reports the results for the whole sample

from 1928 to 2019. I find that the predictability of War is not affected by any of

the return moments. When I control for all three moments in the last column, the

predictive power of War is still intact. I obtain similar results over two subsamples:

1950-2019 and 2000-2019. This result confirms that the predictability of War does

not come from other return moments.

3.C.2 War as a Proxy for Time-Varying Risk Aversion

In the main text, I show that War captures rare disaster probability as War is a

positive market predictor, and innovations inWar command a negative risk premium.

These results are consistent with the predictions of the rare disaster risk model. In

this section, I further show that War proxies for time-varying risk aversion, lending

empirical support to the ICAPM. I first briefly discuss the ICAPM framework and

then present the empirical results.

Before hypothesizing that War captures time-varying risk aversion, I first briefly

introduce the Merton (1973)’s ICAPM model. In his seminal paper, Merton (1973)

derives the following classic risk-return trade-off between the conditional mean of the

return on the wealth portfolio, Et[RM,t+1−Rf,t+1], its conditional volatility, σ
2
M,t, and

its conditional covariance with the investment opportunity set, σMF,t:

Et[RM,t+1 −Rf,t+1] =

[
−JWWW

JW

]
σ2
M,t +

[
−JWF

JW

]
σMF,t, (3.C.4)

where J(W (t), F (t)) is the indirect utility function in wealth, W (t), and any state

variables, F (t), describing the evolution of the investment opportunity set over time.

The term λ ≡
[
−JWWW

JW

]
(subscripts denote partial derivatives) is linked to the mea-
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surement of relative risk aversion (RRA) and is expected to be positive. Hence, the

first term in Equation (3.C.4) captures the positive risk-return trade-off in which mar-

ket participants require a higher risk premium on the wealth portfolio when its payoff

is expected to be more uncertain. The second term in Equation (3.C.4) links the risk

premium on the wealth portfolio to innovations in the investment opportunity set.

Accordingly, investors will demand a higher risk premium on a wealth portfolio that

pays off precisely in states where the marginal utility of wealth is low. The converse

is true when the wealth portfolio serves as a hedge against investment risks.

Following Lundblad (2007) and the majority of papers in this literature, I consider

a univariate version of Equation (3.C.4):

Et[RM,t+1 −Rf,t+1] = λ0 + λ1 × σ2
M,t, (3.C.5)

where I assume that the investment opportunity set is constant or that the rep-

resentative investor has a log utility function. A natural step then is to empiri-

cally test the univariate risk-return trade-off as depicted in Equation (3.C.5) with

the popular GARCH-in-mean framework developed Bollerslev (1986) and Engle and

Bollerslev (1986). Specifically, I consider first the following mean equation for the

return-volatility trade-off:

RM,t+1 −Rf,t+1 = λ0 + λ1 × σ2
M,t + ϵt+1, (3.C.6)

where ϵt+1 has a mean of zero with conditional variance σ2
M,t. Empirical tests of Equa-

tion (3.C.6) on the U.S. stock market return have yielded mixed results, depending on

the sample period and the specification of the volatility equation. Lundblad (2007)

reconciles the contradictory findings on the U.S. risk-return trade-off present in the

literature. He employs a long sample of U.S. stock market returns and documents

a strong positive trade-off. He notes that a weak empirical relation may be an arti-

fact of small samples and hence emphasizes the use of large samples in studying the

risk-return relationship.
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The specification in Equation (3.C.5) and Equation (3.C.6) assumes that the co-

efficient of relative risk aversion, λ1, is time-invariant. However, I have no compelling

reason to believe this assumption would hold in practice. Indeed, relative risk aver-

sion is modeled as time-varying in several asset pricing models, such as the external

habit model by Campbell and Cochrane (1999). If I assume time-varying relative risk

aversion, then I can specify the risk-return trade-off as a linear function of some state

variable, xt:

RM,t+1 −Rf,t+1 = λ0 + (λ1 + λ2 × xt)× σ2
M,t + ϵt+1. (3.C.7)

I hypothesize that War proxies for time-varying relative risk aversion, and, thus, I

replace the state variable, xt, with War in Equation (3.C.7). Hence, λt = λ1 + λ2 ×

Wart. If this hypothesis holds with real-world data, then I expect (1) the adjusted R2

of Equation (3.C.7) to be higher than that of (3.C.6), as the former is a more proper

representation of the risk-return trade-off, and (2) the coefficient λ2 in Equation

(3.C.7) to be significantly positive as risk aversion is expected to rise when War is

high.

To complete the GARCH-M framework, I need a specification for the conditional

volatility equation. Following Lundblad (2007), I consider four different volatility

specifications, namely, GARCH (Bollerslev, 1986), IGARCH (Engle and Bollerslev,

1986), TGARCH (Zakoian, 1994), and EGARCH (Nelson, 1991):

GARCH(1, 1) : σ2
M,t = δ0 + δ1ϵ

2
t + δ2σ

2
M,t−1

IGARCH(1, 1) : σ2
M,t = δ0 + δ1ϵ

2
t + (1− δ1)σ

2
M,t−1

TGARCH(1, 1) : σ2
M,t = δ0 + δ1ϵ

2
t + δ3Dtϵ

2
t + δ2σ

2
M,t−1

EGARCH(1, 1) : ln(σ2
M,t) = δ0 + δ1

(
|ϵt|
σM,t

)
− δ3

(
ϵt

σM,t

)
+ δ2ln(σ

2
M,t−1),

(3.C.8)

where Dt is an indicator equal to one when ϵt is negative and zero otherwise.

Panel A of Table 3.C.4 reports the results using the standard GARCH(1,1) model.

Over the whole 150-year sample, the coefficient of RRA, λ1, is 2.17, significant at
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the 1% level. Hence, I observe the positive risk-return trade-off with a large sample

size. However, the adjusted R2 is negative at -0.38% as the conditional volatility is

very smooth, failing to explain the variations in realized returns. These results are

consistent with those of Lundblad (2007). Moving on to the time-varying RRA spec-

ification, if War proxies for time-varying RRA, I expect the interaction term λ2 to be

significantly positive and the conditional volatility to have higher explanatory power

for return variations. The empirical results in Panel A confirm these conjectures.

Specifically, λ2 is 2.05, significant at the 1% level, and the adjusted R2 jumps from

-0.38% to 0.27%, indicating a better fit. Notably, the coefficient capturing constant

RRA, λ1, collapses toward zero.

I obtain similar results when decomposing the whole 150-year sample into two

subsamples as in the previous tests of return predictability. In the first half of the

sample, the time-varying RRA specification yields a better model fit as measured by

R2, and the coefficient λ2 is significant at the 10% level. In the second subsample,

R2 jumps more than eight times, and λ2 is significant at the 5% level under the

time-varying RRA model.

Panels B, C, and D of Table 3.C.4 report the results with different specifications for

the volatility equation. I obtain consistent results across both the models and sample

periods, except for EGARCH in the whole sample, confirming that War captures risk

aversion, enhancing the risk-return relationship.

3.C.3 War versus Actual Events

As War is constructed to be the attention paid to wars and tensions, it is interesting

to examine whether War has the predictive power beyond the actual rare disasters.

To answer this question, I first create indicators for these events reported by GFD:

� Recessions: from NBER;

� Bank failures: if the event is tagged as bank failure, War, or crime;
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� Wars: if the event is tagged as war, military, revolution, assassination, rebellion,

insurrection, riot, terrorism, battle, or invasion;

� Disasters: if the event is tagged as disaster, earthquake, weather, tornado,

hurricane, or typhoon;

� Epidemics: if the event is tagged as epidemic or pandemic;

� All: if the event is tagged with any of the above.

Figure 3.C.4 plots these events over the past 150 years.

I then include these event indicators as controls in the predictive regression:

Re
t+1 = α + β ×Wart + γj ×Dj

t + ϵt+1, (3.C.9)

where Dj
t is a dummy variable for the event j equal to one if there is one event j in

month t. IfWar contains additional predictive power, β is expected to be significantly

positive.

Panel A of Table 3.C.5 reports the results for the whole sample. Across all events,

War remains significant as a return predictor. Among the events, only Recessions and

Epidemic yield significant prediction coefficients at the 5% and 10% levels, respec-

tively. The prediction slope on Recessions is negative and is thus inconsistent with

a risk-based explanation. The results indicate that the actual events themselves, ex-

cept Recessions, have limited predictive power and therefore cannot be a cause of

fluctuations in RRA. This evidence rules out the possibility that War only reflects

RRA changes triggered by real-world stressful events.

Panel B reports the results in the first half of the sample from 1871 to 1949. During

this period, War remains significant against Bank Failures, Disasters, and Epidemic.

During the second half of the sample, War remains significant at least 5% level across

all events and drives out the significance of Recessions.

Overall, the findings in this subsection eliminate the alternative explanation that

the predictability ofWar from news articles is simply a manifestation of actual events.
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Indeed, I find that most of the events have no predictive power. Thus, it is undoubt-

edly the narrative aspects of the events that matter for the stock market.

3.C.4 Subperiod Predicting Power

This subsection investigates the predictive power of discourse topics during different

subsamples: expansion versus recession and high versus low sentiment. The literature

seems to have reached a consensus that sentiment indexes can better predict the

market during recessionary times (see, e.g., Garcia (2013), Huang et al. (2015), Jiang

et al. (2019), among others). The intuition underlying this view is that the fear and

anxiety investors feel related to the economic hardships during recessions increase

their sensitivity to sentiment (Garcia, 2013).

The literature also shows that sentiment indexes have stronger predictability dur-

ing high sentiment periods when mispricings are likely to occur because of short-sale

constraints (Stambaugh et al., 2012; Huang et al., 2015; Jiang et al., 2019). Huang

et al. (2020) find that their disagreement index yields stronger predictability when

sentiment is high: high disagreement leads to higher average bias and more overvalu-

ation. This effect is stronger when investors are more optimistic (Huang et al., 2020).

While these observations lean toward the behavioral channel, the predictability of my

topics is more risk-based, so whether I can observe similar subsample concentrations

in predictability remains unclear.

To examine the above question, I follow Rapach et al. (2010) and Huang et al.

(2015), among others. I compute the subsample R2 as follows:

R2
c = 1−

∑T
t=1 I

c
t (ϵ̂t)

2∑T
t=1 I

c
t

(
Re

t − R̄e
)2 , c = exp, rec, high, low, (3.C.10)

where Ict is an indicator that takes a value of one when month t is an expansion

(recession) period or high (low) sentiment period; ϵ̂t is the fitted residual based on the

in-sample predictive regression (3.1); R̄e is the full sample mean of the excess market
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return; and T is the number of observations for the full sample of 1871–2019. I classify

months into expansions and recessions based on the National Bureau of Economic

Research (NBER) business cycles. For sentiment periods, I follow Stambaugh et al.

(2012) and Huang et al. (2015) and classify a month as high (low) sentiment if the

Baker and Wurgler (2006) investor sentiment level in the previous month is above

(below) is median value for the sample. Unlike the full sample R2, the subsample R2

can be positive or negative.

In the same spirit as Equation (3.C.10), I compute the out-of-sample R2
OS for each

period. Similar to the previous out-of-sample analyses, I use the expanding estimation

window, and the evaluation period began in January 1891.

Panel A of Table 3.C.6 reports the results with the in-sample R2. Accordingly,

War and the PLS index yield higher R2’s during recessions (0.91% in recessions vs.

0.06% in expansions for War, and 1.80% in recessions vs. 0.58% in expansions for

PLS). These results are consistent with the observation of concentrated predictive

power during recessions documented in the literature. However, the out-of-sample R2

with an expanding window in Panel B suggests both War and the PLS index have

stronger predictive power in expansions (0.69% in expansions vs. -0.46% in recessions

for War, and 0.10% in expansions vs. -0.31% in recessions for PLS). In sum, whether

topics have stronger prediction power in recessions remains inconclusive.

I consistently find that discourse topics can better predict the market during low

sentiment periods for both in-sample and out-of-sample analyses. For example, the

in-sample R2 for War is 0.50% during low sentiment periods versus 0.01% during

high sentiment periods, while the figure for PLS is 1.90% versus -0.16%, respectively.

For out-of-sample prediction, War yields an R2
OS of 0.47% during low sentiment

months versus -0.02% during high sentiment months, while the numbers for PLS are

0.85% and -0.66%. While this result is contradictory to the sentiment literature, it is

intuitive. When people are in a bad mood, they are more receptive to stressful news.
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In short, while I do not find evidence of different predicting powers of topics across

the business cycles as commonly documented in the literature, I note that topics can

better predict the market during low sentiment periods. This result is opposite to

the sentiment literature. This further indicates that economic topics predict market

outcomes via a different channel from sentiment.

3.C.5 Predicting Returns on Characteristic Portfolios

In the main text, I document that War and the discourse topic index predict market

returns. In this appendix, I investigate whether the return predictability of topics

holds at the individual portfolio level. Following Huang et al. (2015), I consider 40

characteristics-sorted portfolios, including 10 industry portfolios, 10 size portfolios,

10 book-to-market (BM) portfolios, and 10 momentum portfolios. The sample period

for this analysis is from January 1927 to October 2019.

To examine the predictability of topics over the risk premium on the characteristics

portfolios, I run the following predictive regression:

Re
i,t+1 = αi + βixt + ϵi,t+1, i = 1, . . . , 40 (3.C.11)

where Re
i,t+1 is the excess return on portfolio i, and xt is either War or the PLS index.

Panel A of Table 3.C.7 reports results with 10 industry portfolios. Both War and

the PLS index yield positive slope coefficients across industries, although most of the

prediction coefficients on War are insignificant. On the other hand, the PLS index

can significantly predict returns on all industries, with the strongest predicting powers

found in Durable.

The rest of Table 3.C.7 reports results with the size, BM, and momentum port-

folios. Both War and the PLS index yield positive slopes for these portfolios, but

the prediction coefficients on War are not as strong as those on the PLS index. The

slopes on the ten-size portfolios increase monotonically from the large to small portfo-
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lios for both War and the PLS index. The topics also better predict value (high BM)

and past loser stocks. Thus, returns on small, distressed (high BM) and, recently,

underperforming stocks are more sensitive to War.
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Figure 3.C.1. NYT Article Count and Length

This figure plots the time series of the monthly total count and the monthly average length of articles
in the NYT. Article length is measured as the sum of unigrams (one-word terms), bigrams (two-word
terms), and trigrams (three-word terms) of each article. The sample period is from January 1871 to
October 2019. Articles with limited content have been removed.
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Figure 3.C.2. Discourse Topic Contents

This figure plots the frequencies of n-grams per topic over time. Frequencies are constructed accord-
ing to the sLDA model described in Section 3.2, and the size of each n-gram indicates its frequency.
The sample period is from January 1871 to October 2019.
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Figure 3.C.3. Time Series of Topics Weights from the NYT

This figure plots the time series of monthly topic weights constructed according to the sLDA model as
described in Section 3.2. The solid line is topic weight while the dashed line is excess market return;
both have been demeaned for ease of visualization. The shades indicate NBER-dated recessions.
The sample period is from January 1871 to October 2019.
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Table 3.C.1

Data Screening

This table reports the number of NYT articles after each cleaning step. The whole sample is from
January 1871 to October 2019.

Screening Steps Number of Articles (Millions)

Original Sample 14.73

After dropping articles whose title indicates limited content 13.41

After further dropping articles having fewer than 100 content words 6.89
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Table 3.C.3

Predicting One-Month Market Returns: War versus Return Moments

This table presents the results of the following predictive regression:

Re
t+1 = α+ βWart + γzt + ϵt+1,

where Re
t+1 is the excess market return over the next month, Wart is the NYT War index, zt

is one of the current excess market return (MKT), conditional volatility (VOL), or conditional
skewness (SK), and β measures the strength of predictability. Returns are expressed as annualized
percentages, and the independent variable is standardized to zero mean and unit variance. Adjusted
R2 is expressed as a percentage, and t-statistics are computed with Newey and West (1987) standard
errors. *p < 0.1; **p < 0.05; ***p < 0.01. The whole sample is from January 1928 to October 2019.

Panel A: 1928-2019

War 3.40 ** 3.71 ** 3.48 ** 3.61 **

(2.13) (2.27) (2.16) (2.27)

MKT 5.28 6.22

(1.39) (1.46)

VOL 0.68 2.31

(0.14) (0.44)

SK -2.33 -3.27

(-0.89) (-1.37)

R2 0.78 0.13 0.25 0.93

Panel B: 1950-2019

War 3.97 ** 3.71 ** 4.00 ** 3.63 **

(2.54) (2.33) (2.53) (2.30)

MKT 1.44 1.10

(0.66) (0.53)

VOL -1.92 -1.62

(-0.67) (-0.57)

SK -1.29 -1.45

(-0.74) (-0.81)

R2 0.52 0.58 0.50 0.46

Panel C: 2000-2019

War 9.49 *** 8.81 *** 9.75 *** 8.71 ***

(3.31) (2.92) (3.39) (2.86)

MKT 2.27 0.36

(0.55) (0.09)

VOL -5.10 -4.94

(-0.95) (-0.86)

SK -1.01 -0.99

(-0.38) (-0.37)

R2 3.18 3.96 3.02 3.18
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Table 3.C.4

Risk-Return Trade-Off

This table presents the results of the GARCH-M framework with the constant relative risk aversion
specification (constant RRA):

RM,t+1 −Rf,t+1 = λ0 + λ1 × σ2
M,t + ϵt+1,

and the time-varying RRA specification (varying RRA):

RM,t+1 −Rf,t+1 = λ0 + (λ1 + λ2 ×Wart)× σ2
M,t + ϵt+1,

in the mean equation. Panels A–D report the results with different specifications for the volatility
equation, namely, GARCH (Bollerslev, 1986), IGARCH (Engle and Bollerslev, 1986), TGARCH
(Zakoian, 1994), and EGARCH (Nelson, 1991):

GARCH(1, 1) : σ2
M,t = δ0 + δ1ϵ

2
t + δ2σ

2
M,t−1,

IGARCH(1, 1) : σ2
M,t = δ0 + δ1ϵ

2
t + (1− δ1)σ

2
M,t−1,

TGARCH(1, 1) : σ2
M,t = δ0 + δ1ϵ

2
t + δ3Dtϵ

2
t + δ2σ

2
M,t−1,

EGARCH(1, 1) : ln(σ2
M,t) = δ0 + δ1

(
|ϵt|
σM,t

)
− δ3

(
ϵt

σM,t

)
+ δ2ln(σ

2
M,t−1),

where Dt is an indicator equal to one when ϵt is negative and zero otherwise. The coefficient of
interest λ2, which measures the sensitivity of RRA to War, is in bold. The whole sample is from
January 1871 to October 2019.

1871-2019 1871-1949 1950-2019

Constant RRA Varying RRA Constant RRA Varying RRA Constant RRA Varying RRA

Coef. t-stat Coef. t-stat Coef. t-stat Coef. t-stat Coef. t-stat Coef. t-stat

Panel A: GARCH

λ0 0.00 1.47 0.00 -0.85 0.00 0.37 0.00 -0.72 0.00 1.09 0.00 -0.83

λ1 2.17 2.62 0.22 0.21 2.20 2.42 0.81 0.68 2.58 1.32 -0.78 -0.33

λ2 2.05 3.20 1.56 1.89 3.10 2.46

δ0 0.00 3.56 0.00 3.64 0.00 2.67 0.00 2.73 0.00 2.47 0.00 2.45

δ1 0.14 6.42 0.14 6.60 0.16 4.92 0.17 5.08 0.12 3.75 0.12 3.72

δ2 0.82 31.85 0.82 32.67 0.81 20.95 0.81 21.66 0.83 24.50 0.83 23.73

Adj. R2(%) -0.38 0.27 -0.73 -0.30 0.10 0.84

Panel B: IGARCH

λ0 0.00 2.17 0.00 -0.73 0.00 0.68 0.00 -0.65 0.00 1.95 0.00 -0.64

λ1 1.69 2.84 -0.03 -0.03 1.81 2.41 0.56 0.56 1.88 1.80 -1.18 -0.77

λ2 1.95 4.08 1.50 2.48 2.79 2.57

δ0 0.00 3.60 0.00 3.63 0.00 2.57 0.00 2.62 0.00 2.93 0.00 2.88

δ1 0.18 6.65 0.18 6.76 0.20 4.65 0.20 4.85 0.16 5.50 0.16 5.36

δ2 0.82 0.82 0.80 0.80 0.84 0.84

Adj. R2(%) -0.32 0.29 -0.61 -0.21 0.11 0.76

Panel C: TGARCH

λ0 0.00 2.11 0.00 -1.15 0.00 0.43 0.00 -2.05 0.01 4.19 0.00 -0.19

λ1 2.33 10.18 0.07 0.09 2.09 2.02 1.06 1.32 0.31 0.33 -2.09 -0.96

λ2 2.17 9.34 1.77 6.80 2.55 4.82

δ0 0.00 6.48 0.00 4.93 0.00 4.01 0.00 2.81 0.01 1.33 0.01 1.65

δ1 0.14 11.79 0.14 13.85 0.14 8.72 0.15 10.77 0.12 4.52 0.12 4.95

δ2 0.84 805.33 0.84 75.72 0.85 616.62 0.84 43.90 0.76 7.04 0.76 9.01

δ3 0.26 3.38 0.28 3.24 0.20 2.29 0.21 2.22 0.76 1.71 0.68 2.03

Adj. R2(%) -0.26 0.13 -0.35 -1.07 -0.11 0.42

Panel D: EGARCH

λ0 0.00 1.17 0.00 -0.12 0.00 -0.95 0.00 -1.18 0.01 1.62 0.00 -2.02

λ1 2.88 43.43 0.23 0.03 2.81 16.15 0.77 4.50 0.89 0.44 -1.92 -1.98

λ2 2.03 1.15 1.47 3.47 2.69 5.58

δ0 -0.28 -43.00 -0.28 -0.97 -0.21 -23.38 -0.19 -3.45 -0.81 -2.77 -0.80 -8.26

δ1 -0.06 -3.75 -0.06 -0.72 -0.05 -2.38 -0.05 -2.40 -0.14 -2.59 -0.13 -4.25

δ2 0.96 65420.25 0.95 20.30 0.97 4136.73 0.97 112.70 0.88 19.74 0.88 59.15

δ3 0.26 8.27 0.26 2.35 0.26 5.47 0.25 5.69 0.22 5.46 0.22 5.71

Adj. R2(%) -0.56 0.20 -1.17 -0.17 -0.13 0.50
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Table 3.C.5

War versus Real Events

This table presents the results of the following predictive regression:

Re
t+1 = α+ β ×Wart + γj ×Dj

t + ϵt+1

where Re
t+1 is the excess market return over the next month, Dj

t is a dummy variable for event j
equal to one if there is one event j in month t. Returns are expressed as annualized percentages,
and War is standardized to zero mean and unit variance. Adjusted R2 is expressed as a percentage,
and t-statistics are computed with Newey and West (1987) standard errors. *p < 0.1; **p < 0.05;
***p < 0.01.

Recessions Bank Failures Wars Disasters Epidemic All

Panel A: 1871-2019

War 3.02 ** 3.82 *** 3.58 *** 3.75 *** 3.84 *** 3.55 ***

(2.52) (3.37) (3.06) (3.32) (3.40) (3.14)

Event -8.33 ** 3.36 2.90 -7.06 18.32 * -8.81 ***

(-2.08) (0.30) (0.72) (-1.10) (1.66) (-3.07)

R2(%) 0.74 0.33 0.37 0.38 0.39 0.92

Panel B: 1871-1949

War 2.54 3.62 ** 2.68 3.42 ** 3.54 ** 3.35 *

(1.37) (2.09) (1.45) (1.98) (2.05) (1.93)

Event -11.24 ** 12.69 9.36 -8.11 20.43 -11.65 ***

(-2.29) (1.07) (1.32) (-1.15) (1.57) (-2.85)

R2(%) 0.85 0.14 0.38 0.14 0.19 0.95

Panel C: 1950-2019

War 4.12 ** 4.02 ** 4.16 *** 4.01 ** 4.07 ** 4.26 ***

(2.58) (2.53) (2.62) (2.53) (2.57) (2.66)

Event -4.55 -32.15 * -2.44 -6.22 9.74 -6.19

(-0.64) (-1.80) (-0.56) (-0.64) (0.51) (-1.57)

R2(%) 0.53 0.58 0.48 0.50 0.44 0.79
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Table 3.C.6

Subperiod R2

This table reports the R2 statistic as a percentage computed over different subperiods: expansion
(exp) versus recession (rec) and high sentiment versus low sentiment. Expansions and recessions are
based on the National Bureau of Economic Research (NBER) business cycles. A month is classified
as high (low) sentiment if the Baker and Wurgler (2006) investor sentiment level in the previous
month is above (below) the median value for the sample. Panel A reports the results for the in-
sample analysis, and the entire sample period is January 1971 to October 2019. Panel B reports
the results for the out-of-sample analysis with an expanding estimation window, and the evaluation
period begins in January 1891.

R2 R2
exp R2

rec R2
high R2

low

Panel A: In Sample

War 0.39 0.06 0.91 0.01 0.50

PLS 1.07 0.58 1.80 -0.16 1.90

Panel B: Out of Sample

War 0.17 0.69 -0.46 -0.02 0.47

PLS -0.08 0.10 -0.31 -0.66 0.85
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Table 3.C.7

Predicting Returns of Characteristics Portfolios

This table presents the results of the following predictive regression:

Re
i,t+1 = αi + βixt + ϵi,t+1, i = 1, . . . , 40

where Re
i,t+1 is the excess return on portfolio i over the next month, xt is either War or the

PLS index, and βi, the coefficient of interest, measures the strength of predictability. Returns are
expressed as annualized percentages, and the independent variable is standardized to zero mean and
unit variance. Adjusted R2 is expressed as a percentage, and t-statistics are computed with Newey
and West (1987) standard errors. The sample period is January 1927 to October 2019. *p < 0.1;
**p < 0.05; ***p < 0.01.

War(%) t-stat R2 (%) PLS (%) t-stat R2 (%)

Panel A: Industry Portfolios

Nondurable 2.53 * (1.80) 0.12 4.07 *** (2.64) 0.46

Durable 3.29 (1.42) 0.04 6.96 *** (2.82) 0.48

Manufacture 2.16 (1.21) -0.01 5.25 *** (2.58) 0.40

Energy 1.69 (0.89) -0.04 4.75 ** (2.30) 0.33

Technology 3.62 (1.57) 0.09 6.54 *** (2.61) 0.48

Telecom 0.98 (0.70) -0.06 2.43 (1.57) 0.11

Shop 3.18 * (1.77) 0.12 6.01 *** (3.34) 0.66

Health 2.17 (1.24) 0.02 4.95 *** (2.65) 0.46

Utility 2.23 (1.35) 0.02 4.19 ** (2.42) 0.32

Other 3.75 ** (1.98) 0.15 6.38 *** (2.92) 0.60

Panel B: Size Portfolios

Small 6.17 ** (1.97) 0.18 10.67 *** (2.83) 0.72

2 4.99 * (1.88) 0.14 8.76 *** (2.85) 0.62

3 5.32 ** (2.22) 0.23 8.39 *** (3.02) 0.69

4 4.39 ** (1.97) 0.16 7.93 *** (3.13) 0.71

5 4.20 ** (1.98) 0.16 7.06 *** (2.99) 0.62

6 3.63 * (1.78) 0.11 6.90 *** (3.03) 0.64

7 3.91 ** (1.98) 0.17 6.71 *** (3.11) 0.68

8 3.67 ** (2.01) 0.16 6.33 *** (3.08) 0.66

9 3.13 * (1.83) 0.11 5.93 *** (3.10) 0.65

Large 2.54 * (1.69) 0.09 4.90 *** (2.93) 0.57

Panel C: Book-to-market Portfolios

Growth 2.33 (1.37) 0.03 5.35 *** (2.80) 0.53

2 2.49 (1.50) 0.06 5.11 *** (2.88) 0.56

3 2.36 (1.48) 0.04 4.75 *** (2.76) 0.46

4 2.01 (1.23) -0.01 4.83 ** (2.50) 0.38

5 3.15 * (1.90) 0.13 5.88 *** (3.15) 0.67

6 2.30 (1.34) 0.01 5.15 ** (2.54) 0.42

7 3.47 * (1.86) 0.11 5.89 *** (2.79) 0.50

8 3.78 * (1.92) 0.13 7.02 *** (3.16) 0.68

9 4.54 ** (2.04) 0.16 7.77 *** (3.09) 0.63

Value 5.77 ** (2.08) 0.19 9.08 *** (2.88) 0.60

Panel D: Momentum Portfolios

Losers 7.10 ** (2.41) 0.28 10.43 *** (3.24) 0.71

2 3.26 (1.39) 0.02 6.29 ** (2.35) 0.34

3 2.99 (1.48) 0.04 5.32 ** (2.37) 0.32

4 2.56 (1.42) 0.02 5.34 *** (2.65) 0.41

5 2.81 * (1.71) 0.07 5.39 *** (2.80) 0.49

6 2.73 * (1.67) 0.07 5.45 *** (2.93) 0.54

7 2.81 * (1.79) 0.10 5.46 *** (3.14) 0.61

8 2.24 (1.40) 0.04 5.44 *** (3.13) 0.65

9 3.70 ** (2.18) 0.22 6.37 *** (3.47) 0.83

Winners 3.92 * (1.82) 0.17 6.43 *** (2.83) 0.61
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3.D Topic Weights Constructed by Raw Counts of

Seed Words from the NYT

In this appendix, I conduct a robustness check for the main empirical results in the

paper. Specifically, I investigate whether the sLDA model adds economic insight

beyond a simple count of seed words in the news.

While the majority of finance papers that employ textual analysis rely on simple

counts of words from a predefined dictionary (for reviews, see Loughran and Mc-

Donald (2016) and Loughran and McDonald (2020)), recent studies have exploited

statistical unsupervised topic modeling to extract thematic contents from textual data

(e.g., Dyer et al. (2017), Choudhury et al. (2019), Brown et al. (2020), and Bybee

et al. (2021)). This paper blends the two branches by employing a semisupervised

model in which I inject seed words into the topic model to extract desired contents.

Hence, a natural question is whether the sLDA model reveals any additional informa-

tion beyond a simple count of those seed words in the news. To answer this question, I

construct topic weights by simply counting the occurrences of seed words and scaling

them by the total number of ngrams in the article.

Table 3.D.1 reports the summary statistics for these topic weights. War is still the

most frequently mentioned and most volatile topic with a monthly mean of 0.12% and

standard deviation of 0.09%. It implies, on average, 0.12% of monthly NYT words are

related to fiveWar seed words (war, tension, conflict, terrorism, and terrorist).45 This

might seem low, but it shows the limitation of the raw count approach. It relies on a

list of comprehensive words, and their sources can be subjective. In contrast, sLDA

lets the machine captures the words co-occurring with the seed words; thus, it has less

subjectivity than the words count approach. War has the first-order autocorrelation

45On average, every month, I have about 2 million ngrams in the NYT (the product of 4000
articles and 500 ngrams per article). For War, 0.12% of this number means 2400 mentions of the
five War seed words.
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of 96%, much higher than the percentage (78%) obtained via the sLDA one. To

remain consistent with the sLDA model, I also construct the PLS index from all

topics.46 Once again, the PLS index heavily loads on War and strongly correlates

with this topic with a correlation coefficient of 99%.

To investigate whether manually constructed topics have the same market impli-

cations as the sLDA topics, I first use them to predict the monthly market returns

in the sample. Table 3.D.2 shows that, in general, both War and the PLS index can

powerfully and positively predict market excess returns one month ahead, consistent

with the sLDA results. The other manually constructed topics, similar to the sLDA

topics, do not display any consistent predictability pattern.

In Table 3.D.3, I find that the manually constructed PLS index is not signifi-

cant after controlling for specific economic predictors (book-market, long-term yield,

and term spread), and, in Table 3.D.4, the manually counted topic index loses its

significance when controlling for other uncertainty variables.

The in-sample predictability results can be biased if the predictors are highly

consistent, which is the case for the manually counted War and PLS index. Hence,

in Table 3.D.5, I report the out-of-sample R2 computed with the frequency-based

topics. Unsurprisingly, over the whole evaluation period of 1881–2019, the raw War

index produces a much lower R2
OS than the sLDA one: 0.08% versus 0.17%. The sLDA

one continues to outperform in each subperiod. Similarly, the manually constructed

topics via PLS greatly underperform their sLDA counterparts across all samples.

In sum, topic weights constructed with simple seed word counts yield monthly in-

sample prediction results in line with the sLDA ones but substantially underperform

in out-of-sample predictability. Moreover, the frequency-based topic index does not

contain additional economic insights beyond the well-known economic and uncertainty

46Comparing to the PLS weight from sLDA, the PLS weight of the seed word count is much
lower due to its low topics weight. Recall that the PLS weight is the slope from regressing the topic
weight on market returns; thus, the different scales of the dependent variable result in the different
scale of the slope.
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predictors. These results indicate that the limited set of seed words fails to capture the

whole universe of terms belonging to the same topic, and, hence, I need a statistical

way to uncover and cluster them.
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Table 3.D.1

Summary Statistics
Topic Weights Constructed by Raw Counts of Seed Words

This table presents the summary statistic of the time series of 14 monthly topic weights from January
1871 to October 2019 constructed by raw counts of seed words. Panel A reports the first and second
moments; Panel B reports the autocorrelations from first- to fourth-order; Panel C reports the
loading on each topic in constructing a partial least square (PLS) topic index, and Panel D report
the correlations among topics. All numbers (except sample size) are in percentages.

N Mean SD Q1 Median Q3 AC(1) PLS Weights Corr PLS

War 1784 0.12 0.09 0.07 0.09 0.12 95.78 0.10 99.29

Pandemic 1784 0.00 0.00 0.00 0.00 0.00 58.34 0.00 0.39

Panic 1784 0.05 0.02 0.03 0.04 0.05 92.92 0.02 -2.40

Confidence 1784 0.00 0.00 0.00 0.00 0.00 79.75 0.00 -1.10

Saving 1784 0.02 0.01 0.02 0.02 0.03 69.60 0.00 -0.86

Consumption 1784 0.02 0.00 0.01 0.02 0.02 73.99 0.00 14.21

Money 1784 0.12 0.05 0.09 0.12 0.14 87.86 -0.01 -51.43

Tech 1784 0.06 0.04 0.02 0.04 0.09 97.68 0.02 4.96

Real estate boom 1784 0.01 0.00 0.01 0.01 0.02 79.31 -0.00 -16.47

Real estate crash 1784 0.01 0.00 0.00 0.01 0.01 69.89 0.00 -3.77

Stock bubble 1784 0.02 0.01 0.02 0.02 0.03 68.50 -0.00 -20.57

Stock crash 1784 0.04 0.01 0.03 0.04 0.04 71.40 -0.00 -22.43

Boycott 1784 0.10 0.03 0.08 0.10 0.12 72.28 0.01 12.96

Wage 1784 0.03 0.02 0.02 0.02 0.03 84.77 0.01 26.48

PLS 1784 76.83 86.68 29.03 57.68 84.71 95.97
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Table 3.D.2

Predicting One-Month Market Returns: Raw Topic Counts

This table presents the results of the following predictive regression:

Re
t+1 = α+ βxt + ϵt+1→t+1,

where Re
t+1 is the excess market return over the next month, xt is one of the topics or the PLS

index constructed by raw counts of seed words, and β is the coefficient of interest that measures
the strength of predictability. Returns are annualized percentages, and the independent variable is
standardized to zero mean and unit variance. Adjusted R2 is in percentage and t-stat is computed
with the Newey and West (1987) standard errors. *p < 0.1; **p < 0.05; ***p < 0.01.

1871-2019 1871-1949 1950-2019 2000-2019

War (%) 3.18 *** 3.64 ** 4.80 *** 8.07 ***

t-stat (2.60) (2.17) (3.04) (2.86)

R2 (%) 0.26 0.23 0.82 2.15

Pandemic (%) 0.05 -0.61 0.73 6.96 ***

t-stat (0.05) (-0.39) (0.54) (2.96)

R2 (%) -0.06 -0.10 -0.10 1.49

Panic (%) 2.48 2.29 2.20 1.53

t-stat (1.38) (0.48) (0.88) (0.29)

R2 (%) 0.13 0.03 0.08 -0.33

Confidence (%) 1.23 0.57 0.88 -0.45

t-stat (1.00) (0.22) (0.51) (-0.14)

R2 (%) -0.01 -0.10 -0.09 -0.42

Saving (%) 1.67 3.23 -0.17 5.06

t-stat (0.93) (0.99) (-0.09) (1.47)

R2 (%) 0.03 0.16 -0.12 0.59

Consumption (%) 1.82 3.98 * 1.03 2.29

t-stat (1.13) (1.74) (0.59) (0.63)

R2 (%) 0.05 0.29 -0.08 -0.22

Money (%) -0.58 0.18 -1.00 -0.55

t-stat (-0.37) (0.08) (-0.52) (-0.12)

R2 (%) -0.05 -0.10 -0.08 -0.41

Tech (%) 1.21 -0.32 0.69 0.17

t-stat (1.03) (-0.12) (0.42) (0.05)

R2 (%) -0.01 -0.10 -0.10 -0.42

Real estate boom (%) -0.68 -0.47 -3.67 * -2.98

t-stat (-0.47) (-0.27) (-1.78) (-0.60)

R2 (%) -0.04 -0.10 0.43 -0.07

Real estate crash (%) 2.43 ** 0.50 3.09 ** 2.47

t-stat (2.17) (0.22) (2.05) (0.93)

R2 (%) 0.12 -0.10 0.27 -0.18

Stock bubble (%) -0.98 -1.88 -1.19 -3.38

t-stat (-0.86) (-1.20) (-0.77) (-1.07)

R2 (%) -0.03 -0.02 -0.06 0.03

Stock crash (%) -0.06 -1.54 2.54 -1.23

t-stat (-0.04) (-0.85) (1.22) (-0.25)

R2 (%) -0.06 -0.05 0.14 -0.36

Boycott (%) 1.15 1.01 0.22 7.29 ***

t-stat (0.86) (0.56) (0.13) (2.96)

R2 (%) -0.02 -0.08 -0.12 1.67

Wage (%) 2.13 3.34 -0.21 2.73

t-stat (1.50) (1.64) (-0.10) (0.93)

R2 (%) 0.08 0.18 -0.12 -0.13

PLS (%) 3.13 ** 3.40 ** 4.78 *** 7.92 ***

t-stat (2.54) (2.03) (2.93) (2.72)

R2 (%) 0.24 0.19 0.81 2.05

Shiller PLS (%) 1.83 0.77 2.60 4.12

t-stat (1.43) (0.39) (1.49) (1.64)

R2 (%) 0.05 -0.09 0.16 0.25

195



Table 3.D.3

Predicting Market Returns after Controlling for Economic Variables
Topic Weights Constructed by Raw Counts of Seed Words

This table presents the results of the following predictive regression

Re
t+1 = α+ γzt + ϵt+1

in Panel A, and the following predictive regression

Re
t+1 = α+ βxt + γzt + ϵt+1

in Panel B, where Re
t+1 is the excess market return over the next month, xt is the topic PLS index

constructed by raw counts of seed words, and zt is one of the 16 economic variables: 14 economic
predictors from Goyal and Welch (2008), output gap from Cooper and Priestley (2009), and short
interest from Rapach et al. (2016). The last row reports the results using PLS with the 16 economic
variables. Returns are annualized percentages, and the independent variable is standardized to zero
mean and unit variance. Adjusted R2 is in percentage; and t-stat is computed with the Newey and
West (1987) standard errors. *p < 0.1; **p < 0.05; ***p < 0.01.

Panel A: Univariate Panel B: Bivariate

Economic Predictor γ(%) R2(%) β(%) γ(%) R2(%) Period

Dividend-price ratio (DP) 1.39 0.00 2.99 ** 0.98 0.22 187101-201910

Dividend yield (DY) 2.03 0.07 2.90 ** 1.61 0.27 187102-201910

Earnings-price ratio (EP) 2.46 0.13 2.70 ** 1.83 0.29 187101-201910

Dividend payout ratio (DE) -1.00 -0.03 3.07 ** -0.74 0.21 187101-201910

Stock variance (SVAR) -0.08 -0.06 3.13 ** -0.06 0.19 187101-201910

Book-to-market Ratio (BM) 5.19 0.58 2.40 4.80 0.63 192103-201910

Net equity expansion (NTIS) -4.11 0.31 3.11 * -3.91 0.45 192612-201910

Treasury bill rate (TBL) -3.68 ** 0.36 2.23 * -3.02 * 0.44 187101-201910

Long term bond yield (LTY) -2.82 0.11 2.50 -1.90 0.16 191901-201910

Long term bond return (LTR) 3.36 * 0.18 3.50 ** 3.51 * 0.38 192601-201910

Term spread (TMS) -2.70 0.10 2.55 -1.77 0.15 191901-201910

Default yield spread (DFY) 2.87 0.12 3.29 ** 2.97 0.30 191901-201910

Default return spread (DFR) 2.30 0.04 3.34 ** 2.29 0.22 192601-201910

Inflation (INFL) -3.32 0.20 3.00 ** -3.98 * 0.34 191302-201910

Output Gap (OG) -3.39 0.20 3.40 ** -3.65 0.40 191902-201910

Short Interest (SI) -5.70 ** 0.94 5.18 ** -6.63 *** 1.65 197301-201412

Economic PLS 4.40 * 0.48 5.85 *** 6.16 ** 1.37 197301-201412
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Table 3.D.4

Predicting Market Returns after
Controlling for Uncertainty and Sentiment Variables

Topic Weights Constructed by Raw Counts of Seed Words

This table presents the correlation between the topic PLS index with each of the uncertainty and
sentiment variables in Panel A, the results of the following predictive regression

Re
t+1 = α+ γzt + ϵt+1

in Panel B, and the following predictive regression

Re
t+1 = α+ βxt + γzt + ϵt+1

in Panel C, where Re
t+1 is the excess market return over the next month, xt is the topic PLS

index constructed by raw counts of seed words, and zt is one of the uncertainty variables—financial
and macro uncertainty indexes from Jurado et al. (2015), economic policy uncertainty index from
Baker et al. (2016), disagreement index from Huang et al. (2020), and implied volatility (VIX)—and
sentiment variables—news sentiment, investor sentiment from Baker and Wurgler (2006), aligned
sentiment from Huang et al. (2015), and manager sentiment from Jiang et al. (2019). The last row
reports the results using PLS with all uncertainty and sentiment variables. Returns are annualized
percentages, and the independent variable is standardized to zero mean and unit variance. Adjusted
R2 is in percentage and t-stat is computed with the Newey andWest (1987) standard errors. *p < 0.1;
**p < 0.05; ***p < 0.01.

Panel A: Correlations Panel B: Univariate Panel C: Bivariate

Economic Predictor Corr. with PLS (%) γ(%) R2(%) β(%) γ(%) R2(%) Period

Financial uncertainty -7.56 ** -5.75 ** 1.15 3.29 * -5.50 * 1.43 196007-201910

Macro uncertainty -15.02 *** -4.30 0.58 3.13 -3.83 0.81 196007-201910

Economic policy uncertainty 17.59 *** 4.03 0.38 3.84 3.36 0.69 198501-201910

Implied volatility (VIX) 3.18 0.40 -0.27 4.93 ** 0.25 0.46 199001-201910

News implied volatility (NVIX) 5.70 ** 0.03 -0.07 2.90 ** -0.13 0.10 188907-201603

Disagreement 5.21 -8.43 *** 2.43 4.02 * -8.63 *** 2.85 196912-201812

News sentiment 8.37 *** -0.52 -0.05 3.20 ** -0.78 0.21 185701-201910

Investor sentiment (BW) 7.18 * -2.50 0.08 3.70 * -2.77 0.44 196507-201812

Investor sentiment (PLS) -12.05 *** -7.32 *** 1.86 2.66 -7.00 *** 1.97 196507-201812

Manager sentiment -42.60 *** -9.06 *** 3.32 2.37 -8.05 ** 2.99 200301-201712

Shiller’s one-year confidence index 12.50 * -4.77 0.48 7.85 ** -5.75 ** 2.54 200107-201910

Shiller’s crash confidence index 16.65 ** -2.07 -0.28 7.69 *** -3.35 1.64 200107-201910

Uncertainty PLS -17.38 ** 2.38 -0.39 6.24 * 3.46 0.59 200301-201603
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Table 3.D.5

Out-Of-Sample R2

Topic Weights Constructed by Raw Counts of Seed Words

This table reports the out-of-sample R2
OS statistic (Campbell and Thompson 2008) in predicting the

monthly excess market return using the economic topics constructed by raw counts of seed words.
Panels A and B report results using OLS and PLS, respectively. All out-of-sample forecasts are
estimated recursively using data available in the expanding estimation window. All numbers are in
percentages. ***, **, and * indicate 1%, 5%, and 10% significance of the Clark and West (2007)
MSFE-adj statistic. The evaluation period begins in January 1881, and the whole sample is from
January 1871 to October 2019.

1881-2019 1881-1949 1950-2019 2000-2019

Panel A: OLS

Dividend-price ratio (DP) -0.60 -0.81 -0.25 0.05

Dividend yield (DY) -0.48 -0.39 -0.64 0.04

Earnings-price ratio (EP) -0.14 -0.07 -0.26 -0.35

Dividend payout ratio (DE) -0.83 -1.12 -0.33 -1.06

Stock variance (SVAR) -1.68 -2.18 -0.79 -0.86

Treasury bill rate (TBL) 0.07 ** -0.05 0.26 ** 0.45

War 0.08 *** -0.02 ** 0.26 * 0.77 **

Pandemic -0.11 -0.13 -0.06 -0.41

Panic -0.48 -0.71 -0.08 -2.37

Confidence -0.45 -0.48 -0.39 -1.52

Saving -0.13 -0.01 -0.34 0.36 *

Consumption -0.20 -0.02 * -0.52 0.11

Money -0.17 -0.26 -0.01 -0.02

Tech -0.34 -0.42 -0.22 -0.64

Real estate boom -0.14 -0.13 -0.16 -0.14

Real estate crash -0.09 -0.31 0.31 ** -1.05

Stock bubble -0.08 -0.04 -0.14 0.12

Stock crash -0.18 -0.17 -0.21 -0.10

Boycott -0.26 -0.42 0.02 0.30 ***

Wage -0.32 -0.39 -0.20 0.19

Panel B: PLS

Economic -0.84 -1.11 -0.38 -0.55

Topics -0.26 * -0.53 * 0.22 * 0.63 *

Shiller Topics -0.69 -1.14 0.10 -0.59
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3.E Discourse Topics from the WSJ

In this appendix, I check whether discourse topics extracted from 660 thousand WSJ

articles predict stock market returns over the period 2000–2019.47 WSJ is a main-

stream media in the US, and readers are stock market participants. In contrast,

NYT ’s readers are educated and focus more on various news topics. In terms of poli-

tics, NYT and WSJ have polarized views. I apply sLDA to WSJ as an out-of-sample

check. I focus on the past 20 years because this is the period where the NYT topics

show the most robust predictability. I apply the same estimation method described

in Section 3.2 to obtain the 14 time series of topic weights from the WSJ data.

Before extracting the 14 topics from theWSJ articles, I also conduct text-processing

steps. Similar to the procedure applied to the NYT articles, I remove articles with

limited content indicated by the pattern of the section they belong to if the sec-

tion label is available and then by the pattern of their title. These section and title

patterns are constructed by manually examining the articles and are available upon

request. See Appendix Section 3.B for the description of text processing, cleaning,

and converting into ngrams.

I plot the word clouds and time series of each topic in Figures 3.E.1 and 3.E.2. I

report the summary statistics for these topics in Table 3.E.1.

Table 3.E.2 reports results in predicting the excess market returns one month ahead

using all WSJ topics. Consistent with the NYT results, War constructed from WSJ

is a strongly positive market predictor over 2000-2019, significant at the 1% level.

Specifically, a one standard deviation increase in War attention is associated with

an 8.3% annualized increase in market returns next month. Its R2
OS, constructed

in an expanding window fashion with an initial 60-month training period, is 1.53%

(also significant at the 1% level). Besides War, Stock Bubble also shows significant

47Following the method in Section 3.2, I use the first 120 months from 1990 to 1999 to construct
the first monthly topic weights.
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prediction results (at the 5% level), although it is a negative predictor. Its R2
OS is

0.89%, significant at the 10% level.

I also aggregate the topics with the PLS technique using all 14 topics (the “PLS”

row) and 12 cases from Shiller (2019) (the “Shiller PLS” row). Both indexes display

in-sample solid predictability. However, as the sample is small and the PLS method

has many parameters to estimate, it yields poor OOS results.

Table 3.E.3 shows prediction results over the long horizons. In line with the NYT

results, WSJ War can predict the stock market returns up to 36 months ahead. Stock

Bubble has predictability for up to 12 months, with the strongest result obtained

within three months. The PLS index can strongly predict the market for up to 36

months, significant at the 1% level across all horizons. This result is expected because

the PLS index is constructed to optimize its in-sample predictability over this 20-year

sample.

Overall, I have found consistent results between the NYT and WSJ topics over

the past 20 years. Across the two national newspapers, attention paid to the War

topic has been a strong market predictor since 2000. In addition, I also document

that Stock Bubble is a negative predictor for the WSJ articles. I conjecture that Stock

Bubble captures the stock market state: news talks more about Stock Bubble when

the market is overvalued, foreshadowing future corrections, resulting in pessimistic

predictions.
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Figure 3.E.1. Discourse Topic Contents from the WSJ

This figure plots the over-time frequencies of n-grams per each topic constructed according to the
sLDA model. The size of each n-gram indicates its frequency. The sample period is from January
2000 to October 2019.
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Figure 3.E.1. Discourse Topic Contents from the WSJ (Cont.)

This figure plots the over-time frequencies of n-grams per each topic constructed according to the
sLDA model. The size of each n-gram indicates its frequency. The sample period is from January
2000 to October 2019.

Confidence

consumer_confidence
will

company
business

people
firmplan

group

state

report

bu
si

ne
ss

_c
on

fid
en

ce
executive

official
take
could

go
ve

rn
m

en
t

federal

rule

board

ch
ie

f law

case

departmentinvestigation

sell

at
to

rn
ey

ch
ar

ge

commission

court

file

lawyerchairman

claim
corp

judge

billion
ju

st
ic

elegal

m
an

ag
em

en
t

chief_executive

pa
yuse

cost

sh
ar

eh
ol

de
r

security

issue

lawsuit
deal

president

share

industry

offer

stake

work

pricedirector

comment

financial

agency

find

time

market
accord

employee

job

office

york

exchange

ceo

plant

power

se
ttl

em
en

t

Savings

moral
poverty

saving

w
ill

state
tax

government
budget

plan
compassion

caign

congress

democrat

house po
lit

ic
al

president
republican

senate

vote

white

pa
rt

y

administration

bush

washington

cut

election

democratic

sen

federal

committee

issue pr
og

ra
m

white_house

support

obama

people

cost

insurance

pay

be
ne

fit

health
income

increase
work

worker

business

rate

job

billion

voter

school

student

high

need

employee

Conspicuous Consumption

consumption
equality

luxury

prosperity

willprice
auto

car

vehicle

company

market

maker
motor

sale

sell

store

ford

buy

brand

cost

foodindustry

big

retailer

product

consumer

customer

patriotism

model

wine
chain

business

plant

hotel

building

build

project

property

ci
ty

corp

production

energy
restaurant

oil
powergas

accord

area

demand

york

open

look

Technology Replacing Jobs

automate
business

company

co
m

pu
te

rcustomer

in
ve

nt
io

n

machine

network

online
service

software
technology

unemployment

use

will

product

system

time
phone

site

corp
web

consumer

microsoft

call
com
offer
market

us
er

cable

google

apple

communication

data

industry

people

web_site

device

Real Estate Crashes

bu
st

crash
will

airline

air
flight

plan

co
st

carrier

plane

airport

company

boeing

official

service

in
du

st
ry

could

take

travel

union

system

projectwork

state

americanarea

pilot

w
at

er

people

use

worker

city

contract

corpplant
power

building

hotel

bu
ild

businessenergy

lo
ca

l

property

of
fic

e

passenger

accord

employee

pay

gas

center report
safety

time

agency

job
oil

government

labor

space

federal

production

la
w

price

ru
le

Stock Market Bubbles

analyst
boom

bubble

bull

bull_market

bullish

cent

company

ea
rn

in
gs

expect
marginpr

ic
e_

in
cr

ea
se

profit

quarter

report

revenue
rise

sale

share

speculation

billion

market

fell
stock
loss

gain

net

resultprice

nasdaq

cent_share

trading

growth

increase

earlier
decline

Stock Market Crashes

bear

be
ar

_m
ar

ke
t

bearish

bu
st

crash

will
people

ta
ke

time

work

fin
d

wantgive

lo
ok

callshow

playw
or

ld

book
life

write

game
family

woman

american

ol
d

story

co
m

pa
ny

right
business

york

child

fir
m

market_crash

little

plan

team

turn

pay

big

ex
ec

ut
iv

e

m
ig

ht

sell

employeecould

market

job

chief

board

financial

share
stock

investor

group

chairman
chief_executive

management

Wage and Labor Unions

consumer_price

in
fla

tio
n

labor_union
rise_cost

wage

hi
gh

price

rise
economy

rate

market

low

high_wage

will

economic

in
cr

ea
se dollar

economist

growth

week

point

fed

yield

interest

interest_rate

bond

currency

treasury

report

expectbank

york

data

fell

in
ve

st
or

policy

central

eu
ro

future stock

yesterday

late

trader

202



Figure 3.E.2. Time Series of Topic Weights from the WSJ

This figure plots the time series of monthly topic weights. The solid line is topic weight while the
dashed line is excess market return; both have been demeaned for ease of visualization. The shades
indicate NBER-dated recessions. The sample period is from January 2000 to October 2019.
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Figure 3.E.2. Time Series of Topic Weights from the WSJ (Cont.)

This figure plots the time series of monthly topic weights. The solid line is topic weight while the
dashed line is excess market return; both have been demeaned for ease of visualization. The shades
indicate NBER-dated recessions. The sample period is from January 2000 to October 2019.
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Table 3.E.1

Summary Statistics of Topics from the WSJ

This table presents the summary statistics for the time series of 14 monthly topic weights constructed
from the WSJ articles according to the sLDA model described in Section 3.2. All numbers (except
sample size) are expressed as percentages. The sample period is from January 2000 to October 2019.

N Mean SD Q1 Median Q3 AC(1) PLS Weights Corr PLS

War 238 8.87 2.42 7.13 8.61 10.21 70.54 9.48 77.05

Pandemic 238 5.77 2.16 4.35 5.31 6.74 14.11 -4.32 -23.65

Panic 238 5.95 2.40 4.47 5.30 6.34 87.48 2.54 11.90

Confidence 238 6.39 1.88 5.04 6.08 7.58 15.07 -1.19 12.53

Saving 238 7.60 2.04 6.23 7.11 8.68 39.02 2.90 24.23

Consumption 238 5.14 1.52 4.14 4.87 5.71 30.22 -0.11 -27.67

Money 238 6.59 1.52 5.46 6.48 7.34 67.08 -1.14 -17.30

Tech 238 6.41 1.66 5.21 6.19 7.32 87.43 -3.28 -63.22

Real estate boom 238 6.12 1.47 5.08 6.03 7.01 16.16 -2.35 -31.04

Real estate crash 238 5.40 1.74 4.22 4.96 6.23 2.45 0.56 4.64

Stock bubble 238 5.72 1.91 4.33 5.59 6.67 43.85 -6.47 -43.81

Stock crash 238 8.01 2.54 5.85 8.05 10.07 31.80 1.41 23.18

Boycott 238 8.65 2.65 6.32 8.27 10.48 24.26 -4.90 -30.75

Wage 238 6.91 1.75 5.90 6.63 7.44 72.83 3.32 28.17

PLS 238 12.17 17.43 2.07 13.76 24.30 66.35

205



Table 3.E.2

Predicting One-Month Market Returns with WSJ Topics

This table presents the results of the following predictive regression:

Re
t+1 = α+ βxt + ϵt+1→t+1,

where Re
t+1 is the excess market return over the next month, xt is one of the topics or the PLS

indexes constructed from theWSJ articles, and β, the coefficient of interest, measures the strength of
predictability. “Shiller PLS” uses only the topics from Shiller (2019), excluding War and Pandemic.
Returns are expressed as annualized percentages, and the independent variable is standardized to
zero mean and unit variance. Adjusted R2 is expressed as a percentage, and t-statistics are computed
with Newey and West (1987) standard errors. The out-of-sample R2 (R2

OS) is computed using an
expanding window with the initial estimation window of 60 months and is evaluated based on the
Clark and West (2007) MSFE-adjusted statistic. The sample is from January 2000 to October 2019.
*p < 0.1; **p < 0.05; ***p < 0.01.

β (%) t-stat R2 (%) R2
OS (%)

War 8.31 *** (2.75) 2.30 1.53 ***

Pandemic -4.24 (-1.24) 0.29 -2.63

Panic 2.24 (0.68) -0.23 -2.64

Confidence -1.34 (-0.48) -0.35 -2.42

Saving 3.02 (0.86) -0.06 -1.98

Consumption -0.15 (-0.05) -0.42 -3.31

Money -1.60 (-0.38) -0.32 -4.42

Tech -4.19 (-1.23) 0.27 -1.02

Real estate boom -3.40 (-1.07) 0.03 -1.36

Real estate crash 0.68 (0.27) -0.41 -0.66

Stock bubble -7.17 ** (-2.14) 1.61 0.89 *

Stock crash 1.17 (0.35) -0.37 -0.67

Boycott -3.93 (-1.45) 0.18 -0.85

Wage 4.03 (1.15) 0.22 -1.46

PLS 12.17 *** (4.52) 5.42 -3.58

Shiller PLS 9.86 *** (3.10) 3.41 -7.27
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Table 3.E.3

Predicting Long-Horizon Market Returns with WSJ Topics

This table presents the results of the following predictive regression:

Re
t+1→t+h = α+ βxt + ϵt+1→t+h,

where Re
t+1→t+h is the excess market return over the next h months, xt is either War, Stock Bubble

or the PLS index constructed from the WSJ articles, and β, the coefficient of interest, measures the
strength of predictability. Returns are expressed as annualized percentages, and the independent
variable is standardized to zero mean and unit variance. Adjusted R2 is expressed as a percentage,
and t-statistics are computed with Newey and West (1987) standard errors using the corresponding
h lags. The sample is from January 2000 to October 2019. *p < 0.1; **p < 0.05; ***p < 0.01.

War (%) t-stat R2 (%) Stock Bubble (%) t-stat R2 (%) PLS (%) t-stat R2 (%) N

h = 1 8.31 *** (2.75) 2.30 -7.17 ** (-2.14) 1.61 12.17 *** (4.52) 5.42 238

h = 3 6.94 *** (3.26) 4.93 -5.63 *** (-2.77) 3.10 8.49 *** (4.37) 7.59 238

h = 6 4.45 ** (2.32) 3.43 -4.71 ** (-2.22) 3.89 6.20 *** (3.63) 7.03 238

h = 12 3.68 (1.49) 4.25 -4.53 ** (-2.19) 6.64 5.68 *** (2.76) 10.70 238

h = 24 3.70 ** (2.01) 7.49 -3.02 (-1.35) 4.83 6.01 *** (3.27) 20.50 230

h = 36 3.77 ** (2.24) 11.80 -1.85 (-0.89) 2.51 6.45 *** (4.82) 35.47 218
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