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 The media content shared on the internet has increased tremendously 

nowadays. The streaming service has major role in contributing to internet 

traffic all over the world. As the major content shared are in the form of 

images and rapid increase in computing power a better and complex 

encryption standard is needed to protect this data from being leaked to 

unauthorized person. Our proposed system makes use of chaotic maps, 

deoxyribonucleic acid (DNA) coding and ribonucleic acid (RNA) coding 

technique to encrypt the image. As videos are nothing but collection of images 

played at the rate of minimum 30 frames/images per second, this methodology 

can also be used to encrypt videos. The complexity and dynamic nature of 

chaotic systems makes decryption of content by unauthorized personal 

difficult. The hybrid usage of chaotic systems along with DNA and RNA 

sequencing improves the encryption efficiency of the algorithm and also makes 

it possible to decrypt the images at the same time without consuming too much 

of computation power. 
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1. INTRODUCTION 

In this age of connected devices and vehicles, game streaming services, multimedia streaming services 

the internet traffic has gone up and moreover smart phones nowadays ships with high quality camera setups in 

them so the number of photos, videos that are taken by all has increased many folds then it was before some 

decades [1]. As these photos and videos will be stored anywhere like hard drives, flash drives or even in cloud 

they can be easily accessed if the security is compromised [2]. So, if any unauthorized user has access to their 

accounts, they cannot get useful information from that image as they will be in encrypted form [3]. Starting at 

now, numerous innovations are appropriate for guaranteeing a significant level of security of clinical images, 

for example, steganography [4], watermarking [5], and encryption [6]. Truth be told, to change a unique image 

into an unrecognizable one, encryption procedures can be utilized. Encryption of clinical images [7] is one of 

the most advantageous systems to ensure the security of patients' close to home data over open systems against 

pernicious assaults. Since clinical images are the private information of patients [8], guaranteeing their safe 

stockpiling and transmission has become a significant issue for clinical applications in true issues [9]. In the 

most recent decades [10], chaotic cryptosystems have been tremendously concentrated because of their 

arbitrary conduct, ergodicity, and affectability to mystery keys [11], an after effect of the underlying conditions 
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and control parameters [12]. Accordingly, chaotic maps satisfy the great Shannon necessities concerning 

confusion and diffusion [13] and they are suited for issues in cryptography like image encryption [14].  

Zhou et al. [15] proposed straightforward and powerful disorder-based encryption plot utilizing a mix 

of strategic and tent maps, in particular the logistic-tent system (LTS). Right off the bat, an arbitrary pixel is 

embedded toward the start of each line in the first image viable. Along these lines, each line is isolated into a 

one-dimensional (1D) framework, and a replacement procedure, in light of the LTS framework, is applied to 

each line. From there on, all 1D grids are joined into a 2D lattice as indicated by their line positions in the first 

image. At that point, the acquired 2D framework is pivoted 90 degrees counter-clockwise. The encoded image 

is at last acquired by rehashing these tasks multiple times. Another chaotic map-based encryption conspire is 

proposed. It is made out of two layers, i.e., a dispersion layer followed by a piece change layer the dissemination 

procedure, is iterated for  specific number of times, depends on a paired lattice of size 32×32 [16]. The change 

is finished utilizing another adjusted 2-D chaotic cat map [17], running at the information bit level, and it 

recovers its dynamic key (i.e., beginning condition and control parameter) from a disordered generator. This is 

iterated for n number of times where n is defined by the algorithm. The whole procedure is rehashed until it 

arrives at the necessary security level [18]. 

Another image encryption plot named the tent-logistic guide-based information encryption calculation 

(TL-DEA) is proposed. The plan accomplishes two rounds of a scale independent pixel (SP)-organize on every 

pixel. A unique image is separated into information squares of a fixed length. At that point, replacement and 

change forms are performed on each square, utilizing the tent-logistic guide. All scrambled squares are joined 

to get the encoded image [19]. As of late, another clinical image encryption plot dependent on the edge maps 

of a source image is structured. It is named as medical image encryption (MIE)–using Bitwise XOR(BX)  

MIE-BX and comprises of three stages, in particular piece plane disintegration, age of an arbitrary succession, 

and change. A reversible decay technique is first applied to the info clinical image so as to create some piece 

of planes [20]. At that point, the edge maps (i.e., double frameworks with a similar size as the first piece planes) 

acquired from the source images are XORed with the first piece planes. At last, the bit places of all the got  

bit-planes are rearranged and afterward gathered together with a pixel dissemination activity, which creates an 

encoded image [21]. 

The chaos-based tent maps (CTM) with the rectangular change (RT) for an image encryption plot 

structure. The plan is made out of t pixel-stage adjusts, trailed by a pixel-dispersion layer. The pixel stages are 

performed utilizing the improved two-dimensional rectangular change, while the pixel-dispersion layer is 

constrained by chaos-based tent maps [22]. The use of deoxyribonucleic acid (DNA) computing has evolved 

and put into use in various fields, the more obvious field is cryptography. It has impressive features like 

exploitation of parallelism, whopping enormous storage, and ultra-efficient power consumption [23], [24], 

which makes it useful in encryption domain. Hence different encryption methodologies combining chaotic 

systems in combination with DNA encoding was proposed in recent times [25]. Image encryption plot 

dependent on DNA succession activities and disordered frameworks. The plan follows dispersion change 

engineering. The dissemination deals with the pixels and is constrained by pseudorandom groupings got from 

a spatiotemporal mayhem framework, in particular [26]. Subsequent to being DNA encoded, the befuddling 

image is utilized to refresh the underlying states of the coupled map lattice (CML), making the cryptosystem 

strong against known-plaintext and picked plaintext assaults. By utilizing the new starting conditions, the 

DNA-level stage working both on the lines and sections is performed. The permuted DNA network is then 

confounded indeed and DNA decoded to get the scrambled image [27]. 

What is more, a safe and proficient image encryption conspire dependent on self-versatile stage 

dissemination and DNA arbitrary encoding is proposed [28]. This plan is made out of n adjusts, every one of 

them comprising of four stages, to be specific DNA irregular encoding, self-versatile change, self-versatile 

dissemination, and DNA arbitrary interpreting [29]. The stage and dispersion strategies both work on the pixels, 

administered by the hyper-chaotic Lorenz framework, and upheld by a quantization procedure. The 

cryptosystem has great insusceptibility against plaintext assaults, as the quantization forms are upset by the 

inborn highlights of the first image [30]. In contrast to standard images, clinical images have an unmistakable 

element, i.e., they contain over 70% of 0's bits [31]. Consequently, in the first image, the higher piece planes 

are very like the lower ones, which makes defenseless the image cryptosystems with a high fixation to higher 

piece planes as the lower bit-planes contain critical data [32]. From the premise, the pixel adjustment turns out 

to be low productivity in the encryption procedure. In like manner, there is a desperation of a fitting and 

proficient image cryptosystem to oblige the test of 0's bits in clinical images. Moreover, it ought to react to the 

low multifaceted nature and high proficiency required by telemedicine applications [33], [34]. Babu et al. [35] 

have proposed pipelined SMS4 plain text encryption architecture. The paper focusing on how to encrypt the 

plain text faster than other existing algorithms. Babu et al. [36] have surveyed various SMS4 plain text 

encryption architecture and analyzed differential and side channel attacks on SMS4 architecture. 

As of today, the advanced encryption standard (AES) is considered to be the safest encryption 

technique [37]. In AES, the data can be encrypted and decrypted using the same key. Hence this algorithm is 
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called symmetric-key algorithm. These systems are not dynamic in nature and one key is used for both 

encryption and decryption [38]. It is difficult for traditional binary based computers to decrypt the image if key 

is not known but some companies have started using quantum computers which are many times powerful than 

traditional binary computers [39]. So, it would not take much time to decrypt the image encrypted by AES 

even if the key is not known. So, a complex and dynamic system like chaotic systems is used for encrypting 

the image in-order to protect the image from being decrypted by unauthorized person [40]. These systems are 

very sensitive to initial conditions, even a small value change say a number change decimal part can also result 

in completely different output by the system making it more difficult to decrypt the image if the input condition 

accuracy is not maintained up to decimal part. 

The proposed work outperforms the existing chaotic image encryption algorithms and it has a high 

key space capacity up to 2761 which is a great characteristic to resist the brute force attacks. The proposed work 

has also achieved very low correlation among horizontal, vertical and diagonal adjacent pixels, which reflects 

the good diffusion property of an encryption algorithm. Few other analyses such as histogram analysis, number 

of pixel change ratio (NPCR) and unified average change intensity (UACI) tests also proves that the proposed 

algorithm outperforms the other encryption systems operates on the same grounds. 

 

 

2. PRELIMINARIES 

2.1.  Logistic map 

A logistic map can be represented by (1). 

 

𝑋𝑖+1 = 𝑏𝑋𝑖(1 − 𝑋𝑖) (1) 

 

where 𝑋𝑛 ∈ (0,1) 𝑎𝑛𝑑 𝑏 ∈ [0,4]. Here, 𝑋𝑛 and b are the independent and control parameter of the logistic map 

respectively and i ranges from 0, 1, 2, 3, 4, ...., n, where n is the number of pixels [41]. The chaotic nature of 

the logistic map is shown when the value of b is between 3.5699456 and 4 (including 4). But unfortunately, if 

value is 3.82 or 3.85 the number of values produced in the sequence is very less, so those two values cannot be 

used as control parameter as values generated using them does not have randomness [42]. So, a value closer to 

4 is selected and used as control parameter for logistic map. 

 

2.2.  Logistic Chebyshev map 

The logistic Chebyshev map is a one-dimensional which is the combination of logistic and Chebyshev 

seed maps. A logistic Chebyshev map can be represented by (2), 

 

𝑋𝑛+1 = (𝑎𝑋𝑛(1 − 𝑋𝑛) +
(4−𝑎)

4
cos(𝑐. arccos(𝑋𝑛))) 𝑚𝑜𝑑 1 (2) 

 

here 𝑋𝑛 ∈ (0,1) 𝑎𝑛𝑑 𝑎 ∈) and where 𝑋𝑛 and a are initial values and control parameters respectively. Here c ∈
ℕ which is the degree of Chebyshev map. 

 

2.3.  Sine Chebyshev map 

The sine Chebyshev map is a one-dimensional which is the combination of sine and Chebyshev seed 

maps. A sine Chebyshev map can be represented by (3). 

 

𝑋𝑛+1 = (𝑎𝑆𝑖𝑛(𝜋𝑋𝑛) +
(4−𝑎)

4
cos(𝑐. arccos(𝑋𝑛))) 𝑚𝑜𝑑 1  (3) 

 

where 𝑎 ∈ (0,4],𝑋𝑛 ∈ (0,1) and c ∈ ℕ here 𝑋𝑛 and a are initial and control parameter respectively.  

 

2.4.  Deoxyribonucleic acid (DNA) coding 

All the cells in the living organisms have DNA. The DNA has two strands that are referred to as 

polynucleotides. It has double helical structure and made up of five atoms namely hydrogen, nitrogen, 

phosphorus, carbon, oxygen [43]. The DNA strands are made of simple units called nucleotides which consist 

of nitrogenous base, sugar and phosphate group. The nitrogenous bases include adenine (A), guanine (G), 

thymine (T) and cytosine (C). The bases are of two types: purines and pyrimidines [44]. Purines includes 

adenine and guanine and pyrimidines includes thymine and cytosine. According to the Erwin Chargaff base 

pair rules, adenine of one strand binds with thymine of the other. Similarly, guanine of one strand binds with 

cytosine of the other. Based on the nitrogenous bases, a coding table is created which is used for encoding the 

pixels in the image [45]. Table 1 shows the DNA coding. 
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2.5.  Ribonucleic acid (RNA) coding 

RNA stands for ribonucleic acid. Similar to DNA, it is made up of nucleotides but it consists of a 

single strand. The nitrogenous bases include adenine (A), guanine (G), uracil (U) and cytosine (C) where 

adenine and guanine are purines and uracil and cytosine are pyrimidines. The complementary base to adenine 

is guanine and uracil is cytosine and vice versa. Similar to the DNA coding table, based on the nitrogenous 

bases coding table is created for encoding of pixels in the image. Table 2 shows the RNA coding. 

 

 

Table 1. DNA encoding rule 
Rule 

Base 1 2 3 4 5 6 7 8 

A 00 00 01 01 10 10 11 11 

T 11 11 10 10 01 01 00 00 
C 01 10 00 11 00 11 01 10 

G 10 01 11 00 11 00 10 01 
 

Table 2. RNA encoding rule 
Rule 

Base 1 2 3 4 5 6 7 8 
U 00 00 01 01 10 10 11 11 
C 11 11 10 10 01 01 00 00 
A 01 10 00 11 00 11 01 10 
G 10 01 11 00 11 00 10 01 

 

 

 

3. PROPOSED ENCRYPTION METHOD 

3.1.  Generation of initial values and control parameters for the chaotic maps 

The secure hashing algorithm (SHA) is a block cipher used to generate hash which is unique for given 

file. That is no two different files can have same hash as even a bit difference produces completely different 

hash. Here SHA-2(SHA-256) algorithm is used to generate hash. Let xd0, ad0 be the initial condition and 

control parameter for Logistic Chebyshev map. Similarly, xdd0, add0 be the initial and control parameter for 

sine Chebyshev map respectively. Let set of keys used for generating initial condition and control parameter be 

denoted by k1 and k2. The k1 key set is used to generate initial condition and control parameter for logistic 

Chebyshev map and similarly k2 key set is used for sine Chebyshev map. Let A and B be the hash generated by 

applying hash function to the input image and sum of the pixels respectively. Both the hashes will be in the 

form of hexadecimal values which is converted into binary form to obtain 256-bits for A as well as B.  

The 256-bits of A are split into 8-bits to form one key (since it is 256-bits we get 32 keys). The keys obtained  

are denoted by 𝑘1 = 𝑘1_1, 𝑘1_2, 𝑘1_3, . . . . . . 𝑘1_32. Similarly, the key set k2 is obtained and denoted by  

𝑘2 = 𝑘2_1, 𝑘2_2, 𝑘2_3. . . , 𝑘2_32. 

 

𝑥𝑑0 = (
1

3
) (𝑥0 + 2 ∗ (

1

256
) ∗ 𝑏𝑖𝑛2𝑑𝑒𝑐(𝑘19 ⊕ ,…. ⊕ 𝑘116)) (4) 

 

𝑎𝑑0 =
1

3
(𝑎0 +

2

64
∗ 𝑏𝑖𝑛2𝑑𝑒𝑐(𝐾11 ⊕ ….. ⊕ 𝐾18)) (5) 

 

𝑥𝑑1 =
1

3
(𝑥1 +

2

256
∗ 𝑏𝑖𝑛2𝑑𝑒𝑐(𝑘217 ⊕ ,….,⊕ 𝑘224)) (6) 

 

𝑎𝑑1 =
1

3
(𝑎1 +

2

64
∗ 𝑏𝑖𝑛2𝑑𝑒𝑐(𝑘225 ⊕ ,…,⊕ 𝑘232)) (7) 

 

The key set 1 and 2 is applied to the (4)-(7) to get initial condition and control parameter for logistic Chebyshev 

map and sine Chebyshev map. 

 

3.2.  Generation of coordinates for shuffling of pixels 

The new position of a pixel denoted by (xx, yy). The sum denotes the sum of all the pixels in the 

given image or given plane of an image. The new coordinates for pixels are created using the following 

steps. 

Step 1: First a sequence s1 is generated using (1). The initial and control parameter is given to the map based 

on the condition of the map. The xx coordinate is generated by applying the sequence to the (8). 

 

𝑥𝑥𝑖 = 𝑓𝑙𝑜𝑜𝑟 (𝑚𝑜𝑑 ((𝑠1 ∗ 108 +
𝑠𝑢𝑚𝑛

(𝑚∗𝑛∗256)
) , 𝑚)) (8) 

 

Step 2: Next a sequence s2 is generated using (1). Different or same initial and control parameter is given to 

the map based on the specified parameter constraints of the map. The yy coordinate is generated by 

applying the equation to the (9). 
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𝑦𝑦𝑗 = 𝑓𝑙𝑜𝑜𝑟 (𝑚𝑜𝑑 ((𝑠2 ∗ 108 +
𝑠𝑢𝑚𝑛

(𝑚∗𝑛∗256)
) , 𝑛)) (9) 

 

All the pixels in the image are the moved to their new positions (i.e. (xx, yy)) to formed a shuffled image. 

 

3.3.  Encryption process 

The proposed encryption algorithm involves two vital stages: generating initial values and control 

parameters for chaotic maps and generating coordinates for shuffling pixels. Chaos theory ensures 

unpredictability, as chaotic maps serve as the foundation for subsequent operations. Shuffling pixels 

introduces confusion and diffusion, making the encrypted data unrecognizable compared to the original. 

Multiple iterations further strengthen security. This algorithm harnesses chaos theory and spatial 

transformations to create a highly robust cryptographic scheme, protecting sensitive data from unauthorized 

access and attacks. As technology advances, the algorithm remains a cutting-edge solution for data security, 

ensuring confidentiality in today's data-driven world. It stands as a stalwart guardian, safeguarding valuable 

information from potential threats and adversaries. The below block diagram shows the encryption process 

taking place in different levels are shown in Figure 1. The encryption process is carried in serious of steps: 

Step 1 : An image of dimension 𝑀 × 𝑁 × 𝑃, where M represents number of rows, N represents number of 

columns and P represents number of planes is taken as input. As we considered here is a RBG image 

the P value is 3. Let us assume initial value and control parameter be some value for 𝑥0, 𝑎0, 𝑥1, 𝑎1. 

Here x denotes initial value and a denotes control parameter. 

Step 2 : The assumed initial values and control parameters are updated using (4) to (7). 

Step 3 : Apply the updated initial conditions and control parameters to the respective maps (i.e., xd0, ad0 to 

logistic Chebyshev map (2) and xd1, ad1 to sine Chebyshev map (3) to get required number of values 

(𝑀 × 𝑁 number of values) using those maps. Let 𝑀 × 𝑁 values obtained by logistic Chebyshev be 

denoted by X and those 𝑀 × 𝑁 values obtained by sine Chebyshev map be denoted by Y. 

Step 4 : Equate the values above 0.5 to 1 and values equal to 0.5 or lesser than 0.5 to 0 in both the maps  

(X and Y). Reshape X and Y to 𝑀 × 𝑁.  

Step 5 : The input RBG image is split into three bands R, G and B bands (into three different images). The 

three planes are applied separately to (8) and (9) to shuffle the pixels in each plane (R plane, G plane 

and B plane). The planes obtained after shuffling are denoted SR, SG and SB matrix 

Step 6 : The SR, SG and SB matrix are converted into 8-bit binary representation to get binary form pixel 

values of the matrix represented by BSR, BSG and BSB matrix. 

Step 7 : The bits in BSR, BSG, BSB are encoded using randomly selected DNA coding rule to get matrix DER, 

DEG, DEB matrix. The X matrix obtained in step 4 is used to invert the DNA codes. The code in the 

DER, DEG, DEB matrix will be inverted if the value corresponding to the location in X is 1 else the 

code remains same (i.e., Let 𝐷𝐸𝑅 (1,1) = 𝐴, 𝑋(1,1) = 1, 𝑡ℎ𝑒𝑛 𝐷𝐸𝑅(1,1) = 𝑇, 𝑖𝑓 𝑋(1,1) = 0 then 

there will be no chance in the code). From the DNA table it can be observed that A is always 

complementary to T and vice versa and similarly G is complementary to C and vice versa. The DNA 

inverted matrix is then decoded using same DNA decoding rule or different rule to get matrix DDR, 

DDG and DDR (binary representation) 

Step 8 : For RNA encoding, the procedure is repeated as shown in Step 7, except instead of X matrix Y matrix 

is used and RNA coding table is used instead of DNA coding table. The resultant image matrix will be 

RDR, RDG and RDB matrix (binary representation) 

Step 9 : The RDR, RDG and RDB matrix which is in the form of binary are converted into decimal form. The 

resultant matrix obtained is represented by R, G and B. The R, G and B matrix are combined to get the 

encrypted image. 

 

3.4.  Decryption process 

The decryption process takes place in a reverse order of the encryption process. The general block 

diagram of decryption process is shown in Figure 2. The decryption process is carried in series of different 

steps. 

Step 1: First the received encrypted image is read. The input encrypted image is then separated into different 

bands namely the R, G and B band. The R, G and B band images are converted into 8-bit binary. 

Step 2: The RNA encoding (applying same encoding rule used in encryption part) is applied to the 8-bit binary 

images (R, G and B images). Then the initial conditions, control parameters used in encryption part is 

applied to sine Chebyshev map to generate the values. The obtained values are the equated to 0 or 1 

based on the condition if the value at the position is greater than 0.5 it is equated to 1 and if it is lesser 

than or equal to 0.5 it is equated to 0. The obtained value set is used to invert the RNA code based on 
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the control bit used on the encryption part. Then the matrix (R, G and B matrix) containing the RNA 

codes are decoded into binary form based on. 

Step 3: Similarly, the initial conditions and parameters used for logistic Chebyshev map is used to generate the 

values and other steps are similar to step 2. After that the 8-bit binary values are converted into uint8 

type. 

Step 4: The initial and control parameters used in encryption process is used to generate the coordinates using 

logistic map equation to map the coordinates to their original positions. The output matrices (R, G and 

B matrix) are obtained. 

Step 5: The obtained R, G and B matrices are combined to form the original image (the image before encryption 

was performed). 

 

 

  
  

Figure 1. Encryption process Figure 2. Decryption process 

 

 

4. EXPERIMENTAL ANALYSIS 

Some experiments are conducted and their results are used to demonstrate the encryption algorithm 

proposed here. All works were done in MATLAB 2018a in a desktop computer. The desktop computer has 

AMD Ryzen 5 2400G APU base clock 3.6 GHz overclockable up to 3.9 GHz, 8 GB DDR4 RAM and 1 TB 

HDD. All images are resized to 225×225 to make analysis easier.  

Figure 3 depicts the various stages of encryption of a plain input image [46]. The plain Lena image is 

received at input and the same is depicted in Figure 3(a). Then the input RGB image is resized and then 

separated in to 3 band namely R band, G band and B band respective as shown in Figure 3(b). Further the band 

separated images are encrypted with DNA encoding sequence and then followed by RNA encoding the 

resulting outputs are shown in the Figures 3(c) and 3(d) respectively. Now to get the final Cipher image all the 

band separated images are combined together and the final encrypted image is shown in the Figure 3(e). 

These cipher images are transmitted over the wireless channel and then the decryption stages are 

performed at the receiver side. When the cipher image as depicted in Figure 4(a) is passed through the 

decryption algorithm, they are band separated as RGB bands and then passed on to the RNA decoding sequence 

further followed by DNA decoding sequence that results in the output as depicted in the Figures 4(b) and 4(c) 

respectively. While deshuffling the pixels to the original positions the RGB bands of the original plain images 

are retrieved as depicted in the Figure 4(d). To get the original color image or RGB image the RGB band 

images are combined together to get the input color image as depicted in the Figure 4(e). 
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(a) (b) 

 

   
(c) (d) (e) 

 

Figure 3. Encryption stages of an input image, (a) plain image input, (b) RGB band separation of plain image, 

(c) DNA encrypted bands, (d) RNA encrypted bands, and (e) combined encrypted image 

 

 

  
(a) (b) 

 

   
(c) (d) (e) 

 

Figure 4. Decryption stages of input cipher image. (a) cipher image, (b) band separated RNA decoded 

images, (c) band separated DNA decoded images, (d) reshuffled RGB planes of plain image, and 

(e) estimated combined plain image 

 

 

4.1.  Key space analysis 

The term “key space” is nothing but collection of all the keys that the encryption process could use. 

An encryption is said to be good only if it is sensitive to the cipher key used. In order to make brute force 

infeasible the key space must be large. The number of bits used for DNA and RNA encryption itself is 16 bits 

for single band, for 3 bands it triples upto48 bits. The key space of keys used in maps is 457 that is illustrated 

in Table 3. The total key space for the proposed solution is 2761 which is sufficient enough for most applications 

in order to resist brute force attack. 

 

 

Table 3. Key space 
 [37] [39] Proposed 

Key Space 2295 2716 2761 

 

 

4.2.  Correlation between adjacent pixels 

Correlation is defined as the degree of closeness between two neighboring pixels. The original image 

has high correlation between adjacent pixels. Usually horizontal correlation, vertical correlation and diagonal 

correlation are measured for the original image and the encrypted image. An image encryption is said to be a 

good one if the cipher image obtained by the process has very low correlation between horizontal, vertical and 

diagonal pixels. The correlation coefficient of the plain image and cipher image are depicted in Table 4. The 

Table 5 compares various algorithms and proposed algorithm horizontal, vertical and diagonal pixels. 
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Table 4. Illustration of vertical, horizontal, and diagonal correlation of pixels between plain image and  

cipher image 
Description Input Lena image Cipher image of Lena 

Input images 

 

 

 

 
   

Vertical correlation 

  
   

Horizontal correlation 

  
   

Diagonal correlation 

  
 

 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 6, December 2023: 6952-6963 

6960 

Table 5. Compares various algorithms horizontal, vertical and diagonal pixels 
Direction Horizontally Vertically Diagonally 

Hua and Zhou [40] 0.0013 0.0007 0.0019 

Wang et al. [27] 0.0007 0.0021 0.0149 

Zhang et al. [34] 0.0035 0.0028 0.0010 

Zhu et al. [33] 0.0058 0.0061 0.0059 

Proposed 0.000059 0.0041 0.00013 

 

 

4.3.  Histogram test 

A histogram of the image shows the distribution of the pixel values of an original image is shown in 

images Figure 5 represents the histogram analysis for Lena image where Figures 5(a) and 5(b) shows the plain 

image and its histogram of Lena image respectively. When the image is encrypted using the proposed algorithm 

the resulting cipher image and its histogram is depicted in the Figures 5(c) and 5(d), respectively. From the 

results it is evident that the proposed algorithm performs a better encryption, and the histogram of the cipher 

image is evenly distributed over entire values of the grey levels. Similarly, Figure 6 depicts the histogram 

analysis for the Baboon image. Figures 6(a) and 6(b) shows the plain image of baboon and its histogram, 

respectively. Irrespective of the input image the encryption algorithm performs well in all conditions and the 

cipher image and histogram of the cipher image for baboon is illustrated in the Figures 6(c) and 6(d), 

respectively. It is apparent from the results that histogram of the encrypted image is distributed evenly at all 

pixel levels, thereby providing better confusion and diffusion rate for the encryption scheme. 

 

 
 

 
 

(a) (b) 
 

 
 

(c) (d) 
 

Figure 5. Histogram analysis of Lena image, (a) plain image of Lena, (b) histogram of plain Lena image,  

(c) cipher image of Lena and (d) histogram of Lena cipher image 
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(a) (b) 

 

 

 
(c) (d) 

 

Figure 6, Histogram analysis of baboon image, (a) plain image of baboon, (b) histogram of plain baboon 

image, (c) cipher image of baboon, and (d) histogram of baboon cipher image 

 

 

5. CONCLUSION 

This paper proposes a hybrid chaotic encryption system for color images while incorporating 

Chebyshev chaotic system along with DNA and RNA encoding to improve the confusion and diffusion 

parameters of encryption. The proposed algorithm is simulated on a laptop powered by 2.5 GHz AMD 

Ryzen 7 Processor with MATLAB simulation tool. The parameters such as Key sensitivity analysis, key space 

analysis, histogram analysis, NPCR and UACI analysis were also performed to validate the proposed 

algorithm. The proposed algorithm yields better security on color image encryption as compared to few other 

algorithms operated on the same grounds. The proposed algorithm achieved a better key space of 2761 which is 

far enough to resist the brute force attacks. Further the proposed method outperforms the superior algorithms 

in terms of Histogram analysis, NPCR and UACI respectively. 
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