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Abstract 
Local Recurrency Theory (LR) holds that recurrent loops of neural activity localized to the visual 
cortex are necessary and sufficient for visual consciousness (if certain background conditions 
obtain). LR’s popularity has recently waned in favor of theories holding that higher-level types of 
processing are necessary for consciousness (e.g., the Global Neuronal Workspace Theory and 
Higher-order Theory). This has been in part because of empirical evidence thought to disconfirm 
LR. However, these competing theories now face challenges of their own, often coming in the 
form of evidence showing that higher-level brain areas (i.e., in the prefrontal cortex) are probably 
not essential for consciousness. Given growing challenges to LR's competitors, it would be 
timely to re-assess the prospects for LR. This article carries out such an investigation, first laying 
out the theory precisely, then going on to survey the evidence presented against it. What will be 
found is that none of the evidence necessarily undermines LR, but instead just fosters its 
theoretical enrichment. The overall conclusion: LR remains among our most promising 
neuroscientific theories of visual consciousness. 

0. Introduction 

Notable progress has been made toward the goal of having a neuroscientific account of visual 
consciousness, and the many theories offered in recent decades are now arguably whittled down 
to a few competitors. Three of these would be Local Recurrency Theory, which holds that 
consciousness occurs when the right kind of feedback loops obtain between visual brain areas 
(Lamme 2003, 2006, 2010), Global Neuronal Workspace Theory, which holds that visual 
consciousness occurs when information is widely distributed among the brain’s subsystems via a 
frontoparietal network (Dehaene et al. 2006, 2014), and Higher-order Theory, which holds that 
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visual consciousness occurs when the prefrontal cortex re-represents visual states (Lau & 
Rosenthal 2011; Lau & Brown 2019).  1

 Recent history has seen Local Recurrency Theory eclipsed by Global Neuronal 
Workspace Theory and Higher-order Theory, in part because of evidence taken to conflict with 
Local Recurrency Theory (hereafter, LR) (Driver & Vuilleumier 2001; Marois et al. 2004; Del 
Cul et al. 2007). However, Global Neuronal Workspace Theory (GNW) and Higher-order Theory 
(HO) now face serious challenges of their own. One problem stems from their commitment to 
the prefrontal cortex (PFC) being crucial for consciousness (e.g., Lau & Rosenthal 2011; 
Mashour et al. 2020), since recent years have seen the emergence of strong evidence and 
arguments against this idea (Boly et al. 2017; Raccah et al. 2021), especially from cases where 
prefrontal lesions fail to lead to the kinds of conscious deficit that would be expected if the PFC 
was essential for consciousness (Pollen 2007; Kozuch 2014, 2021; but see Michel 2022). Given 
the growing challenges that GNW and HO face, it would be timely to re-assess the prospects for 
LR. This article carries out such an investigation, doing so by examining the evidence that is 
often taken to disconfirm LR. What is found is that all of this evidence either does not conflict 
with LR, or requires only minor amendments to the theory. In fact, instead of the evidence in 
question undermining LR, it is catalytic to its theoretical enrichment. The overall conclusion of 
this article will be that LR remains a promising theory, one to be considered a leading contender 
for being the correct neuroscientific theory of visual consciousness—especially given mounting 
problems for GNW and HO. 
 While this article’s focus is LR, the arguments given here are ultimately in service of a 
larger debate, this being between Local and Broad neuroscientific theories of visual 
consciousness (Michel & Doerig 2021). According to Local theories, of which LR is one, 
activity in just visual areas can be sufficient for visual consciousness (Zeki & Bartels 1999; Zeki 
2003; Lamme 2006, 2010, 2015; Block 2007);  according to Broad theories, of which GNW and 2

HO are both examples, areas outside of the visual cortex are also required (e.g., Dehaene & 
Changeux 2011; Lau & Rosenthal 2011; Brown et al. 2019). The debate over Local versus Broad 
theories is probably more significant than the one over whether specifically LR, GNW, or HO is 

 Another contemporarily popular theory is Tononi's Integrated Information Theory (IIT) (Tononi 2004; 1

Oizumi et al. 2014), which explains consciousness by using a mathematical framework that shows how 
certain kinds of physical systems could instantiate the kinds of property that we associate with conscious 
experience (e.g., the way that it contains structured representations, and seems irreducible to its parts). 
Space limitations prevent us from considering theories other than GNW and HO, which collectively act as 
a much neater foil to LR than does IIT.

 It is probably the case that, in addition to visual cortex activation, some kind of subcortical background 2

conditions must obtain, such as there being certain kinds of activity in the brain stem (see, e.g., Alkire & 
Miller 2005; for discussion, see Block 2009).
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true, not least of all because many Broad theories (including GNW and HO) take the prefrontal 
cortex to play a constitutive role in visual consciousness (Lau & Rosenthal 2011; Michel & 
Morales 2020). Among the things at stake in the debate concerning the PFC (see also Michel & 
Doerig 2021) is that its outcome probably has important repercussions for animal consciousness 
(and therefore animal welfare), given that few animals have prefrontal areas anatomically or 
functionally resembling our own (Kaas 2013). For these reasons, this article’s larger goal is not 
really to see whether LR itself can be preserved, but rather whether some suitably modified 
version of it could be considered a plausible theory of visual consciousness, since this would 
mean that we had a plausible Local Theory of consciousness. Note that this is why it won’t 
matter, when we get to article’s end, whether the modified Local Theory at which we have 
arrived counts as a version of LR or not. 

Here is the article’s layout: Section 1 reviews some of the evidence for LR, and presents a 
working formulation of LR. Then each of the next four sections examines one line of evidence 
offered against LR: Section 2 considers neuroimaging evidence taken by some commentators 
(e.g., Dehaene et al. 2006, 2014) to present instances of recurrency without consciousness; 
Section 3 considers lesion evidence that has been taken by some commentators (e.g., Lau & 
Brown 2019) to present instances of visual consciousness without V1 involvement, something 
that would seem to be in conflict with LR, as it’s classically conceived; Section 4 considers other 
lesion evidence seeming to show that, under rare circumstances, visual consciousness actually 
can arise without V1 involvement; Section 5 discusses psychophysical experiments that have 
been taken by some commentators (Michel & Doerig 2021) to present instances of recurrency 
without visual consciousness; Section 6 presents an updated formulation of LR, one taking into 
account the data reviewed in the article. What emerges from our investigation is a version of LR 
that is empirically adequate and theoretically enriched, a neuroscientific theory of visual 
consciousness among our most promising. 

1. Local Recurrency Theory, motivated and formulated 

In this section’s first part, we examine LR and the positive case for it, surveying some of the 
theory's confirming evidence. In the second part, we investigate the issue of how LR should be 
understood, and give a precise formulation of the theory. I note that this article does not intend to 
present an exhaustive case for LR (more support for the theory can be found in (Lamme 2004, 
2006, 2010, 2015; Van Gaal & Lamme 2012)), the main goal instead being just to present 
enough supporting evidence to make LR look like a promising neuroscientific theory of 
consciousness—one worth defending against the objections considered later in the article. 
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1.1 The case for LR 
According to LR (Lamme 2004, 2010, 2015; van Gall & Lamme 2012), visual consciousness is 
realized by a certain kind of dynamic interaction between areas in the visual cortex,  something 3

known as recurrent processing. Recurrent processing (RP) is distinguished from the feedforward 
sweep (FFS), the initial wave of information about a stimulus that travels from the back to the 
front of the cortex, first up a hierarchy of visual areas, then on to non-visual brain areas (Lamme 
& Roelfsema 2000). The FFS reaches the highest levels of the visual cortical hierarchy by about 
100ms after stimulus presentation, and the PFC by about 150ms. Shortly after the FFS reaches 
any given brain area, RP begins, and the firing of individual neurons start to reflect input from 
sources not just below them in the hierarchy, but also from areas above, along with horizontal 
influences from the same level. The rapid, iterated exchange of information enabled by RP 
allows a neuron's response to gradually evolve so that it reflects not just those properties falling 
in its receptive field (e.g., what texture is located there), but also more global properties (whether 
the texture belongs to an object or its background) (Lamme & Roelfsema 2000). Many visual 
properties are detected during the FFS, not just lower-level properties such as orientation, shape, 
or color, but also higher-level properties such as whether something is a face or not. It seems, 
however, that RP is required for more complex and global kinds of visual processing, such as 
when individually represented properties (e.g., orangeness, roundness) are transformed into 
coherent percepts (seeing the orangeness and roundness as belonging to a tangerine) (Lamme 
2010). In the thesis of LR, it is this dynamic and recursive kind of neural activity, i.e., recurrent 
processing, that is hypothesized to be capable of generating visual consciousness, even when 
localized entirely to the visual cortex (given certain background conditions).  4

One motivation for adopting LR as a theory of visual consciousness comes from its 
ability to explain a wide range of neuroscientific data concerning conscious versus unconscious 
processing (for reviews and arguments, see Lamme 2004, 2006, 2010; van Gaal & Lamme 
2012). In the flagship study for LR (Pascual-Leone & Walsh 2001; see also Silvanto et al. 2005), 
transcranial magnetic stimulation (TMS) was used to depress activity in V1 just after motion-
sensitive area V5.  Typically, stimulating V5 causes a moving phosphene (a small streak of 5

 For the purposes of this article we take the visual cortex to consist of early visual areas (e.g., V1 and 3

V2), along with areas in the ventral processing stream (e.g., V4, LO, IT), and area V5. Areas in the dorsal 
stream (those in the posterior parietal lobe) have not played a role yet in debates concerning LR, and 
space limits prevent our considering them here.

 For information about the background conditions, see fn. 2. From here, I stop explicitly adding this 4

qualification each time I discuss the thesis of LR, but LR should still be understood as including it.

 V1 (AKA the primary visual cortex) is the area where most visual information first enters the cortex, 5

and V5 is a mid-level visual brain area specializing in motion-processing.
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light). However, on trials where TMS was used to suppress activity in V1 just after stimulating 
V5 (~25ms later), the subject failed to experience the phosphene. LR explains this intriguing 
result as occurring because suppressing activity in V1 interrupted the incipient recurrent loop 
caused by V5 stimulation (Lamme 2006, 2010). In another study supporting LR (Amassian et al. 
1989), suppressing occipital cortex activity with TMS at 80-100ms SOA (stimulus onset 
asynchrony)  was shown to prevent conscious perception. Since this is likely to be too late to 6

affect the FFS (Lamme & Roelfsema 2000), LR explains the lack of consciousness as resulting 
from the TMS interrupting the potential RP (see also Amassian et al. 1993). Numerous other 
experiments also showing long latency TMS to prevent conscious perception provide support for 
LR for the same reason (Masur et al. 1993; Jolij & Lamme 2005; Silvanto et al. 2005; Koivisto et 
al. 2011, 2017; Railo & Koivisto 2012; Hurme et al. 2019). 

Other empirical support for LR comes from backward visual masking (Enns & Lollo 
2000), the experimental phenomenon in which consciousness of a first stimulus is prevented by 
presenting another "masking" stimulus shortly thereafter (50-100ms SOA) (see also Lamme et 
al. 2002; Fahrenfort et al. 2007; Boehler et al. 2008). LR explains this as occurring because the 
masking stimulus disrupts and supplants the incipient recurrent loop caused by the first stimulus, 
something suggested by the timing at which the mask needs to be presented for suppression to 
occur. In one particularly interesting masking study (Ro et al. 2003), carefully timed TMS 
(100-140ms post-mask presentation) applied to early visual areas  prevented the stimulus from 7

being masked, presumably doing so by interrupting the RP of the mask, but not of the target. It 
should be noted that some commentators explain visual masking without appealing to recurrent 
loops, using a feedforward model that hypothesizes the masking to occur because of lateral 
inhibitory mechanisms (Herzog et al. 2003; Macknik & Martinez-Conde 2007), with one line of 
evidence for this view coming from experiments that have been taken to indicate that, when 
TMS is used in the pro-LR studies discussed above, it might be used early enough to interfere 
with the feedforward signal (Center et al. 2019). We set aside the issue of whether these 
criticisms are apt. 

There are, in any case, other lines of evidence supporting LR: There is a study showing 
that the absence or presence of RP between the inferotemporal cortex (IT) and earlier visual 
areas predicted whether or not a face stimulus would be consciously experienced (Fahrenfort et 

 Stimulus Onset Asynchrony: the amount of time passed since the target stimulus was presented.6

 The experimenters took the TMS suppression to predominantly affect V1, but also possibly V2 and V3 7

(V2 and V3 sit just above V1 in the processing hierarchy, but below mid-level areas such as V5).
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al. 2012).  LR can also be taken to be supported by the phenomenon of blindsight (Weiskrantz 8

1996), since LR does a good job of explaining the particular patterns of deficit that blindsighters 
suffer from: Their inability to consciously experience visual stimuli can be explained by their V1 
damage, since this would prevent RP from arising, while their ability to make accurate reports 
about stimuli can be explained by mid-level brain areas (e.g., V5) still receiving information via 
connections with subcortical areas (Stoerig & Cowey 1995, 1997; Pollen 1999). Also supporting 
LR would be the fact that, when a person becomes blind, it is typically only when their blindness 
was caused by something other than V1 damage that they continue to have visual experiences (in 
the form of phosphenes or hallucinations), since this suggests that those subjects that lack any 
kind of visual experience do so because V1 damage prevents RP from forming (Bender et al. 
1968; Kölmel 1984). Finally, some commentators argue for LR by pointing out how RP enables 
some kinds of processing that are defining of conscious vision, things such as feature integration 
(e.g., seeing properties as bound to objects) and perceptual learning (e.g., learning to recognize 
what is depicted in an ambiguous image) (Lamme 2010, 2015). 

It seems, then, that there is copious evidence confirming LR. Something to note here is 
that some of this evidence might not uniquely support LR, since certain versions of GNW (e.g., 
Mashour et al. 2020) might be construed as also taking RP in visual areas to be necessary for 
visual consciousness. In such a version of GNW, the content of visual consciousness is 
constituted, not by activity in the frontoparietal network (i.e., not in the areas composing the 
global workspace), but rather by RP in visual areas; instead, the frontoparietal network just acts 
as a router for the to-be conscious content (for discussion: Michel 2022). We put this point aside, 
however, since this section’s goal is not to show that LR is uniquely favored by the evidence, but 
rather just that it is empirically well-motivated. Now we turn to the issue of how LR should be 
more precisely understood. 

1.2 Formulating LR 

Despite LR having enjoyed popularity (Lamme & Roelfsema 2000; e.g., Block 2005, 2007; 
Lamme 2010; Van Gaal & Lamme 2012), certain aspects of the theory are yet to be stated 
formally. Nonetheless, if one surveys the literature concerning LR theory, one finds a few 
reoccurring commitments, and these can be used to assemble a working formulation of LR. To 
introduce it, we again consider the 2001 Pascual-Leone and Walsh experiment. 

 Fahrenfort et al. inferred whether RP was occurring by looking for potential markers of it, such as the 8

synchronized firing of neurons (as measured by EEG) or increased functional connectivity (as measured 
by fMRI) between IT and early visual areas.
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 This study showed that using TMS to suppress V1 shortly after stimulating V5 (~25ms 
after) prevented the conscious perception of a phosphene; this has been taken to show that what 
constitutes conscious motion perception might be a recurrent loop between V5 and V1 (Lamme 
2004; Block 2005). This suggests a way of interpreting LR according to which what constitutes 
conscious visual content of each type (e.g., color, motion, etc.) will be a recurrent loop between 
V1 and whatever area specializes in processing the type of content in question (cf. Stoerig 2001). 
So, just as conscious motion perception is constituted by RP between V1 and V5, conscious 
shape perception will be constituted by RP between V1 and shape-sensitive area LO (lateral 
occipital cortex), and conscious color perception by RP between V1 and V4, and so on. This 
brings us to our first working formulation of LR: 

For all lower-level visual content C, C is conscious if and only if it is represented in 
recurrent loops between V1 and a higher-level brain area 

Note that the formulation can be taken to make two claims: The first is the Processing Claim, 
which says that RP is essential for consciousness; the second is the Locational Claim, which says 
each instance of RP that results in consciousness will involve, as its substrate, V1 and a higher-
level brain area.  9

The above statement of the theory is on the right track, but needs three amendments. 
Each are discussed in their own subsection. 

1.2.1 LR as a theory of lower-level visual consciousness 

Consider the issue of which brain areas LR would hypothesize to underly higher-level types of 
visual experiences, for example, experiencing an object as being of a certain type (e.g., 
experiencing something as being a dog) (Kriegel 2007; cf. Siegel & Byrne 2017). It is natural to 
assume that such an experience would involve the area in the brain that carries out object 
recognition, this being the high-level visual area the inferotemporal cortex (IT) (Van Essen & 
Anderson 1995).  But when considering the issue of which brain area(s) IT will engage in RP 10

with, there are multiple options: It could be that the loop is with V1; alternatively it could be 
with one or more mid-level brain areas (V4, V5, LO, etc.). Intuitively, the latter is more 

 It should be noted that, though LR locates consciousness at a low level of processing (early and mid-9

levels), there are theories on the offer that hypothesize that activation of V1 alone can be sufficient for 
visual consciousness (i.e., no other cortical brain areas are necessary) (Linton 2021).

 It is controversial as to whether object recognition ever actually has phenomenal character (see the 10

discussion of "high-level" phenomenology” in (Kriegel 2007)).
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attractive, given that the function of object recognition will rely on the kinds of information that 
mid-level brain areas process, things like an object’s color, motion, shape, etc.  11

We sidestep this issue, amending LR so that it concerns just what I will call lower-level 
types of conscious visual content, properties such as brightness, hue, shape, and motion (to name 
a few). So, our goal in this article will be to see whether LR is an adequate theory of how lower-
level visual content arises. 

Note also now that the brain areas that specialize in processing each of these types of 
content are located at what could be considered the mid-level of visual processing; this being the 
case, we will below modify the Locational Claim of LR so that it says that the involvement of 
specifically mid-level brain areas is necessary for (lower-level) visual consciousness to arise. 

1.2.2 V2’s role in consciousness 

A second amendment concerns LR's requirement that V1 be a participant in all instances of 
visual consciousness. This comes from a consideration of the possibility that other early cortical 
visual areas also play some kind of role (Stoerig 2001; Block 2019). Some prominent candidates 
would be V2, V3, and V3A. Here, we lack space for discussing what role each of these brain 
areas might play in consciousness, so we instead focus on just V2, an area that is—in any case—
probably the best candidate of the three for playing such a role.  In regards to how V2 might be 12

involved in consciousness, there are three main possibilities, each of which we’ll look at now. 
A first option here is that it is not RP between V1 and a mid-level brain area that is 

necessary and sufficient for consciousness, but rather RP between V2 and a mid-level brain area. 
A second option would be that neither V1 nor V2 is necessarily involved in any instance of 
visual consciousness, but rather either V1 or V2 (Block 2019).  Both of these options look 13

unlikely to be true, given that the data reviewed above (in 1.1) strongly suggested that V1 is 
necessary for at least many visual experiences.  Given this, we set these two options aside. 14

In a third option, it is held that RP that obtains just between V1 and a mid-level brain area 
is not sufficient for visual consciousness, since V2 must also be involved in the RP (Pollen 1999; 
Stoerig 2001). Some reason to think this comes from how V1 is more sparsely connected to 

 Additionally, V1 lacks direct connections with IT (Felleman & Van Essen 1991).11

 In the case of V3, damage here does not seem to cause deficits of visual consciousness (Pollen 1999), 12

and in the case of V3A, it is part of the dorsal visual processing stream, something for which we have 
some reason to think that it operates without consciousness (Kozuch 2015, 2022).

 In Block’s 2019 article, he seems to be considering the possibility of both options.13

 I am grateful to an anonymous referee at this journal for having stressed this last point.14
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extrastriate  brain areas than is V2 (Felleman & Van Essen 1991; Van Essen & Anderson 1995), 15

since this means that RP that included V2—perhaps as an intermediary between V1 and a mid-
level brain area—might be more robust than RP that did not include V2. Also supporting V2’s 
necessity are studies showing that late suppression of V2 by TMS (44-104ms SOA) prevents 
conscious experience of a stimulus (Salminen-Vaparanta et al. 2012), since this plausibly occurs 
because the TMS interrupted a recurrent loop involving V2 (but see Merigan & Maunsell et al. 
1993). Other data supporting the necessity of V2 come from studies showing that V2 lesions 
cause scotomas in one’s visual field (Horton & Hoyt 1991; McFadzean & Hadley 1997). On the 
other hand, ablations in primates that carefully target V2, but leave intact connections from V1 to 
higher visual areas, prevent perception of more complex properties (e.g., viewer-independent 
shape) but not simpler ones (brightness) (Merigan & Maunsell 1993). So perhaps the safest 
hypothesis here is the one saying that V2 is only necessary for the perception of more complex 
visual properties. 

Overall, it looks like there is notable evidence in favor of V2 being necessary for visual 
consciousness, at least in the case of more complex properties. To reflect this possibility, we will 
below modify the Locational Claim of LR, so that it no longer says that it is “V1” that is 
necessary for consciousness, but rather “early visual areas.” 

1.2.3 What kind of RP? 

A last amendment to be made to LR concerns its Processing Claim, the idea that RP is sufficient 
for consciousness (when between early- and mid-level visual areas). Given currently limited 
knowledge, it would be appropriate to have LR formulated in such a way that it says that it is not 
necessarily just any kind of recurrent activity that is sufficient for visual experience, but rather 
the right kind. I will explain. 

Given that LR (like all current neuroscientific theories of consciousness) is still a 
relatively new theory, we should think about it as a general form of a neuroscientific theory, one 
to be filled out in response to theoretical developments and emerging data. The idea here is that 
there might be extra conditions that need to obtain before content can become conscious, i.e., 
conditions going beyond the content merely being represented in RP. It could be the case, for 
example, that not all kinds of RP are sufficient for visual consciousness, but rather just certain 
sub-types; or it could be that RP must be sustained for some relatively long time before a 
stimulus becomes conscious, at least in the case of certain more complex stimuli. These extra 
conditions are something that will be discovered in the course of research; indeed, we discover 

 "Extrastriate" means outside of the primary visual cortex (V1), the name coming from V1’s striped 15

appearance.
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some below. In any case, it is because of observations like these that we will formulate LR with 
an “in the right way” clause, one to be filled as we go. 

1.3 Second formulation of LR 

Now we add the three amendments to LR, the ones saying (1) that LR concerns lower-level 
experience, (2) that LR leaves open the possibility that V2 is also necessary for consciousness, 
and (3) LR holds that it is only the right kind of RP that is sufficient for visual consciousness. 
Here it the updated formulation: 

For all lower-level visual content C, C is conscious if and only if it is represented (in the 
right way) in recurrent loops between early and mid-level visual areas 

What we have seen in this section is that LR is a fairly well-defined theory with an impressive 
body of empirical evidence confirming it. This makes LR a promising neuroscientific theory of 
visual consciousness. Of course, LR is not the only such theory receiving empirical confirmation, 
this also being true of Higher-Order and Global Neuronal Workspace Theories (for reviews: Lau 
& Rosenthal 2011; Dehaene et al. 2014; Lau & Brown 2019; Mashour 2020). Given this, what 
becomes particularly important when deciding between these theories is how well each fares 
with attempts to empirically disconfirm it. As noted above, there is strong disconfirming 
evidence in the case of HO and GNW, some of it taking the form of data showing the PFC to be 
not essential for consciousness. This makes the question of whether there is any evidence 
disconfirming LR all the more interesting, and so this is the issue that the rest of the article 
investigates. Below, we examine neuroimaging and psychophysical evidence (Sects. 2 and 5, 
respectively) thought to show that RP can occur in visual areas without consciousness arising, 
and brain lesion evidence (Sects. 3 and 4) thought to show that visual consciousness can arise 
without V1 involvement. 

2: Purported cases of recurrency without consciousness 

Often, critics of LR (e.g., Dehaene et al. 2006, 2014; Michel 2022) offer neuroimaging evidence 
against LR. This usually takes the form of studies where a visual stimulus causes significant 
activation (in some form) of visual areas without its being consciously perceived. Such evidence 
threatens LR if the enhanced activation can be taken to suggest that the unconscious stimulus had 
been represented in recurrent loops, something that would contradict the idea that RP is sufficient 
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for consciousness. What we see in this section is that each study fails to disconfirm LR.  This 16

will often be because, in these studies, trials where the stimulus is not consciously perceived are 
accompanied by significantly decreased visual area activity, something suggesting that the 
stimulus failed to be represented in recurrent loops. We look at the evidence. 
 In one of the earlier studies thought to support a role for the PFC in consciousness 
(Dehaene et al. 2001), a visual mask was employed,  and fMRI was used to compare levels of 17

brain activation shown on trials where the word was unmasked, and therefore consciously 
perceived (call these "conscious trials"), to ones where it was masked ("unconscious trials"). 
These results have been taken to confirm GNW (Dehaene & Changeux 2011) because 
frontoparietal areas (those taken to constitute the global workspace) showed significantly 
decreased activation on unconscious trials (only 5% of what was seen in the case of unmasked 
words). At the same time, these results cannot be said to disconfirm LR, since a significant 
difference in activation between conscious and unconscious trials was also seen in visual areas, 
with activation reaching only 19% in extrastriate visual cortex, and 9% in the fusiform cortex. 
This decreased activation can plausibly be taken to suggest that the target stimulus was not 
represented in RP, in which case this study does not disconfirm LR. 
 A similar difference in visual area activation levels can be found in each of the other 
fMRI experiments to which LR’s critics have appealed. In a study by Haynes and colleagues 
(2005), the experimenters presented subjects with a metacontrast mask while using fMRI to 
record from several levels of visual processing. Conscious versus unconscious trials were again 
found to cause not just increased frontoparietal activity, but also significantly increased visual 
area activity at every level of processing (e.g., V1, V5, and the fusiform gyrus). In a study by 
(Zou et al. 2016), binocular rivalry was induced using a horizonal grating fed to one eye, and a 
vertical grating to the other, causing the subjects' conscious perception to oscillate between the 
two. Notably, it was found that a suppressed grating would still cause an increased BOLD 
signal  in parts of the visual cortex (e.g., V1 through V4), but this activation was greatly 18

reduced, only about 10% of what was seen in response to the non-suppressed grating. Then there 
is a study employing hemispatial neglect (Vuilleumier et al. 2001) that is taken to count against 
LR since it showed that faces presented in the subject's neglected field caused activation of their 

 Definition: We can consider datum D to disconfirm theory T if one of T's predictions is not-D. So, what 16

I will be arguing below is that most of the data fails to fall outside the predictions of LR.

 In contrast to the backward masking discussed in 1.1 (where the mask is presented just after the target), 17

this was forward masking: A noisy stimulus was presented just before the target (a word), and this caused 
the subject to not consciously experience it.

 BOLD = blood oxygen level dependent, i.e., a measure of how blood is flowing to that part of the brain.18
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contralateral fusiform face area (FFA); however, this FFA activation is significantly reduced 
relative to what is seen when the face is presented in their non-neglected visual field. And, in 19

the case of each of the other fMRI studies to which LR's critics have appealed, there is a similar 
(and significant) reduction in visual area activity on unconscious trials, where this reduction can 
plausibly be taken to indicate that the stimulus failed to be represented in RP (Carmel et al. 2006; 
Jiang et al. 2007; Fahrenfort et al. 2012; Wyart et al. 2012; Van Vugt et al. 2018). 
 Other studies that critics of LR have appealed to, ones employing other neuroimaging 
techniques, appear susceptible to the same objection. For example, in an attentional blink 
experiment by Sergent and colleagues (2005), EEG was used to track neural activity in both 
conscious and unconscious trials. A significant difference between the two was not found until 
180ms SOA, at which point there would be a distinctive kind of increase in frontoparietal 
activity, the P3b component (something that the GNW theorist has sometimes taken to be the 
neural signature of consciousness (Dehaene & Changeux 2011)).  However, something else 20

found only on conscious trials after 180ms was a significant increase in visual area activity. 
Since this increased activity can be interpreted as reflecting the formation of RP at this later stage 
(i.e., after 180ms), these results are not in conflict with LR.  A different study used intracranial 21

EEG to record from areas in the occipital, fusiform, and frontal cortex (Gaillard et al. 2009), 
finding that conscious trials were accompanied by more widespread and higher levels of 
activation (starting 150ms after stimulus presentation), with this not occurring just in prefrontal 
areas, but also in higher- and lower-level visual areas. Similar points can be made about each of 
the other EEG studies enlisted as evidence against LR (Marois et al. 2004; Del Cul et al. 2007; 
Pitts et al. 2012). 
 Other neuroimaging studies mentioned as being evidence against LR also fail to conflict 
with it. In a study by Sahraie et al. (1997), fMRI was used to measure neural activity in a subject 
with blindsight (GY) while motion stimuli were presented to either his sighted or blind 
hemifield. Notably, conscious trials brought increased dlPFC activity, this being true whether the 

 Additional reason to think that this study does not count against LR comes from compelling arguments 19

that neglect is merely a disorder of attention, and not of consciousness (Lamme 2006; Block 2007; Jacob 
& de Vignemont 2010; Kozuch 2014, 2015, 2022).

 This idea has recently fallen into disfavor due to some experiments showing the P3b component to 20

correlate with consciousness only when the consciously experienced stimuli are task-relevant (Cohen et 
al. 2020; for discussion, see Michel 2022).

 They might, however, be in conflict with Local Theories that hold that 150ms of processing should be 21

sufficient for visual consciousness, an example here perhaps being Zeki's "micro-consciousnesses" theory 
(2003).
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consciously perceived stimulus had been presented to GY's sighted or blind hemifield.  A 22

similar increase in activity, however, was also found in area V2, something suggesting that RP 
(between V5 and V2) might have been formed on conscious trials.  Next we consider some 23

studies involving motion-induced blindness,  ones showing that when the target stimulus 24

disappeared from consciousness, this was accompanied by an increase in activity in those parts 
of visual cortex where the stimulus was represented (Schölvinck & Rees 2010; Davidson et al. 
2020). However, this very local increase in activation probably results from neural competition 
created by the visually ambiguous stimulus (Scholvinck et al. 2010), in which case the increased 
BOLD response probably comes from (a) the inhibitory spiking that causes the target stimulus to 
disappear from consciousness, and/or (b) the visual system actively filling-in, in those parts of 
the visual field where the stimulus was presented, the color of the stimulus background. 
 It seems, then, that all of the neuroimaging studies thought to contradict LR arguably fail 
to do so. In many cases, this is because there is a lower level of activation shown by visual areas 
on unconscious as opposed to conscious trials, something suggesting that recurrent loops were 
never formed. 

3: Purported cases of conscious experience without V1 

As it is construed here, LR hypothesizes lower-level visual consciousness to occur only when 
there is RP between early- and mid-level brain areas. Given this, some evidence used against LR 
consists of cases in which V1 is damaged (or absent) and yet visual consciousness remains. For 
example, Lau and Brown (2019) argue against LR by appealing to certain rare cases of Charles 
Bonnet syndrome, ones in which subjects with V1 damage experience hallucinations. Before 
discussing this evidence, we first look at the issue of when we should consider V1 lesion 
evidence to count against LR. 
 A first issue here concerns what LR must predict in cases of V1 damage. What is most 
important to note here is that LR need not predict that any case of V1 damage will completely 
eliminate visual consciousness (like it is in cases of complete blindness), but rather just that 
visual consciousness will be degraded to the same degree that V1’s functionality is (with 
elimination of visual consciousness occurring only when functionality is entirely lost). Another 

 Despite GY's being clinically blind in his right hemifield, there are certain kinds of stimulus that he 22

sometimes consciously experiences, one example here being quickly moving stimuli. For more analysis 
of his case, see discussions of GY in the next section.

 For more analysis of this case, and why it’s friendly to LR, see discussions of GY in the next section.23

 A paradigm in which a circularly moving background causes a stationary target stimulus to become 24

invisible to the subject.
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thing to consider here is that the amount by which visual consciousness is degraded might be 
lessened by neuroplasticity, the process by which the brain can sometimes partially recover some 
of the functionality that was lost because of a lesion (Grafman 2000; Grafman et al. 2010). The 
idea that neuroplasticity can sometimes mitigate the effects of brain damage should always be 
followed up with the caveat that such mitigations are rarely complete, and often only provide a 
modest recovery of function (Frost 2003; Grafman 2000; Grafman et al. 2010; for discussion, see 
Kozuch 2023), full recovery being something that typically occurs only in very young patients 
(e.g., Vargha-Khadem et al. 1997). It is important to note this since, in debates concerning 
neuroscientific theories of consciousness, the powers of neuroplasticity are sometimes implied to 
be much stronger than this (Lau & Rosenthal 2011; Morales & Lau 2020). But let us return to the 
main point: The fact that neuroplasticity sometimes brings about modest recovery from brain 
damage (or more pronounced recovery with very young patients) can be enlisted by LR to 
explain why a brain-damaged subject’s visual consciousness appears to be somewhat less 
degraded than might expect, given the severity of the V1 damage. Let us keep these points in 
mind while examining the V1 lesion data. 

As mentioned above, Lau and Brown (2019) have tried to argue against LR by appealing 
to Charles Bonnet Syndrome (CBS), a disorder in which deafferentation of the visual cortex (or 
parts of it) causes benign but persistent visual hallucinations.  It should be noted that Lau and 25

Brown seem to be swimming upstream here, against what might be the dominant view, which is 
that such hallucinations occur only if V1 is preserved (Bender et al. 1968; Kölmel 1985; 
Anderson & Rizzo 1994; Pollen 1999). This view is based upon numerous studies showing that 
hallucinations occur only if V1 is preserved, and that they will be isolated to parts of the visual 
field from which V1 still processes information (Gloning et al. 1967). The next thing important 
to note is that the studies to which Lau and Brown appeal do not contradict this view, since in 
each case damage to V1 is incomplete (it is often unilateral), leaving open the possibility that 
undamaged portions of V1 still participate in recurrent loops, ones that underly the patients' 
hallucinations (Block 2019). Additionally, in the first study (Duggal & Pierri 2002), the patient's 
vision partially and gradually returned following her infarction, suggesting that the damaged 
hemisphere had recovered some function and/or the undamaged hemisphere had taken on some 
of that function; and in the second study (Ashwin & Tsaloumas 2007), the damage is not only 
unilateral, but also appears incomplete, since the patient was still able to consciously perceive 
items appearing in central parts of his contralesional hemifield. 

 The hallucinations can be exceptionally creepy (disembodied faces with staring eyes) or fanciful (a 25

procession of tiny costumed people in hats).
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Other cases of V1 damage with residual conscious vision are explained in similar fashion: 
In (Henriksson et al. 2007), a hemiblind 61 year-old patient with unilateral V1 damage was 
rehabilitated using flicker stimulation, and eventually started to have primitive experiences of 
form and brightness in his blindfield; however, it is clear that this is because the undamaged 
hemisphere had taken on some of the function of the damaged side, as fMRI revealed that 
consciously perceived stimuli in either visual field activated visual areas in just the undamaged 
hemisphere. And a patient who natally acquired severe bilateral V1 damage presented with only 
somewhat impaired vision at the age of five, but this is probably the result of strengthened 
connections between extrastriate visual areas and the lateral geniculate nucleus,  something 26

detected by using diffusion tensor imaging (Amicuzi et al. 2006). Other cases of bilateral V1 
lesions can be explained by the incompleteness of the damage and/or youth of the subjects when 
the damage occurred (Giaschi et al. 2003; Bova et al. 2008; Muckli et al. 2009).  27

In summary, in the case of the evidence involving V1 damage with residual visual 
consciousness just reviewed, nothing falls outside of the predictions of LR. But that does not 
mean that all of the evidence concerning V1 lesions are breezily explained by LR, this being the 
matter to which we turn next. 

4: Actual cases of visual consciousness without V1 

Although LR explains most instances where there is still visual consciousness with damaged V1 
by appealing to the incompleteness of the damage or the possibility of neuroplasticity, there are 
three cases not as susceptible to this kind of explanation, ones perhaps qualifying as instances of 
visual consciousness without functioning V1. 

The first two types of cases come from instances in which there is unilateral damage to 
V1, something that results in blindness for half of the visual field (“hemianopia”), where this 
blindness occurs in the hemifield opposite lesion location (i.e., it is “contralesional”) (Silvanto & 
Rees 2011; for reviews: Mazzi et al. 2019). The first type of case consists of studies where 
subjects are able to perceive the entirety of a centrally presented object, including the half 
appearing in their blindfield. For example, in (Marcel 1998), it was found that a conscious 
afterimage could be produced for the half of a Gestalt figure that was presented in the blindfield, 
as long as the other half was simultaneously presented in the sighted field (Warrington 1962, 

 A part of the thalamus, the subcortical sensory area just below V1 in the processing hierarchy.26

 Due to space limits, this article focuses on addressing empirical objections to LR that have been raised 27

by LR's opponents that have not yet been addressed. Nonetheless, it should be mentioned that arguments 
exist in the literature for the idea that V1 is not necessary for dreaming (Rees et al. 2002) or visual 
imagery (Kleiser et al. 2001), but reasons for thinking that these arguments do not undercut V1's role in 
consciousness (along with reviews of the relevant data) can be found in (Stoerig 2001) and (Ganis 2013).
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1965; for other examples, see McCarthy & Warrington 1986). In the second type of case, 
bilateral stimulation of extrastriate brain areas is shown to be able to produce experiences in the 
blindfield. An example of this would be a study done with blindsighter GY (Silvanto et al. 2007, 
see also 2008), in which it was shown that TMS targeting just the half of V5 located on the same 
side of the V1 lesion (i.e., the “ipsilesional” side) caused no visual experience in the blind 
hemifield, but that a motion phosphene is produced if the stimulation was carried out bilaterally 
(similar studies include Bender & Kahn 1949; Torjussen 1976). The third type of case is Riddoch 
syndrome (Riddoch 1917), cases in which subjects that are blind from V1 damage are still able to 
sometimes experience motion, especially high-speed stimuli (Riddoch 1917; Weiskrantz et al. 
1995; Zeki & Ffytche 1998). This is an ability that blindsighters also often display, under the 
proper experimental conditions (Foley 2015).  The motion experience such subjects have 28

appears to be very impoverished, in that they describe it as an experience of something that is 
moving, but which lacks shape and color (Zeki & Ffytche 1998). 

The cases just examined are not all easily explained by incomplete damage or 
neuroplasticity,  since the blindness that these subjects experience seems to imply that the 29

relevant parts of V1 (i.e., those parts contralateral to the blindness) have little or no remaining 
functionality. As well, the spontaneous and selective way in which these experiences arise makes 
it less likely that they are made possible by neuroplasticity, since this is usually a gradual process 
(but see Voytek et al. 2010). And so these studies appear to be in conflict with the idea that V1 is 
necessarily involved in any RP that brings about visual consciousness. At the same time, we saw 
a large amount of data above showing that disrupting V1 activity prevents consciousness of the 
stimulus, suggesting the necessity of V1. How are these data reconciled? 

I believe that these data are best explained by V1 being necessary for visual 
consciousness under most circumstances, except in those rare instances where other forces are 
available to help engender RP. That is to say, these data might show that there are infrequent 
instances in which visual consciousness arises without V1, but they do not show that visual 
consciousness arises without RP (cf. Silvanto 2015). Let us look at why. 

Consider how in the first two types of studies (i.e., those involving hemianopia and 
unilateral V1 damage), the stimulus bringing about the blindfield afterimage does not work 
unless presented bilaterally, suggesting that the representation of the figure in contralesional 
cortex is somehow helping to empower the representation of the figure in the ipsilesional cortex, 

 Whether the stimulus is consciously perceived will be determined by factors such as its luminance, or 28

the speed of onset and offset. 

 Although, as Mazzi (2019) points out, in many cases of Riddoch syndrome, it is was not confirmed that 29

V1 was completely destroyed (Teuber et al. 1960), in which case residual V1 might make the motion 
experiences possible.
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supplementing it to the point where the representation becomes conscious. Something 
reinforcing this interpretation would be the fact that such a technique works best when a Gestalt 
figure is used as a stimulus (Marcel 1998; Mazzi 2019), since we would guess that the kind of 
holistic perception that they engender would plausibly increase the degree to which the two 
hemispheres operated synergistically. Consider also that TMS to V5 of a blindsighter produces 
no experience of motion if such stimulation is only ipsilesional (Cowey & Walsh 2000), but does 
so if the stimulation is bilateral (Silvanto et al. 2007). These studies suggest that contralesional 
V5 is somehow contributing to the robustness of the representation in ipsilesional V5, where this 
might be supplemented by the extensive connections that V5 has with the LGN of the thalamus 
(Bridge et al. 2008; Ajina et al. 2015). This interpretation receives further support from the 
stimulation having to occur in a precise order for experience of motion to arise—ipsilesional 
before contralesional but not vice versa—and from the dense transcallosal connections that 
human V5 has (Riedel et al. 2004), ones which have been, in the case of GY, further enriched 
through neuroplasticity (Bridge et al. 2008). As well, V2 appears to be sometimes playing a role 
in generating the conscious experience, since a study with GY showed an increase in V2 activity 
each time GY experienced a moving stimulus in his blindfield (Sahraie et al. 1997). Finally, the 
necessity of the stimulation being bilateral is also seen in studies where color adaptation is used 
in combination with TMS to bring about color experiences in the blindfield (Silvanto et al. 
2008). 

The data just reviewed suggests that conscious perception in a blindfield is somehow 
brought about by synergistic processing between the two sides of a brain area. This synergistic 
processing, furthermore, invites being interpreted as having been accomplished through RP; 
however, in this case, the loops are not between a mid-level brain area and V1, but rather 
between (a) the ipsilesional side of a mid-level brain area and (b) the LGN, V2, and/or the 
contralesional side of the same brain area.  

Moving on to Riddoch syndrome, the subjects’ ability to still consciously perceive 
motion can be explained by appealing to many of the considerations discussed just above, in that 
many of V5’s exceptional characteristics can help explain how it could generate RP in absence of 
V1. First, V5 has robust and direct connections to two subcortical structures, the LGN (of the 
thalamus) and the pulvinar (Ajina et al. 2015; Bridge 2008), something that has been thought to 
mean that V5 will start to rely more heavily on input from these structures once V1 is damaged 
(Ajina et al. 2015); this, in turn, means that neuroplasticity is likely to make such connections 
stronger over time. As well, V5 possesses dense transcallosal connections (Riedel 2004), ones 
whose robustness has been demonstrated by studies showing these connections to be particularly 
active when viewing motion stimuli requiring interhemispheric processing (Genç et al. 2011). 
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These connections, of course, are likely to be strengthened through neuroplasticity after V1’s 
loss, just as they were in the case of GY. Overall, a number of V5’s features make it a good 
candidate for producing RP without that aid of V1, especially in the case of the faint, 
phenomenologically impoverished motion experiences that subjects with Riddoch syndrome 
have, since such experiences probably require only a weaker form of RP to arise. 

At this point, we have been led to a modified LR, one with a weaker Locational Claim. 
According to this version, what is essential for visual consciousness is not participation by V1 
per se, but rather the formation of the right type of recurrent loops. In turn, the tight correlations 
between V1 activity and consciousness seen in the empirical data surveyed above can be 
explained by hypothesizing V1 (and V1 alone) to be reliably effective at engendering the loops. 
The effectiveness with which V1 can do this could potentially be attributed to something unique 
about V1’s physiology, connectivity, and/or position in the visual processing hierarchy (one 
possibility here being the rich connections it has with numerous extrastriate visual areas 
(Felleman & Van Essen 1991; Polack & Contreras 2012)). Discovering exactly what makes V1 
unique in this way is a goal of future research. 

In any case, the overall idea here would be that V1 is typically necessary for forming the 
RP that constitutes (low-level) visual consciousness, but that these loops can sometimes form in 
cases where other means exist for engendering them (cf. Stoerig 2001). So far, we have seen that 
this might occur when TMS is used to boost brain activity, or when especially strong stimuli 
(e.g., Gestalt figures) are presented. The idea that V1 is only typically necessary will appear later 
in the updated and modified formulation of LR given in this article’s last section. At that point, 
there is also further discussion as to what consequences this has for LR as a theory. 

This “Modified LR” leads to predictions. The first one builds off of the Pascual-Leone 
and Walsh experiment (2001) discussed above. In that study, unilateral TMS suppression of V1 
performed about 25ms after ipsilateral V5 stimulation prevented the V5 stimulation from causing 
a moving phosphene. Modified LR suggests that, if one used this paradigm, but were to also 
stimulate contralateral V5 just after stimulating ipsilateral V5, this might allow contralateral V5 
to stand in for V1 as a partner in RP, thereby reinstating the phosphene experience (in the same 
way that I hypothesized it to be doing in the hemianopia studies examined above (e.g., Silvanto 
et al. 2007)). The next prediction is based on a paradigm used by Jolij and Lamme (2005), one in 
which TMS to V1 delivered at 110ms SOA was shown to prevent conscious perception of a face. 
Consider, now, an experiment that is similar, but which uses multiple types of stimulus 
(including Gestalt stimuli), and which suppresses V1 unilaterally rather than bilaterally. Here, 
Modified LR suggests that V1 suppression is less likely to prevent conscious perception of the 
stimulus if the stimulus is Gestalt and presented centrally (like it was in (Marcel 1998)), than it 
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would be if it is either (a) non-Gestalt or (b) presented unilaterally in the hemifield contralateral 
to V1 suppression. One more prediction: We saw above how Modified LR partially explains the 
residual ability of V1-damaged subjects to experience motion (both in the case of blindsight and 
Riddoch syndrome), doing so by noting the extensive subcortical and transcallosal connections 
that LR possesses, something that might engender RP in V1’s absence. On the basis of this, we 
can predict that the less connectivity that a visual area possesses, the more susceptible its ability 
to contribute to consciousness should be to disruption by lesions or TMS to the relevant parts of 
V1. 

Now we move on to consider one more line of evidence presented against LR. 

5: Psychophysical experiments purported to show recurrency without consciousness 

Recently, Michel and Doerig raised a challenge to LR using postdictive effects, i.e., cases where 
multiple, sequentially presented stimuli are integrated into a single conscious stimulus (2021). 
An example of this would be how a red disc presented just before a green disc causes perception 
of a singular yellow disc (Efron 1967). Michel and Doerig take these to be cases in which a 
stimulus is represented in recurrent loops for an extended period without becoming conscious, a 
counterexample to LR. We start by looking at the experiments, then move on to discuss why they 
don’t count against LR. 

5.1 The postdictive experiments and LR 

The experiments to which Michel and Doerig appeal involve figures known as “verniers,” sets of 
two vertical, parallel lines that are offset horizontally by a small amount. In one experiment 
(Scharnowski et al. 2009), two verniers with opposite offsets are presented one directly after the 
other, each for 30ms (Fig. 1). The subject perceives a singular vernier, one matching one of the 
verniers in the direction of its offset (depending on which vernier “dominates”), though its offset 
is reduced relative to the dominant vernier. Scharnowski et al. applied TMS to the occipital 
cortex at varying times from stimulus onset, finding early applications (45ms-95ms SOA) caused 
second vernier dominance, and late applications (95-370ms SOA) caused first vernier 
dominance. Michel and Doerig (hereafter, "M&D") take the fact that which vernier dominates 
can be affected by TMS for up to 370ms SOA to mean that “the two verniers are represented 
independently” for an extended time, this happening prior to when the two representations are 
used to form a “single fused representation” (p. 4). M&D take this to mean that the stimulus “is 
stably represented [in recurrent loops] but not consciously perceived” (p. 6), a counterexample to 
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the idea that recurrent activity in the visual cortex is sufficient for consciousness. Let us call this 
first experiment the TMS Vernier Study. 

In a second experiment (Drissi-Daoudi 2019), a Sequential Metacontrast (SQM) 
paradigm was employed (see Otto et al., 2006). In SQM, a number of vertical bars are presented 
sequentially in neighboring locations, creating the illusion of vertical bars moving laterally from 
central vision toward the periphery (see Fig. 2). In the experiment to be considered, it was found 
that inserting a vernier in the first frame caused the subject to perceive the moving object as 
being the vernier rather than any of the subsequently presented lines. Important to present 
purposes is a further finding, which was that the perception of the vernier could be altered by 
presenting another vernier, even at relatively long SOAs. For example, if a vernier with an offset 
opposite from the first is substituted for one of subsequently presented lines, and this is done 
within 450ms SOA, the verniers cancel out, and a moving line is perceived. Here, M&D claim 
that the fact that “observers report seeing only the integrated percept and cannot report on the 
individual verniers...suggests that the first vernier is represented without being perceived for up 
to 450ms” (p. 5). Since this is probably long enough for the stimulus to start to be processed in 
recurrent loops, M&D consider this to be another counterexample to LR. Call this the Moving 
Vernier Study. 

Let us evaluate this objection. As seen above, M&D seem to take there to be stable, fully 
formed representations of the stimuli that fail to be consciously perceived. For example, in the  

20

Fig. 1: Rapid serial presentation of two verniers can result in conscious perception of a single 
fused vernier, one with an offset matching that of one of the two verniers, but which is 
reduced. (From Scharnowski et al. 2009.)

verniers are not perceived individually but as one fused
vernier which appears to be almost aligned (Figure 1). This
fused vernier offset is a combination of that of both
verniers. Given that the fused vernier is composed of
offsets which are presented at different times, the inter-
actions between them can be assessed, thus allowing to
investigate the dynamics of the feature integration process.
Here, we show that even though the verniers are themselves

not individually perceived (Experiment 2), their respective
short-term memory traces can be manipulated by trans-
cranial magnetic stimulation (TMS) for a substantial period
of time (Experiment 1). Taken together, our results suggest
a window of integration of several hundred milliseconds
during which individual features can be manipulated.

Methods

Participants

Five observers (three females; aged 19–31 years) gave
informed written consent for participation in the study, which
was approved by the local ethics committee. Participants had
normal or corrected-to-normal visual acuity as measured by
the Freiburg visual acuity test (Bach, 1996). All but two
observers were naı̈ve to the purpose of the study. Naı̈ve
observers were paid 25 CHF/hour for their participation.

Visual stimulation

The stimuli of 80 cd/m2 were presented on a Tektronix
608 X–Y display equipped with a P11 phosphor, controlled
by a PC via a fast 16 bit DA converter, with a 1 MHz dot
rate and a 200 Hz refresh rate. Viewing distance was 2 m.
The room was dimly illuminated by a background light
(È0.5 lx). A fixation point lasting for 1 s was presented
400 ms before the presentation of the stimuli. Verniers
were composed of two vertical bars that were slightly
displaced in the horizontal direction. The bars were 10V
(arcminutes) long each, 30W (arcseconds) wide, and
separated by a vertical gap of 1V.
In Experiment 1 (Modulation of feature fusion by

TMS), a sequence of two verniers lasting 30 ms each
with opposite offset directions was presented foveally in
rapid succession. The offset direction of the first vernier
(left or right) was chosen randomly for each trial. The
second vernier had an offset direction opposite to that of
the first vernier. Hence, if for example, the first vernier
was offset to the left, the second vernier was offset to the
right, and vice versa. Observers perceived only one fused
vernier and were asked to report the offset of the lower bar
with respect to that of the upper one by pressing one of
two push buttons. Observers were instructed to respond as
rapidly as possible consistent with accuracy. In this
experiment, naı̈ve observers did not know that a sequence
of two verniers was presented.
For each observer, we computed the proportion of trials

on which the response matched the offset direction of the
first vernier. Thus, values above 50% indicate dominance
of the first vernier; values below 50% indicate dominance
of the second vernier. For each observer, offset sizes were
adjusted such that performance without TMS was on
average balanced at approximately 50% dominance, i.e.
none of the verniers dominated. Across participants, offset
sizes ranged from 45W to 60W for the first vernier and from
30W to 50W for the second vernier. Using such offset sizes,
all participants saw only one fused vernier and none of the
participants reported apparent motion percepts, which
agrees with previous reports (Scharnowski, Hermens,
Kammer, Oğmen, & Herzog, 2007). To make sure that
performance without TMS remained at 50%, the no-TMS
condition was repeatedly measured throughout the experi-
ment. TMS onset asynchrony conditions were blocked
within 60 trial runs and the order of conditions was
randomized across participants. For each participant,
conditions were repeated in reversed order to counteract
practice and fatigue effects in the averaged data, resulting
in a total of 120 trials for every condition. Within each
block of 60 trials, a different pseudo-random sequence of
left and right vernier offset directions was presented.
Experiment 2 (No conscious access to individual

vernier offsets) is identical to the no-TMS condition of
Experiment 1, except that we informed observers that a
sequence of two verniers with opposite offset directions
was presented. In this experiment, we asked observers to

Figure 1. Feature fusion Paradigm. We presented a vernier, i.e. a
pair of vertical bars that are spatially offset in the horizontal
direction, followed by a second vernier with an offset of the opposite
direction than the first vernier. On each trial, the first vernier was
randomly offset either to the left or right, and the second vernier to
the right or left, respectively (see Methods). Because of their short
durations, the verniers are perceived as one fused vernier only.
The fused vernier appears almost straight because the opposite
vernier offsets are integrated and, thus, almost cancel each other
out. Still, on each individual trial, a small offset of the fused vernier
is perceived. On average, the second vernier dominates the fused
percept (Kammer et al., 2003; Scharnowski et al., 2007), i.e.
observers report more often the fused vernier to be offset in the
direction of that of the second vernier.
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first study discussed just above, M&D believe that representations of the two verniers coexist for 
an extended period of time, from when the stimuli are presented until the conscious perception is 
formed (at least 370ms later). However, this interpretation of this experiment (see also Herzog et 
al. 2020), which we can call “Stable Representations” (or "Stable," for short), is not the only 
explanation available. Indeed, the authors of the TMS-vernier study themselves (Scharnowski et 
al.) reject this explanation in favor of one according to which there are no stable or fully formed 
vernier representations until stimuli integration is complete. According to this “Unstable 
Information” explanation (“Unstable,” for short), quick presentation of two conflicting verniers 
creates a situation in which incipient representations of the stimuli start to compete with one 
another, the result being mutual suppression. This mutual suppression keeps the information 
being processed about each of the verniers in too unstable of a form for it to organize into a full-
blown representational state; instead, this information only acts as input to the representation 
eventually experienced. 
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Fig. 2: Postdictive effects in a Sequential Metacontrast (SQM) paradigm. Rapid 
presentation of lines and/or verniers causes the perception of two diverging 
motion streams. In Set 1, using a vernier in the first frame causes a perception 
of a moving vernier. In Set 2, putting a second contradictory vernier amidst the 
subsequently presented lines causes the verniers to cancel one another out, and 
a moving line is perceived instead. 

As another example of long lasting postdictive effects, Sun et al. (2017) showed that volition               

could postdictively influence the reported percept of an ambiguous visual input up to 300ms. They               

presented an ambiguous motion stimulus that could be perceived either as oscillating horizontally or              

vertically and trained participants to voluntarily choose which percept to experience. Then, they             

presented an auditory cue instructing which percept participants should try to perceive. Cues             

presented 300ms after the ambiguous motion stimulus onset postdictively determined which percept            

the subjects reported experiencing (although effect sizes are much smaller than in the previous two               

paradigms). This suggests that both interpretations of the ambiguous stimulus coexisted in the brain              

for 300ms without being consciously perceived by the subjects. 

 

Figure 1: Postdictive effects. In postdictive effects, conscious perception of a feature depends on features                             
presented later . The first feature is stably represented, but is not consciously perceived. Only the outcome of the                                   
perceptual integration between the first and second feature, presented as long as 450ms later, is perceived. a. Color                                   
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A car runs through the night. The streetlights produce
reflexions on its surface and its trajectory is partially
occluded by trees and other cars. In addition, the

information arriving at each retinal location is short and
noisy. Hence, it is hard to estimate, for example, the car’s color
from single photoreceptor activity. An efficient way to estimate
color is to average photoreceptor activities along the car’s
trajectory.

The brain indeed integrates information along motion tra-
jectories as evident in the Sequential Metacontrast paradigm1,2

(SQM). In the SQM, a central line is followed by pairs of
flanking lines presented one after the other further and further
away from the center (Fig. 1a). A percept of two moving
streams diverging from the center is elicited (Supplementary
Movie 1). The central line is invisible because it is masked by
the subsequent lines3,4. Surprisingly, if the central line is offset,
i.e., the lower segment is offset either to the right or left
compared to the upper segment (this is called a vernier),
the offset is visible at the subsequent stream even though
the flanking lines themselves are aligned (Fig. 1, vernier con-
dition). Observers attend to one of the streams and report
the perceived offset direction. When, in addition to the central
line, a flanking line is offset with an offset in the opposite
direction, the offsets integrate and cancel each other (Fig. 1,
vernier–anti-vernier condition). If both offsets are in the same
direction (Fig. 1, vernier–pro-vernier condition), they add up
and offset discrimination improves. Hence, features are non-
retinotopically integrated across space and time.

Here, using the SQM, we show that spatio-temporal
feature integration lasts up to 450 ms and is mandatory, i.-
e., observers are unable to report the offsets separately.
Moreover, our data suggests that integration is not simply
determined by spatiotemporal proximity, but rather occurs
only when offsets are presented within a discrete window
of time.

Results
Feature integration is mandatory and long lasting. First, we
show that feature integration is mandatory and long lasting
(Experiment 1). The SQM was presented with 18 flanking pairs of
lines (total stimulus duration: 750 ms). Performance is quantified
in terms of dominance, i.e., the percentage of observers’ responses
in accordance with the central vernier offset (Fig. 2a). Before the
experiment proper, and in all following experiments, we used an
adaptive procedure5 (PEST, see methods) to determine the
individual offset sizes that led to a dominance of about 75%
(condition V; Fig. 2a, blue diamonds) or 25% (condition AV;
Fig. 2a, red diamonds). Next, sequences with two offsets, either in
the same or opposite directions (conditions V-PV and V-AV,
respectively), were presented. There was always a central vernier
and a flank vernier at variable positions. In the first part of the
experiment, participants were naive, i.e., they were not told that
only a subset of lines in the display was offset nor how many lines
were offset. Observers were instructed to attend to the left stream
and report the perceived offset direction.

Dominance in the conditions V-PV was equal to or higher than
in the condition with only the central offset (condition V; Fig. 2a,
solid gray line). In conditions V-AV, the offsets canceled each
other and dominance was around 50% except when the flank
vernier was presented in frame 14, for which dominance was
around 25% (Fig. 2a, solid black line). These results indicate that
integration occurred up to 450 ms (frame 11). At 570 ms (frame
14), there was no integration anymore. In this case, observers
reported the direction of the flank vernier.

In the second part of the experiment, the same observers were
informed about the paradigm and instructed to ignore the flank
offset and to report the central offset direction only (labeled [R1]
for “Report 1st vernier”). At 290 ms (frame 7), all observers were
not able to report the direction of the central vernier in the
condition V-AV (Fig. 2a, dashed black line; two-sided paired
t-tests: V-AV7 vs. V-AV7[R1]: t(9)= 0.47, p= 0.65, Cohen’s

Frame

Percept

V
(vernier)

AV3
(antivernier)

V-AV3
(vernier–

antivernier)

Central vernier

Flank vernier

V-PV3
(vernier–

provernier)

0

1

2

3

4

SQM

T
im

e 

0 ms

50 ms

90 ms

130 ms

170 ms

Attention

Fig. 1 The Sequential Metacontrast paradigm (SQM). A central line is followed by pairs of flanking lines. Each line is presented for 20ms, the inter-stimulus
interval (ISI) is 20ms (except the first ISI, which is 30ms). A percept of two diverging streams is elicited. Observers attend to one of the streams (here, the
right stream) and report the perceived offset direction (right/left) by pressing hand-held push-buttons. Condition V (vernier): only the central line is offset.
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Here, using the SQM, we show that spatio-temporal
feature integration lasts up to 450 ms and is mandatory, i.-
e., observers are unable to report the offsets separately.
Moreover, our data suggests that integration is not simply
determined by spatiotemporal proximity, but rather occurs
only when offsets are presented within a discrete window
of time.

Results
Feature integration is mandatory and long lasting. First, we
show that feature integration is mandatory and long lasting
(Experiment 1). The SQM was presented with 18 flanking pairs of
lines (total stimulus duration: 750 ms). Performance is quantified
in terms of dominance, i.e., the percentage of observers’ responses
in accordance with the central vernier offset (Fig. 2a). Before the
experiment proper, and in all following experiments, we used an
adaptive procedure5 (PEST, see methods) to determine the
individual offset sizes that led to a dominance of about 75%
(condition V; Fig. 2a, blue diamonds) or 25% (condition AV;
Fig. 2a, red diamonds). Next, sequences with two offsets, either in
the same or opposite directions (conditions V-PV and V-AV,
respectively), were presented. There was always a central vernier
and a flank vernier at variable positions. In the first part of the
experiment, participants were naive, i.e., they were not told that
only a subset of lines in the display was offset nor how many lines
were offset. Observers were instructed to attend to the left stream
and report the perceived offset direction.

Dominance in the conditions V-PV was equal to or higher than
in the condition with only the central offset (condition V; Fig. 2a,
solid gray line). In conditions V-AV, the offsets canceled each
other and dominance was around 50% except when the flank
vernier was presented in frame 14, for which dominance was
around 25% (Fig. 2a, solid black line). These results indicate that
integration occurred up to 450 ms (frame 11). At 570 ms (frame
14), there was no integration anymore. In this case, observers
reported the direction of the flank vernier.

In the second part of the experiment, the same observers were
informed about the paradigm and instructed to ignore the flank
offset and to report the central offset direction only (labeled [R1]
for “Report 1st vernier”). At 290 ms (frame 7), all observers were
not able to report the direction of the central vernier in the
condition V-AV (Fig. 2a, dashed black line; two-sided paired
t-tests: V-AV7 vs. V-AV7[R1]: t(9)= 0.47, p= 0.65, Cohen’s
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color is to average photoreceptor activities along the car’s
trajectory.

The brain indeed integrates information along motion tra-
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(SQM). In the SQM, a central line is followed by pairs of
flanking lines presented one after the other further and further
away from the center (Fig. 1a). A percept of two moving
streams diverging from the center is elicited (Supplementary
Movie 1). The central line is invisible because it is masked by
the subsequent lines3,4. Surprisingly, if the central line is offset,
i.e., the lower segment is offset either to the right or left
compared to the upper segment (this is called a vernier),
the offset is visible at the subsequent stream even though
the flanking lines themselves are aligned (Fig. 1, vernier con-
dition). Observers attend to one of the streams and report
the perceived offset direction. When, in addition to the central
line, a flanking line is offset with an offset in the opposite
direction, the offsets integrate and cancel each other (Fig. 1,
vernier–anti-vernier condition). If both offsets are in the same
direction (Fig. 1, vernier–pro-vernier condition), they add up
and offset discrimination improves. Hence, features are non-
retinotopically integrated across space and time.

Here, using the SQM, we show that spatio-temporal
feature integration lasts up to 450 ms and is mandatory, i.-
e., observers are unable to report the offsets separately.
Moreover, our data suggests that integration is not simply
determined by spatiotemporal proximity, but rather occurs
only when offsets are presented within a discrete window
of time.

Results
Feature integration is mandatory and long lasting. First, we
show that feature integration is mandatory and long lasting
(Experiment 1). The SQM was presented with 18 flanking pairs of
lines (total stimulus duration: 750 ms). Performance is quantified
in terms of dominance, i.e., the percentage of observers’ responses
in accordance with the central vernier offset (Fig. 2a). Before the
experiment proper, and in all following experiments, we used an
adaptive procedure5 (PEST, see methods) to determine the
individual offset sizes that led to a dominance of about 75%
(condition V; Fig. 2a, blue diamonds) or 25% (condition AV;
Fig. 2a, red diamonds). Next, sequences with two offsets, either in
the same or opposite directions (conditions V-PV and V-AV,
respectively), were presented. There was always a central vernier
and a flank vernier at variable positions. In the first part of the
experiment, participants were naive, i.e., they were not told that
only a subset of lines in the display was offset nor how many lines
were offset. Observers were instructed to attend to the left stream
and report the perceived offset direction.

Dominance in the conditions V-PV was equal to or higher than
in the condition with only the central offset (condition V; Fig. 2a,
solid gray line). In conditions V-AV, the offsets canceled each
other and dominance was around 50% except when the flank
vernier was presented in frame 14, for which dominance was
around 25% (Fig. 2a, solid black line). These results indicate that
integration occurred up to 450 ms (frame 11). At 570 ms (frame
14), there was no integration anymore. In this case, observers
reported the direction of the flank vernier.

In the second part of the experiment, the same observers were
informed about the paradigm and instructed to ignore the flank
offset and to report the central offset direction only (labeled [R1]
for “Report 1st vernier”). At 290 ms (frame 7), all observers were
not able to report the direction of the central vernier in the
condition V-AV (Fig. 2a, dashed black line; two-sided paired
t-tests: V-AV7 vs. V-AV7[R1]: t(9)= 0.47, p= 0.65, Cohen’s
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 Note now that, if Unstable is true, then LR can be reconciled with the postdictive data: 
LR need not be committed to the idea that, in any instance where information about a visual 
stimulus is processed for an extended period, this results in its being consciously perceived; 
instead, a more principled version of LR is one according to which such information becomes 
conscious only when it has organized into something resembling a stable representation. Below, I 
explain why this version of LR should be preferred, and what consequences it has for their 
theory. For now, I just note that the postdictive data does not threaten this form of LR, not unless 
there is reason to think that the unconsciously processed vernier information is in the form of 
stable representations, i.e., that Stable is true. And, as I show now, there is reason to doubt that it 
is. 

Consider how, in the TMS Vernier Study, when the two verniers of incompatible offsets 
are presented in quick succession in the same location (Fig. 1), this (metaphorically) creates a 
puzzle for the visual system: How could two differently shaped objects appear in the same place, 
more or less simultaneously? And in the case of the Moving Vernier Study, the stimuli are 
similarly contradictory: The first two stimulus frames were (1) a vernier presented centrally for 
30ms followed by (2) two vertical lines presented for 30ms, one just left of central vision, the 
other just right (Fig. 2). This brings about multiple ambiguities: Is it the case that each of the 
three presented figures are distinct objects, or is it that the first object is identical to one of the 
other two, but has moved? If it is identical to one of the two objects, which one? And, finally, 
does this hypothesized self-same object possess an offset, and if so, how large? 

Taking into account the above considerations, it seems unlikely that the information 
being processed unconsciously about the postdictive stimuli is in the form of stable 
representations. Instead, the information more likely remains in a volatile state that is an unruly 
admixture of information from both figures, one which could tip toward becoming a 
representation of one figure or the other (or something in between), but has not yet done so. At 
the neural level, the conflicting stimuli probably bring about lateral inhibition (Scharnowski et 
al. 2009), with the quick presentation of contradictory figures causing the groups of neurons 
responding to the first and second figure to go into a cycle of mutual suppression. It is interesting 
to note, furthermore, that we can estimate how long the information being processed stays in a 
“suspended” state by indexing it to the latency at which an intervention still affects conscious 
perception. For example, in the TMS Vernier Study, the fact that TMS can affect vernier 
dominance for up to 370ms SOA indicates that it took the visual system at least that long to 
coalesce into a stable interpretation of the stimuli (e.g., it took that long for it to settle on what 
offset the vernier had), and this provides some reason to think that information about the relevant 
stimuli stayed in an unstable form for the same amount of time. And in the Moving Vernier 
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Study, the fact that presenting a conflicting vernier within a 450ms window could alter the 
subject’s experience can be taken to show that, at 450ms SOA, the visual system had not yet 
built a stable representation of the first vernier (or the subsequent lines).  It is worth noting that 30

the long latency at which the vernier perception could be affected in the Moving Vernier Study 
should probably not be considered all that surprising, given that the stimulus is being interpreted 
as moving, and motion processing is something that must be spread out in time (unlike, for 
example, when stationary stimuli are analyzed, something that can potentially be based on a 
visual "snapshot") (Herzog et al. 2020). 

Overall, there is a strong case for the idea that unconscious information about the 
postdictive stimuli is not in the form of stable representations. Now recall what I said above, 
which is that LR need not be committed to  the idea that anytime information about a stimulus 
is processed for an extended period, it becomes conscious. Instead, LR should hold that this 
happens only when stimuli are stably represented. And, since it looks unlikely that the 
unconscious information about the postdictive stimuli is in the form of stable representations, the 
postdictive studies do not count against this form of LR. In the next section, we further develop 
this response to the postdictive studies. 

5.2 Requirements for consciousness: Stability and actionability 

We just saw that there is a satisfactory response to the postdictive effects-based argument against 
LR: Intuitively, the information about the postdictive stimuli isn’t in the form of stable 
representations, and LR can be understood as requiring stable representation for consciousness. 
Now we make the response more detailed, and provide motivation for making this addition to 
LR. 

We start by saying what is meant by “stable” and “representation,” starting with the latter 
first. Defining “representation” is not simple, given the long-standing debates concerning its 
nature (see, e.g., Artiga & Sebastián 2020). To work around this, I will instead just stipulate that 
representation (for the purposes of LR) be understood as being something that requires 
actionability. For a definition of actionability, we can understand some informational state S to 
be actionable if and only if it can be used, by other parts of the cognitive system to which it 
belongs, as an indicator that something is p resent in the environment, e.g., if it can be used as 

 To put the point in a more precise way, the visual system seems to have been on its way to creating a 30

stable representation of the first vernier, but had not yet done so by the time at which the second vernier 
was introduced; that it was on its way to doing so can be gleaned from the fact that, in trials where the 
second vernier is not presented, subjects report having seen a moving vernier whose offset matches that of 
the first vernier.
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an indication that a circle appeared in central vision (cf. Dretske 1988, Ch. 3).  In regards to 31

“stable,” this can be understood as the ability of an informational state to maintain its 
actionability even when perturbed or intervened upon: An informational state satisfying this 
criterion will be unlikely to lose its actionability when, for example, the stimulus is overlapped 
by another object, or when suppressing TMS is given to the brain area where the stimulus is 
represented. Note now that these two conditions indeed do not seem to be satisfied by the 
unconsciously processed information about the postdictive stimuli: That the information 
probably lacks stability comes from the way in which late interventions (i.e., the TMS or 
additional stimuli) can affect what stimulus is consciously perceived, and that it probably lacks 
actionability comes from the way in which the information remains in a disorganized and 
fluctuating state, something that would make it difficult for other parts of the cognitive system to 
use the information as an indicator that some item in the environment.  In sum, we now have a 32

more precise proposal concerning the addition to be made to LR, which is to say that a stimulus 
can be perceived consciously only if it is stably and actionably represented. While we lack space 
for an investigation into what the neural bases of stability and actionability might be, some 
plausible candidates would be synchronic activity, increased functional connectivity, and/or the 
convergence of individual neurons on an attractor state (Varela et al. 2001; Fahrenfort et al. 
2012; Herzog et al. 2016): These seem to be plausible candidates since each seems like a 
potentially effective neural means for preventing an informational state from losing its integrity 
(stability), and for enabling its usage as a symbol of something in the environment 
(actionability). 

Now we discuss why these additions to LR are well-motivated: Remember that I above 
opted to stipulate how “representation” should be understood for purposes of LR. It would be a 
mistake, however, to think that this stipulated definition of “representation” has no close 
connection with what representation actually is. This is because information remaining in too 
disorganized of a form to be used as a symbol of something in the environment (i.e., information 
that lacks actionability) arguably does not rise to the level of actually being a representation. 

 Of course, representations can be of things other than those in the environment (e.g., representations 31

can represent other mental states), but I artificially delimit the definition here so as to make it more easily 
understood.

 Stability and actionability seem to be closely related insofar as it is plausibly the case that whether 32

information is stable or not might be what largely determines whether it is actionable or not. For example, 
it is plausible that information that is able to withstand perturbation can do so because it is in a well-
organized and resonant state; similarly, it is also plausible that it is because it is in a well-organized and 
resonant state that is suitable for use as a symbol of something in the environment. It might even turn out 
that stability is necessary and sufficient for actionability, in which case there might be no need to 
independently appeal to each in a formulation of LR; but this is not issue that this article will attempt to 
further investigate. 
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Given this, there is another way to understand the response to the postdictive data given above, 
which is to understand it as arguing (1) that the unconscious postdictive stimuli information stays 
in too disorganized of a form to be representational, and (2) that a necessary condition on 
information becoming conscious is that it be representational. Note now that, if we construe LR 
as saying that visual consciousness cannot arise in the absence of bona fide representation, this 
means that the claim that LR is adopting here does not go beyond a claim having the virtue of 
already being widely accepted, this just being the idea that all visual experiences are 
representational: While some philosophers hold that there is more to conscious experiences than 
their representational content (Block 1996; Papineau 2021), there are no philosophers (to my 
knowledge) that deny that each instance of visual consciousness has representational content 
(Jackson 2003). In sum, since the idea that stability and actionability are necessary conditions for 
consciousness is tantamount to making representation necessary for consciousness, and since 
this latter claim is widely accepted, it seems that the addition of these to LR as necessary 
conditions on visual consciousness is well-motivated—indeed, one might regard such an addition 
as compulsory for any plausible theory of consciousness. 

This addition to the theory provides new ways to confirm or disconfirm LR. Consider a 
case in which information about a stimulus has been processed for an extended period without 
becoming conscious, which means that enough time has passed that RP might have arisen. In 
such a case, it seems that the absence or presence of the neural markers of stability and 
actionability could be used to confirm or disconfirm LR, with their absence acting as 
confirmation, and their presence as disconfirmation. For example, if we had reason to think that 
(as suggested above) synchronic activity is a neural marker of stability/actionability, then the 
absence of synchronic activity during extended unconscious processing confirms LR, and its 
presence disconfirms LR. 

Now we move on to the task of presenting and discussing the final formulation of LR that 
this article will provide. 

6: Local recurrency theory, reformulated 

This section reviews what happened in the article, and provides a formulation of LR updated to 
account for data examined above. A good way to start is by re-stating our original, working 
formulation of LR from Section 1.3: 

For all lower-level visual content C, C is conscious if and only if it is represented (in the 
right way) in recurrent loops between early and mid-level visual areas 
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In the article, we saw two lines of evidence offered against LR that turn out to not threaten it: In 
Section 2, the neuroimaging studies offered as evidence for recurrency without consciousness 
was not in conflict with LR, usually because a lack of conscious perception was always 
accompanied by significantly reduced activity in visual areas (suggesting that recurrent loops 
were never formed). In Section 3, the lesion data that was purported to show visual 
consciousness to occur without V1 could all be explained by appealing to neuroplasticity or 
incomplete V1 damage, which meant that V1, or some brain area standing in for it, was available 
to participate in whatever recurrent loops constituted the conscious experiences. 
 However, two other lines of evidence that we examined did require modifications to LR. 
In Section 4, there were studies in which conscious experiences without V1 could be induced 
using TMS or an especially strong stimulus (a Gestalt figure). The way that LR explains this is 
by saying that, while participation of V1 is usually necessary for forming the RP that constitutes 
visual consciousness, RP can form without V1 if there is some other force available (e.g., TMS, 
high stimulus strength, extra neural pathways), one that helps engender recurrent loops. 
Assuming these data are as they seem, they require dropping the Locational Claim from LR’s 
formulation, i.e., the idea that all lower-level visual consciousness requires involvement of both 
early and mid-level visual areas. We do this below.     

At the same time, the idea that lower-level visual consciousness cannot, in typical 
circumstances, arise without V1 is still significant: The goals of a complete neuroscience of 
consciousness will of course include discovering which neural structures frequently realize our 
visual experiences, and the data reviewed above seem to support the idea that it is early- and 
mid-level brain areas that do so. Additionally, the idea that RP between early- and mid-level 
brain areas is sufficient for consciousness (if certain background conditions obtain) puts LR in 
conflict with other currently ascendent theories of consciousness, e.g., Global Neuronal 
Workspace Theory, since GNW holds that content must reach frontoparietal areas before 
becoming conscious. For these reasons, our formulation of LR below will include modified 
Locational Claims, presented as two auxiliary theses, one saying that visual consciousness is 
typically realized in RP between early- and mid-level brain areas, and another saying that such 
activity is sufficient for visual consciousness. 

The other line of evidence that required modifying LR was in Section 5, where we saw 
cases in which information about stimuli (verniers and lines) was processed for an extended 
period of time without the stimuli being consciously perceived, something that was taken by 
LR’s critics to disconfirm LR. What we found, however, is that LR is not committed to any case 
of extended processing of information resulting in consciousness, but just when such information 
is stable and/or actionable. This will be added to our formulation.  
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Amendments in hand, we can now formulate three theses of LR: 

LR (Main): For all lower-level visual content C, C is conscious if and only if it is stably 
and actionably represented (in the right way) in recurrent loops 

LR (Location-Sufficiency): Recurrent loops between early and mid-level visual areas are 
sufficient for lower-level visual consciousness 

LR (Location-Realizer): Lower-level visual consciousness is typically realized in RP 
between early and mid-level visual areas, with exceptions occurring only when other 
means are available for producing RP 

While this updated form of LR is more detailed than the one with which we started, it is of 
course still very general. Nonetheless, it is our resting place for this particular project; it is left to 
future research to further fill in and modify LR (fleshing out the “in the right way” clause), doing 
so in response to empirical and theoretical developments.  33

However, before the article’s close, there is one more issue to address, one concerning the 
primary formulation of LR (“LR Main”): Given that it no longer contains the Locational Claim, 
does this mean that, if the right kind of recurrent loops form in other parts of the brain, e.g., the 
PFC, this would also give rise to visual consciousness?  When considering this idea, a good 34

place to start is by remembering that this article restricts its attention to lower-level visual 
consciousness (e.g., brightness, color, shape) (see 1.2), and so the relevant question here would 
be: If RP (of the right kind) arose that included areas in the PFC, would this give rise specifically 
to some kind of lower-level visual consciousness? This seems unlikely because the PFC does not 
specialize in processing lower-level kinds of visual content, let alone the copious amount that we 
find (or at least seem to find) in the average visual experience (Carruthers 2000, Ch. 8; Kozuch 
2021). Instead, the PFC produces more complex states (Miyake et al. 2000; Friedman & Robbins 
2022), e.g., metacognitive states assessing the reliability of one’s perceptions (Vaccaro & 
Fleming 2018), and it would of course be impossible for activity in a brain area that is not 
representing a property (e.g., brightness or hue) to be that which constitutes a conscious 

 One might worry whether the “in the right way” clause could be abused, the worry here being that it 33

might permit all manner of ad hoc modifications to be made to LR so as to save it from falsification. 
However, the permissibility of any given modification to LR should be considered to be a function of how 
well-motivated the addition is, with only well-motivated additions—like those made in this article—being 
considered to save the credibility of LR.

 I am grateful to an anonymous referee at this journal for having pointed out this issue’s importance.34
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representation of that property.  At the same time, the possibility of the PFC (or some other 35

brain area) representing large amounts of lower-level visual content can’t be ruled out—not 
without more extended investigation than we have space for here—so this matter is left for 
another day. 
 But let’s return to the original question again, that of whether RP instantiated in the PFC 
would produce visual consciousness, this time asking: Even if it didn’t produce lower-level 
visual consciousness, would it produce consciousness of some kind? LR, as stated above, seems 
to imply this. So, if RP were to obtain between, e.g., the dorsolateral PFC and the inferotemporal 
cortex, LR appears to predict that this would produce some kind of consciousness (probably, a 
conscious metacognitive state). Whether or not this is the case is another issue going beyond 
available space. However, it should be pointed out that this entailment is not necessarily to be 
resisted by the LR Theorist, since a version of LR allowing for this would be well-positioned to 
account for the multifarious kinds (and seemingly abundant amounts) of content that we appear 
to find in consciousness: In just the domain of conscious visual content, there are arguably 
representations of texture, brightness, hue, edges, motion, and perspectival and absolute shape—
all of which appear to be fine-grained in their detail—along with representations of object 
identity, and metacognitive states that represent visual perceptions. For each type of conscious 
visual content, LR could hold that experiences with that type of content are produced whenever 
the right kind of RP includes whatever brain area(s) specialize in processing that type of content; 
LR could thereby be able to provide a plausible candidate for producing any of the types of 
content that we find within consciousness, a candidate that not only produces that type of 
content, but might also produce it in the seemingly copious quantities that are often found in 
consciousness (cf. Malach 2021).  Such, at least, is a sketch of what LR might look like in the 36

future.  37

 This is the isomorphism constraint (Noë & Thompson 2004), the idea that “as a matter of nomological 35

necessity, any neural system forming the basis of [experience] E must have the same representational 
content as E” (Kozuch & Kriegel 2015:403). To grasp the intuitive force of this constraint, consider how 
odd it would be if activity in a brain area that is not instantiating any representations of color could 
somehow realize an experience of color.

 Similar to the view being described currently, Malach takes each kind of visual content to be supplied 36

by the brain area that specializes in processing that type of content, though believes that it is “local 
ignitions”—quickly ramping up bursts of activity in the brain—that makes such content conscious.

 This approach is not without liability, since we might come to have reason to think that RP is 37

sometimes simultaneously instantiated in numerous parts of the cortex, in which case it might look as if 
LR would have to predict that we have more content within our typical conscious experience than we 
appear to actually have. At the same time, once we know more about what is the right kind of RP that is 
sufficient for consciousness, we might find that this limits the amount of content that LR predicts to be 
conscious to where it is no more than is found in our typical conscious experience.
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The ultimate aim of this article has been to see whether, in LR, we have a strong candidate for a 
Local Theory of consciousness, i.e., a theory that takes activity in the visual cortex to be 
sufficient for visual consciousness (given certain background conditions), rather than also 
requiring, e.g., frontoparietal areas. What we have seen in this article is that, not only is there 
enough data confirming LR to make it look like a viable neuroscientific theory of visual 
consciousness, but also that all of the data allegedly disconfirming LR can be accommodated by 
the theory. If we add to this conclusion the mounting evidence against GNW and HO theories 
that was discussed in the introduction, it seems that LR should be considered to be one of our 
more promising neuroscientific theories of visual consciousness. 
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