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Abstract

Visual perspective taking (VPT) is a fundamental process of social cognition. To date, however, only a handful of studies
have investigated whether humans also take the perspective of humanoid robots. Recent findings on this topic are conflicting
as one study found no evidence for level 1 VPT (i.e., which object is seen by the agent) and a different study has found
evidence for level 2 VPT (i.e., how is the object seen by the agent). The latter study proposed that the human-like appearance
of robots triggers VPT and that a mental capacity to perceive the environment is not required (mere-appearance hypothesis).
In the present study, we tested whether the mere-appearance hypothesis is also applicable to level 1 VPT. We manipulated
the appearance of a humanoid robot by either showing it with a human-like or artificial head, and its mental capacity for
perception by presenting it as switched on or off. We found that all manipulations triggered VPT, showing, in contrast to
earlier findings, level 1 VPT for robots. Our findings support the mere-appearance hypothesis as VPT was triggered regardless
of whether the robot was switched on or off, and also show that the mere-appearance hypothesis is robust with regard to
alterations of human-like appearance.

Keywords Social cognition - Visual perspective taking - Human-robot interaction - Humanoid robots

1 Introduction

Visual perspective taking (VPT), i.e. the ability to adopt oth-
ers’ visual perspective, is a fundamental process of social
cognition, which is particularly important for communica-
tion [38]. To better classify the abilities involved in VPT,
Flavell et al. [8] early on introduced the distinction between
level 1 VPT (henceforth “VPT1”) and level 2 VPT (hence-
forth “VPT2”). VPTI involves the ability to identify what
lies in others’ line of sight (i.e., which objects are seen by
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another agent) whereas VPT2 involves “mentally adopting
someone else’s spatial point of view and understanding how
the world is represented from this virtual perspective” [18].
That is, while VTP1 involves the ability to register which
objects from your own perspective another person can (and
cannot) see, VPT2 involves the ability to register how objects
are seen from the perspective of another person.

Supporting this distinction made by Flavell et al. [8], there
are a number of key differences between VPT1 and VPT2.
VPT2 occurs later in development and can be impaired in
clinical populations where VPT1 is intact [14]. Also, it was
suggested that VPT2 involves egocentric mental rotations,
which is not true for VPT1 [36]. Moreover, the two types
of VPT are potentially differently affected by the beliefs of
bystanders [6]. In particular, it was found that a bystander’s
task-irrelevant belief was increasing speed in reaction times
during a VPT1 object tracking task but not during a VPT2
object tracking task. Finally, Martin et al. [21] found that,
compared to younger adults, older adults were less influ-
enced by others’ perspective in a VPT1 task, but the reverse
was true for a VPT2 task. Taken together, these findings sug-
gest that processes involved for VPT2 are not necessarily the
same processes involved in VPT1 and it is thus important to
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investigate whether findings for VPT1 generalize to VPT2
and vice versa.

One task that has been particularly influential when inves-
tigating VPT1 is the dot-matching task by Samson et al. [30].
In this task, participants were required to indicate whether a
predefined number of dots match the number of dots that
can be seen either from their own perspective or the per-
spective of a human avatar. Importantly, it was found that
a human avatar’s perspective interfered with participants’
judgments from their own perspective (henceforth referred
to as “altercentric intrusions”). Moreover, they found that
when participants were required to judge from the avatar’s
perspective, their own perspective interfered with their judg-
ment from the avatar’s perspective (henceforth referred to as
“egocentric intrusions”). While egocentric intrusions were
expected, the altercentric intrusions constituted novel and
compelling evidence for VPT1. Since this study, several stud-
ies have extended this work (e.g., [35, 44]). Following these
results, a question that has emerged in the literature is to
what extent VPT1 is spontaneous and/or automatic, i.e. to
what extent it occurs rapidly and involuntarily (hence sponta-
neous) and to what extent it is also reflexive, stimulus-driven,
and not subject to inhibition (hence automatic) (for a liter-
ature overview, see [28]). O’Grady et al. [29] argued that
VPT1 should be considered a spontaneous process and sup-
ported their claim with results from a series of experiments,
in which they tested factors that are predicted to affect VPT1
if it is a spontaneous process.

To date, however, VPT1 has been primarily investigated
with human avatars but not with robot avatars. As robots are
increasingly becoming important actors in our social world
[4, 33], questions arise about the extent to which our inter-
actions with social robots resemble that with other human
agents [2]. Especially, given the importance of VPT when it
comes to social interactions [38, 39], it is crucial to assess
the ways in which humans can assume a robot’s perspec-
tive, thereby gaining insights about the interaction between
humans and social robots [34]. Several studies have assessed
to what extent the altercentric intrusions described above are
exclusive to the presence of human avatars, for example, it
has been shown that VPT1 is not triggered by the presence
of objects [27, 30, 37]. However, to what extent the presence
of a robotic avatar can trigger these VPT-effects is still not
well understood. This study aims at addressing this lacuna.

1.1 Robots and VPT

So far, results on whether humans take the perspective of a
robot have been mixed. A study by Xiao et al. [44] adapted
the design of Samson et al. [31] to test whether VPT1 occurs
when a humanoid robot avatar is presented. Their study was
also a lab experiment with a four times larger sample size
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(N = 64) than Samson et al. [30] to ensure sufficient statisti-
cal power. The humanoid robot avatar they used had a clear
humanoid body and head shape. As a control condition, they
also ran the study with human avatars. Their results suggest
that robotic avatars, as opposed to human avatars, do not trig-
ger VPT1. However, with regard to VPT2, an online study by
Zhao and Malle [45] showed that humanoid robots do trigger
VPT2. In their study, participants performed a number iden-
tification task, in which a number on a table is seen as a 9
from the participant’s perspective and as a 6 from the robot’s
perspective. Given that the two perspectives are conflicting
with regard to how the number is seen, this task can be used
to infer to what extent humans take the perspective of the
robot in a VPT2 task [45]. In their design, they used a wide
range of robots that varied in their human-like appearance.
These included robots with a humanoid body and head or
with neither of these attributes (i.e., a box-like robot). Also,
a human-like doll and a cat were presented. Each agent was
tested with a large sample size (N = 100). They found VPT2
for robots with a humanoid body and head and for the doll
but not for the box-like robot and cat.

Zhao and Malle [45] took the data as strong evidence that
human-likeness triggers VPT as a visual association pro-
cess without any need of involving an explicit attribution
of a mental capacity. In particular, they claim it supports
their “mere-appearance hypothesis”, which is the idea that
human-like appearance triggers VPT towards robots. Zhao
and Malle base this hypothesis on the idea that very famil-
iar stimulus responses are extended to new stimuli if they
resemble the original [13, 32], as well as on the fact that
recent evidence suggests that human-like robots are likely to
trigger various socio-cognitive processes like gaze following
and anthropomorphization [5, 7, 23, 40]. The central idea
of the mere-appearance hypothesis is that human-likeness
can trigger VPT, in a way that is unmediated by any attri-
bution of a mental capacity enabling an agent to actually
look at an object and make sense of the object. Moreover,
it predicts that with increasing human-likeness of robots,
the likelihood of VPT increases. In this sense, the mere-
appearance hypothesis is presented as in contrast with the
mind-perception hypothesis [12, 42], which predicts that per-
spective taking depends on attribution of human-like mind
abilities (and thus partially on Theory of Mind), and also with
the uncanny-valley-hypothesis, which predicts that excessive
human-likeness would impair perspective taking [22].

Collectively, the findings by Xiao et al. [43] and Zhao
and Malle [45] present us with some possible challenges.
If Zhao and Malle are correct that human-like appearance
can trigger VPT2, one would naturally wonder whether the
same is true for VPT1 given that findings for VPT2 do not
necessarily generalize to VPT1 (and vice versa) as noted
above. On the one hand, if human-likeness can cause sub-
jects to adapt the visual perspective of others and compute



International Journal of Social Robotics

spontaneously how something is seen, we might expect it to
also modulate the more (ontogenetically and phylogenetic)
basic skills implied in identifying what is in the line sight
of others involved in VPT1 [14], and therefore to possibly
also generate altercentric intrusions. On the other hand, one
might think that human-likeness only becomes a relevant
variable once VPT2 is required, in other words, it could be
that human-likeness can impact VPT2 but does not modu-
late VPT1 because the ability to infer how an object is seen
by others may only be relevant when interacting with other
humans. Human-likeness might also only be a variable rel-
evant with more explicit, time consuming judgements like
those in Zhao and Malle’s [45] task, but not when it comes to
spontaneous (and hence rapid and involuntary) VPT like the
one involved in the dot-matching task [30]. To address these
issues, we test VPT1 altercentric and egocentric intrusions
using two different human-like robots in the dot-matching
task [30].

Another point of divergence between the studies by Xiao
et al. [43] and Zhao and Malle [44] are the features sug-
gesting gaze and direction. While Zhao and Malle present
a large variety of robots with clearly visible features indi-
cating looking direction (such as eyes), Xiao and colleagues
present a humanoid robot only in one version, with the robot’s
features indicating the direction of sight not being clearly
visible. Whether these features are clearly visible or not may
be of high importance given that not only the human-like
appearance is critical to trigger VPT according to the mere-
appearance hypothesis but also the looking direction [45].

To address these points, as Xiao et al. [43], we also used
the paradigm by Samson et al. [30] and present humanoid
robot avatars but now with clearly visible features that indi-
cate the direction of sight to test whether they trigger VPT1.
Also, to probe the extent to which human appearance triggers
the presence of VPT1, we vary the appearance of the robot.
That is, we present the participants with two different kinds
of humanoid robotic avatars, one with a human-like head
(with a human-like visual system), and one with an artificial
camera-like head (with an artificial looking visual system).
This should inform us on the effect that the presence of a
human-like visual system has on VPT1. In other words, is it
critical for VPT1 that the direction of sight is clearly indicated
with a human visual system or is VPT1 also triggered with a
clearly indicated direction of sight with an artificial looking
visual system? To manipulate the robot’s mental capacity for
perception, we present the robots as either switched on or
switched off, by means of introducing them as such in the
instructions, and by reminding the participants of the sta-
tus displaying a green or red indicator light on the robot.
This should inform us on whether VPT1 is dependent on
the presence of a mental capacity enabling the ability to see
an object or not, according to the mere-appearance hypoth-
esis, perception of mental capacity should not be necessary

for altercentric intrusions. As a point of note, we opted for
this manipulation to vary the robot’s capabilities for percep-
tion as it does not involve altering the visual system of the
robot (e.g., by closing the eyes) and thus does not introduce
additional confounding factors that could have alternatively
explained our results (e.g., open vs. closed eyes).

If we find altercentric intrusions only when the robot is
switched on but not when it is switched off, then this would
speak in favor of a mind-perception account, where the men-
tal abilities are required to trigger VPT (in this case, the ability
for perception). Altercentric intrusions in both conditions,
conversely, would constitute possible supporting evidence
for the mere-appearance hypothesis, as the appearance of
the robot alone would be sufficient for VPT1.

By varying the appearance of the robot (i.e., either show-
ing a human-like or artificial-looking head), we test the
boundaries of the mere-appearance hypothesis more directly.
That is, if the shape of the head is particularly relevant for
human-likeness, we would expect altercentric intrusions only
for the human-like head but not for the artificial head. Con-
versely, if we find altercentric intrusions for the human-like
as well as the artificial head, then this would indicate that
other human-like elements of the robot’s body may trigger
VPT.

2 Methods
2.1 Participants

We collected data from 128 participants (M = 29.23 years,
SD = 4.00 years, 67 female, 59 male, 2 diverse) located in the
US and UK via the participant recruitment service Prolific.
32 participants participated in each of our between-subject
conditions (On + Human Head, Off + Human Head, On +
Artificial Head, Off + Artificial Head). To replicate the ego-
centric and altercentric intrusion effects found by Samson
et al. [30], a sample size of 16 participants for each condition
would have matched the sample size by Samson et al. [30]. A
sample size of 16 participants per condition, however, would
only be sufficient to detect large effects (Cohen’s d = 1.02;
Power = 0.80, alpha = 0.05, two-tailed independent t-test;
Software used: G*Power). Given that we investigate with our
between-subject conditions novel effects for which the effect
size is unknown, we increased the sample size to have suf-
ficient statistical power to also detect medium sized effects
of Cohen’s d = 0.71 (Power = 0.80, alpha = 0.05, two-
tailed independent t-test). All participants gave their consent
for participation and were informed about their participa-
tion rights. They were paid £2.85 for completing the study.
According to the German Research Foundation’s guidelines
for the Social Sciences and Humanities and the German
Association for Psychology’s guidelines for ethical acting
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in psychological research, the present study did not require
ethics approval as it followed standard procedures (e.g., it did
not involve clinical populations or deception of participants,
and posed no risks to the participants). Yet, we would like
to point out that a follow-up study that closely resembles the
present one was approved by the Ethics Committee of the
Institute of Philosophy and Educational Science of the Ruhr
University Bochum (EPE-2023- 005).

2.2 Experimental Procedure

Participants performed the same dot-matching task as in
Experiment 1 in Samson et al. [30] but with a robot avatar
instead of a human avatar. In each trial, participants first saw
a fixation cross (500 ms), followed by a 500 ms blank screen,
and then either the word “You” or “Robot” (750 ms), specify-
ing from which perspective the task should be performed for
the present trial. Then, after an additional blank of 500 ms, a
digit (0-3) was presented (750 ms), followed by a picture of a
room, in which a varying number of red dots were presented
(0-3) and the robot avatar. The picture was presented till the
participant made a response. The participant’s task was to
indicate whether the digit matches the number of red dots
that can be seen from the perspective specified beforehand
(either You or Robot). The red dots were presented either in a
way that they match or mismatch the digit from the specified
perspective. Moreover, the red dots seen by the participant
could either be the same as seen for the robot (consistent
trials) or different (inconsistent trials) — for an overview of
all trial types, see Fig. 1. That is, the robot can see the dots
on the wall that it is facing but not the dots behind it on the
other wall. The participant, however, can see the dots on both
walls. Thus, the number of dots that can be seen by the robot
and participant can be consistent (e.g., if two red dots are
presented on the wall that the robot is facing) or inconsistent
(e.g., if one red dot is presented on each wall). Participants
could either respond that the dots match the digit from the
specified perspective by pressing the ‘m’ key or mismatch by
pressing the ‘n’ key on their keyboard. They were instructed
to respond as accurately and as fast as possible.

Importantly, the dot-matching task allows to measure ego-
centric as well as altercentric intrusions [30]. Egocentric
intrusions are quantified in trials, in which participants are
required to take the perspective of the robot. Here, a slowing
down of response times for inconsistent vs. consistent tri-
als is attributed to an interference from the participant’s own
perspective. Conversely, altercentric intrusions are quanti-
fied in trials, in which participants are required to take their
own perspective. Here, a slowing down of response times for
inconsistent vs. consistent trials is attributed to an interfer-
ence from the robot’s perspective.

Prior to performing the actual experiment, each participant
performed 8 practice trials to get familiar with the task. In
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the actual experiment, each participant performed 156 trials,
which were composed of 36 consistent matching trials, 36
inconsistent matching trials, 36 consistent mismatching tri-
als, 36 inconsistent mismatching trials, and 12 filler trials, and
presented in a random order. For each set of 36 trials, half of
the trials required participants to perform the task from their
own perspective and half from the robot’s perspective. In the
filler trials, as in Samson et al. [30], participants saw zero red
dots on the walls. Half of the participants saw the robot fac-
ing the left wall in all trials, and the other half of participants
saw the robot facing the right wall in all trials. The experi-
ment took about 19 min to complete. It was programmed in
PsychoPy [29]. All analyses were performed using custom
R scripts.

Depending on the condition and prior to performing the
practice trials, participants would be either instructed that
the robot is turned on or off. The exact wording for the
on-instruction was (for participants seeing the robot facing
the right wall; phrasings were analogous for the robot fac-
ing the left wall): “Importantly, the ROBOT is turned ON,
which is indicated by a green light on the shoulder of the
ROBOT. It can see the red dots on the right wall.” The exact
wording for the off instruction was (again, phrasings were
analogous for the robot facing the left wall): “Importantly,
the ROBOT is turned OFF, which is indicated by a red light
on the shoulder of the ROBOT. Even though it is looking to
the right, it cannot see the red dots on the right wall. Still, if
the ROBOT’s perspective is specified, it is your task to judge
from its perspective whether the digit matches the number of
red dots that the ROBOT would see on the right wall.”” Also,
depending on the experimental condition, participants would
either always see a robot with a human-like head or with
an artificial-looking head (for an overview of our between-
subjects conditions, see Fig. 2).

3 Results

In line with Samson et al. [30], we only analyzed data of
matching trials (yes responses). Given that Samson et al.
[30] had a response timeout of 2 s and only analyzed correct
responses, we also removed all trials, in which participants
took longer to respond than 2 s and made incorrect responses
(7%).

With the dependent variable response times (see Figs. 3
and 4, for a descriptive overview), we performed a 2 x 2 X
2 x 2 ANOVA with the within-subjects factors Perspective
(Self vs. Robot) and Consistency (Consistent vs. Inconsis-
tent) and the between-subjects factors Status (On vs. Off)
and Appearance (Human-like vs. Artificial). We found sig-
nificant main effects of Consistency (F(1,124) = 12.81, p <
0.001, n2 = 0.052; Consistent M = 737 ms, Inconsistent M
= 822 ms) and Perspective (F(1,124) = 29.85, p < 0.001, n2
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Fig. 1 Example trials for our SELF OTHER
within-subjects factors:
Consistency (Consistent vs. .
Inconsistent) and Perspective Consistent You ROBOT
(Self vs. Other)
Matching 2 2
(Yes response)
YOU ROBOT
Mismatching 1 1
(No response)
Inconsistent

Matching
(Yes response)

ROBOT

-

Mismatching
(No response)

=0.009; Robot: M = 762 ms, Self: M = 797 ms). Moreover,
we found a significant interaction effect between these two
factors (F(1,124) = 17.09, p < 0.001, n2 = 0.005). The inter-
action effect between Status and Appearance approached
significance (F(1,124) = 3.72, p = 0.056, 12 = 0.023).

All other effects were not significant (ps > 0.175, see Table
1 for a list of all effects), suggesting that the Appearance and
Status factors had no influence on the Consistency and Per-
spective factors and thus no influence on altercentric and
egocentric intrusion effects. To better quantify the absence
of these influences, we additionally computed Bayes Factors
for all our effects using a Bayesian ANOVA. The computed
Bayes factors are exclusion factors (i.e. the reciprocal of
inclusion Bayes’ factors [15]) and thus indicate for each
effect of the ANOVA how much more likely the null hypothe-
sis is compared to the respective effect. All the Bayes factors

ROBOT

E'ﬂ
Sk

assessing the influence of the Appearance and/or the Sta-
tus factor on the Consistency and/or Perspective factors are
greater than 3 (see last column in Table 1), suggesting that the
evidence in favor of the null hypothesis is at least substantial
[17] for these effects.

The significant interaction effect between Consistency and
Perspective mentioned above indicates that the size of the
Consistency effect is dependent on the perspective taken by
the participant (see Fig. 5, for a descriptive overview). That
is, the difference between Consistent and Inconsistent condi-
tions when taking one’s own perspective is smaller than when
taking the robot’s perspective. When testing the Consistency
effect only for the data when taking one’s own perspective,
we find that it is still significant (#(127) = 6.20, p < 0.001,
Cohen’s d = 0.55, M = 59.18 ms, SE = 9.54) and thus,
importantly, indicates altercentric intrusions. When taking
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Table 1 Response times: ANOVA results and exclusion Bayes’ factors

2

Effects F df p n BFexcl

Status 0.324 1 0.570 0.002 6.053
Appearance 1.497 1 0.223 0.009 3.671

Status * appearance 3.723 1 0.056 0.023 3.161
Residuals 124

Consistency 128.814 1 <0.001 0.052 8.648 x 10716
Consistency * status 1.872 1 0.174 7.544 x 1074 3.122
Consistency * appearance 0.953 1 0.331 3.839 x 1074 4.236
Consistency * status * appearance 0.880 1 0.350 3.547 x 1074 38.648
Residuals 124

Perspective 29.854 1 <0.001 0.009 4.583 x 1077
Perspective * status 0.050 1 0.823 1.501 x 1073 12.187
Perspective * appearance 0.901 1 0.344 2.691 x 1074 7.575
Perspective * status * appearance 1.136 1 0.289 3.391 x 1074 52.932
Residuals 124

Consistency * perspective 17.088 1 <.001 0.005 8.113 x 10~
Consistency * perspective * status 0.708 1 0.402 1.964 x 10~4 38.953
Consistency * perspective * appearance 0.277 1 0.600 7.679 x 1073 24.835
Consistency * perspective * status * appearance 0.005 1 0.945 1314 x 1076 94,699.783
Residuals 124

the robot’s perspective, the Consistency effect is significant
as well and thus indicates egocentric intrusions (#(127) =
11.22, p < 0.001, Cohen’s d = 0.99, M = 110.45 ms, SE
= 9.85). When directly comparing these intrusions, we find
that the egocentric intrusion effect is significantly larger than
the altercentric intrusion effect (#(127) = 4.17, p < 0.001,
Cohen’s d = 0.37), in line with Samson et al. [30]. This
difference in magnitude of the intrusion effects appears to
result from faster response times in the consistent condi-
tions when taking the robot’s perspective compared to taking
one’s own perspective. Indeed, the consistent conditions sig-
nificantly differ between perspectives (#(127) = 8.30, p <
0.001, Cohen’s d = 0.73) but do not differ for the incon-
sistent conditions between perspectives (#(127) = 0.93, p =
0.353, Cohen’s d = 0.08).

The interaction effect between Status and Appearance
mentioned above, which approached significance, appears
to be mainly driven by faster response times when the
robot has a human-like appearance and is turned off (M =
722.78 ms, SE = 30.08) compared to when it is turned on (M
=793.88 ms, SE = 26.87). This difference in response times
is smaller when the Robot’s appearance is artificial (ON: M
= 774.63 ms, SE = 30.49 vs. OFF: M = 816.43 ms, SE
= 29.83). However, given that this effect only approached
significance, we refrain from any further interpretation and
suggest that future studies are needed to test whether this
effect is statistically reliable.

@ Springer

When repeating the same 2 x 2 x 2 x 2 ANOVA with
accuracy as the dependent variable (see Figs. 6 and 7, for a
descriptive overview), we only find a significant main effect
of Consistency (F(1,124) = 102.57, p < 0.001, n? = 0.135;
Consistent M = 0.98, Inconsistent M = (0.92) but no other sig-
nificant effects (ps > 0.085; see Table 2 for a list of all effects
and exclusion Bayes Factors), suggesting our response time
results cannot be alternatively explained by a speed-accuracy
trade-off.

4 Discussion

4.1 The Mere-Appearance Hypothesis and Robotic
Avatars

The current study aims to contribute to the debate regarding
VPT when humanoid robotic agents are involved. In particu-
lar, we addressed the difference in results by Zhao and Malle
[45], who finds VPT2, and Xiao et al [43], who does not
find VPT1. To address these diverging findings, we tested
whether VPT1 is triggered using (as [43] the paradigm by
Samson et al. [30] but, contrary to [43], with humanoid robot
avatars, possessing clearly identifiable features indicating the
direction of sight. Moreover, we varied the appearance of the
robot (artificial head vs human-like head) to test the robust-
ness of the mere-appearance hypothesis proposed by Zhao
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Table 2 Accuracy: ANOVA results and exclusion Bayes’ factors

Effects F df P n2 BFexcl
Status 0.059 1 0.809 1.585 x 107 40.156
Appearance 1.339 1 0.249 0.004 21.651
Status * appearance 0.991 1 0.321 0.003 74.745
Residuals 124

Consistency 102.571 1 <.001 0.135 0.000
Consistency * status 0.073 1 0.788 9.588 x 107 41.508
Consistency * appearance 0.179 1 0.673 2368 x 107 24.949
Consistency * status * appearance 0.001 1 0.969 1.957 x 1073 1849.119
Residuals 124

Perspective 0.059 1 0.809 9.588 x 107 33.009
Perspective * status 0.271 1 0.604 4.402 x 10~ 141.131
Perspective * appearance 0.098 1 0.755 1.585 x 107 89.239
Perspective * status * appearance 0.531 1 0.468 8.629 x 1074 5291.362
Residuals 124

Consistency * perspective 3.013 1 0.085 0.004 12.025
Consistency * perspective * status 0.367 1 0.546 4.402 x 10~* 1812.337
Consistency * perspective * appearance 0.080 1 0.778 9.588 x 107 1412.696
Consistency * perspective * status * appearance 2.478 1 0.118 0.003 4.531 x 10*0
Residuals 124

and Malle [45] and how the robot was presented (switched
on vs. off) to assess whether a mental capacity to actually see
objects is necessary for VPT1 to occur.

Contrary to Xiao et al. [43], we do find altercentric intru-
sions, suggesting that VPT1 is triggered also for humanoid
robots. This is in line with the VPT?2 effect found in the study
by Zhao and Malle [45], since human-like appearance seems
to be sufficient to trigger VPT1 after all. In addition, present-
ing the robot as turned “off” did not eliminate altercentric
intrusions, suggesting that the human-like appearance of the
robot seems to be sufficient and information about its mental
capacity to actually see an object is not required, providing
further support for the mere-appearance hypothesis. Also,
varying the appearance of the robot did not affect altercentric
intrusions, suggesting that the mere-appearance hypothesis,
which rests on the idea that human-like appearance is enough
to trigger VPT, is quite robust when it comes to big alterations
to the human-like appearance (i.e., using an artificial camera
head vs. human-like head). These findings, however, suggest
that more investigation is needed when it comes to the bound-
ary conditions of the mere-appearance hypothesis, if it is true
that human-likeness is sufficient to trigger VPT but a human-
like head is not necessary, one must wonder about if there
are human features that are, on the contrary, necessary for
human-likeness to be detected and, consequently, for VPT to
occur, and what they are. Future experiments could thus test

what are the basic features of human appearance that trigger
VPT.

4.2 Stimuli Matter

Why do our findings differ from Xiao et al. [43]? On the
one hand, as already noted in the introduction, it might be a
matter of the used stimuli. While with our stimuli the direc-
tion of sight of the avatar was clearly visible, this was not
the case in Xiao et al. [43]. On the other hand, a difference
in experimental manipulations could also explain differing
results. That is, our study focused on varying appearance
features and on information regarding whether the robot is
switched on or off. Xiao et al. [43] compared altercentric
intrusion effects between human and robotic avatars. One
possibility is that presenting both avatars to the same par-
ticipants made the difference between humans and robots
more salient, prompting the participants to see the robots as
not sufficiently human, inhibiting VPT. Yet another possi-
bility is, as already acknowledged by Xiao et al. [43], that
the findings might be influenced by cultural differences [19],
as participants in Xiao et al. [43] were located in China and
participants in our sample were located in the US and UK.
Future studies could address these points.
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Fig.2 Overview of our between-subjects factors: Status (On vs. Off)
and Appearance (Human-like vs. Artificial)

4.3 The Dot-Matching Task and VPT

It should also be acknowledged that a current debate is con-
cerned with the validity of the dot-matching task as a means
of testing VPT and its spontaneity and/or automaticity in the
first place. In particular, the debate has focused on whether
the dot-matching task in its original format and its varia-
tions test VPT or re-orienting of attention due to directional
cues (e.g. [11, 20, 44]). Recently, O’Grady et al. [28] recon-
ciled findings in this debate by showing how the differences
in earlier findings are likely due to confounding factors in
experimental designs. In particular, they showed that part
of the discrepancy in the current data, where some exper-
iments support the idea that directional orienting might be
what explains intrusions, and others suggest that VPT is
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ual participants. Error bars are standard error of the mean
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Light gray lines indicate individual participants. Error bars are standard
error of the mean

involved [3, 9-11, 20, 31, 44] is due to differences in the
explicitness of the VPT task. Explicit tasks, where the par-
ticipant is directly instructed to adopt her own or the avatar’s
point of view, do indeed show evidence of altercentric intru-
sions in VPT. Conversely, results in implicit tasks suggest
that, without instructions, directional orienting likely drives
the found effects. Their experimental findings also support
this conclusion. The difference between implicit and explicit
task findings are due to the fact, O’Grady and colleagues
argue, that VPT does indeed occur rapidly and involuntarily,
but only in tasks where VPT is explicitly relevant (and thus,
is “spontaneous” rather than “automatic”). As we use here an
explicit task, we believe our experiment fits well within this
interpretation of their data, and thus suggest that visual per-
spective taking (rather than directional orienting) is involved
when robotic avatars are used.

However, we also want to point out that studies explor-
ing VPT towards robots and comparing it with VPT towards
humans can potentially help us narrow down which fac-
tors do influence spontaneous VPT or trigger it in the first
place. For example, future studies could test the boundaries
of the mere-appearance hypothesis further by identifying
robot avatars that lack human-likeness (and thus show no
altercentric intrusions) but still clearly possess directional
cues (e.g., an artificial-looking head looking in a particular
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direction). Such avatars would help to identify to what extent
directional cues contribute towards VPT effects.

4.4 Study Limitations

With regard to limitations of our study, we want to note that
it could be the case that our manipulation for the on and
off conditions may have been too subtle in terms of visual
cues. That is, the green and red dots at the shoulder of the
avatar may not have been sufficient to remind the participants
that the robot was turned on or off, respectively, despite our
prior instructions. While one could have used more salient
visual indicators of the robot’s status, the more salient indica-
tors could have diverted attention away from the robot itself.
Also, more salient visual indicators could have been con-
founded with the directional cues of the robot. For instance,
a ray of light from the eyes of the robot that is switched
on would also constitute an additional directional cue and
consequently interfere with the purpose of the manipulation,
that is concerned with mental capacity. Conversely, closing
the eyes of the robot that is switched off would reduce the
directional cues of the robot. Further studies, however, could
address these concerns and present a manipulation of mental
capacity that is not too salient and does not interfere with
directional cues. Possibly, future studies could approach this
issue by showing videos to participants of the robot that is
switched on, in which it briefly interacts with the participant
(e.g., by greeting it), prior to performing the dot-matching
task.

4.5 Conclusions and Outlook

With robots increasingly entering our social lives, investigat-
ing the ways we understand them as agents is of fundamental
importance. Whether or not we spontaneously take the per-
spective of a robot has the strong potential to influence our
coordination with them. This is essential if we aim to develop
smooth interactions and joint actions [41] as well as success-
ful communication with robots. VPT is especially relevant
when it comes to reference fixing in communication [24,
26]. That is, when communicating we often rely on what
we think is shared information on what others know and see
and the ability to take the perspective of others is critical
to infer this information [1, 16, 25]. The mere-appearance
hypothesis formulated by Zhao and Malle [45] provides us
with important guidance regarding what possible features
of robots might be critical when it comes to thinking about
robots involved in our social life and easier to coordinate and
communicate with. Our study provides further support for
this hypothesis and also shows that it is robust with regard to
relatively big alterations to human appearance. Future studies
could thus further explore this direction of research by fur-
ther testing the boundary conditions of the mere-appearance

@ Springer

hypothesis. Understanding what factors influence perspec-
tive taking, including to what extent human-likeness does,
has the potential of advancing our understanding of the
underlying mechanisms (i.e., to what extent VPT and atten-
tional orienting contribute towards intrusion effects) as well
as informing our design and expectations concerning social
robots.
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