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Abstract

The thesis describes research into the application of chromatic tristimulus processing
for four purposes (dissolved gas analysis (DGA), temperature, acoustic and
electrical/radio frequency (RF) signals analyses) in relation to electric power
transformer partial-discharge (PD) failure prognosis, as well as PD detection, location,

classification and characterisation.

Chromatic application of PD failure prognosis has originality. For each purpose,
different chromatic signatures have been observed leading to the possibility of

chromatically fingerprinting a transformer and identifying the extent of PD activity.

Chromatic DGA signatures have been established using results from 50 transformer
tanks. Three categories of transformer working conditions (safe, alert and faulty) have
been classified from the DGA database. As one of the project objectives, an original
method for calculating the probability of transformer failure based on DGA signatures
has been achieved. Such quantification can provide a cost-effective and practice-
efficient online monitoring package. The sensitivity of chromatic maps has been
investigated on one transformer by using temperature factors. Chromatic electrical/RF
PD signatures have been derived from a number of results obtained during two sets of
site tests. As a second project objective, the chromatic numerical classification of PD
pulses identified in electrical/RF signals indicates the possibility of differentiating
various PD sources within a transformer (air corona, PD inside the tank but outside the
windings and PD inside the windings). Acoustic chromatic signatutes have been
derived from a more limited number of results obtained during one set of site tests. An
innovative chromatic approach for combining the signals from three acoustic
transducers has been developed theoretically and implemented practically. It has not
only provided a constructive means to further compress the acoustic information but

also explored the extent of the chromatic methodology.
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Chapter 1

Introduction

This introductive chapter commences with a description of background knowledge
telating to power system sfructures, transformers in power systems, types of power
transformers, oil-immersed power transformers, transformer faults of various kinds,
partial discharges (PD) and their impacts etc. This is followed by a discussion of
curtent research about transformer PD failure worldwide, and the objectives and

benefits of this project. Finally there is an outline of the thesis contents.

11  Background Knowledge
111 Transformers in Power Systems

In electric power systems the power-generation equipment is usually located at some
distance from the points of consumption of the power [Miller, 1970] for economic,
environmental and reliability reasons [Allan, 1994; Erinmez et al., 1994]. Electrical
power is transferred from generation to load by means of transmission and distribution
lines [McPherson et al., 1990]. Consequently a power system consists of networks of
generation, transmission and distribution with each part having its most suitable

voltages [Elgerd, 1977, Fitzgerald, et al., 2003].




Chapter 1 Introduction

In a generation system, normally generators generate electricity at voltages in the region
of 11kV~25kV [Etinmez et al., 1994; Tyler, 1997; Weedy et al., 1998]. If this level
of voltage were directly used for transmission, the energy wasted would be high. It is
because that for a fixed power P = /T to be transmitted, the lower the voltage ] the

greater the current I. Thus the losses during transmission, mainly ohmic losses in the

form of heat power (P = IR) [Miller, 1970; Elgerd, 1977; Rolls, 1982] would be
higher (R, transmission line resistance). In order to reduce losses of power during
transmission, the voltage from the generator 1s then increased in magnitude to an

efficient transmission voltage [Weedy et al., 1998].

The transmission voltages are 220kV and above with other standard voltages of 275kV,
330kV, 400kV, 500kV and 765kV [Weedy et al., 1998]. In the UK, 400kV is in the
main voltage with 275kV also used [Tyler, 1997] in large conurbations (e.g. London,
Manchester etc.) [Etinmez et al., 1994]. These high voltages are decreased in level in
step with the power supplied via the distribution system, since consumer equipment is

operated with low voltages (typically, factories several kV, residences 240V).

The distribution system is built in a layered structure, with the primary distribution layer
usually operated at 132kV and other standard distribution voltages at 66kV, 33kV
(towns or section of cities); 11kV, 6.6kV, 3.3 kV (actual load centres, housing estates,
office blocks or factories) and 240/110V at the customer terminals [Erinmez et al.,
1994; Tyler, 1997; Weedy et al., 1998]. The main differences between a transmission

line and a distribution line are the voltage levels and power-handling capabilities
[Miller, 1970].

This linking of generation, transmission and distribution systems at different voltages
has relied upon a simple, convenient and reliable device [White, 1994] - the power
transformer. A transformer is a device that transfers energy from one AC system to
another [BSI, 1970; McPherson et al., 1990; Fitzgerald, et al., 2003]. It can accept
electrical energy at one voltage and deliver it at another voltage, permitting electrical
energy to be generated at relatively low voltages, transmitted at high voltages and to be
used at safer voltages. In other words, connecting a step-up transformer between the

generator and a transmission line, as the power transformer steps up the voltage, it

2
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reduces the current proportionately thus reducing line losses and making long-distance
transmission possible. Step-down transformers connected between the transmission
line and the vatious electrical loads forming a distribution structure permit the

transmitted power to be used by customers at various safe voltages [Richardson,

1978].

In the words of White:

The tremendous development and progress in the transmission and
distribution of electrical energy duting the past 100 years may not have
been possible but for the capability of linking the generator, the
transmission line, the secondary distribution system and a great variety of
loads, each part operating at its most suitable voltage [White, 1994].

Thus the extensive power systems existing today could not have been developed

without power transformers [Allan, 1991].

1.1.2 Oil-immersed Transformers

Power transformer designs involve oil-immersed, ait-cooled “dry-type” and gas-filled
types [Flux, 1993]. For high voltage applications, oil-immersed designs are generally
preferred [Ashton et al., 1981] and most power transformers are immersed in a tank of
oil unlike “dry-type” transformers operating in ait, since oil is a better insulator than air
[Naidu et al, 1995]. On the other hand, the paper and pressboard insulation
employed in transformers when dried and impregnated with oil, often under vacuum, is
capable of withstanding high sttesses and provides an extremely reliable insulation at
low cost [Ashton et al., 1981]. This is the important advantage when compared to gas-
filled transformers, which use electronegative sulphur hexafluoride gas (SF,) at a
pressute of about 1 atm to eliminate fire risk and requiring complicated force-cooled

heat exchangers [Flux, 1993] and high cost [Naidu et al., 1995].

Thus the transformer oil is encapsulated by a tank with other principal features (e.g.
core, windings etc. [BSI, 1970; Flux, 1993]) of the transformer as well. With such a
design, the transformer oil is also used as a heat transfer medium for the cooling system
[Richardson, 1978] (to remove the heat generated in the transformer windings and

core due to the passage of electric current), by oil circulation [White, 1994].

3
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113 Partial Discharges within Transformers and the Impact

However, failure of a transformer, no matter how reliable, especially after a long period
usage, may ultimately be unavoidable [Davies, 1984]. This includes faults within the
transformer tank, faults on transformer connections, overheating, faults external to the
transformer zone and so on [Rushton et al., 1981; Davies, 1984]. The most severe
faults are caused by partial discharges (PD), which occur within the transformer and
may lead to insulation breakdown and catastrophic failure. This is because a PD is a
discharge [Haydon, 1964], which only partially bridges the insulation between

conductors [BSI, 1999]. It may occur inside the insulation or adjacent to a conductor.

Generally there are three types of partial discharges [Kreuger, 1992]:
1) Internal discharges, including those in electrical treeing [Pearmain et al., 1993;
Naidu et al., 1995];
2) Surface discharges;
3) Corona discharges.

All are accompanied by chemical breakdown products, light/heat from excited

molecules, radio frequency (RF) emissions and acoustic pressute waves [Peatson et

al., 1995].

The impact of such failures may be substantial both in safety and financial terms
[NGT, 2000]. This is because utility personnel working in substations are often
exposed to dangerous environments and may be required unknowingly to work in the
vicinity of suspect equipment. For a utility, large power transformers are major capital
items with each one costing up to £2 M and construction lead times up to 18 months
[Lapworth, 1994]. When problems occur they are often difficult to diagnose and
expensive to correct. For example, handling the oil alone from a transformer to allow

an internal inspection, which very often can be inconclusive, can cost over £100,000 for

a large transformer [Lapworth, 1994].
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1.2 Current Researches

A significant proportion of the power transformers used currently in the UK were
installed during the 1950s and 1960s [Domun, 1990]. For such transformers with long

period usage, failure is unavoidable as indicated above. Naylor expressed that:

The analysis of faults in machine and transformer windings presents
patticular difficulty in that the effective impedances of the affected
windings under internal fault conditions are not normally known. The
methods of analysis which may be employed ate, therefore, severely limited
and are usually concerned with obtaining a reasonable estimate based on
certain simplifying assumptions [Naylor, 1981].

However, since the PD has many effects, as mentioned above (physical, chemical and
electrical), in principle any of these effects could be used to detect the presence of the

discharges. For many years, researches have been performed in these fields.

Since all faults within the transformer tank give rise to the generation of gas, which may
be slow for minor or incipient faults or violent in the case of heavy faults [Rushton et
al.,, 1981], the generation of gas may be used as a means of fault detection.
Transformer oil dissolved gas analysis (DGA) has been considered as an important
indication for PD production and development [Glass, 1977; Kelly, 1980; Oommen
et al. 1982; Cardwell, 1989; Domun, 1990]. With the evolution of applications, new
techniques such as fuzzy logic, neural networks etc. attempts have been made to
improve DGA in recent years [Cao et al., 1993; Su et al., 2000; Guardado et al.,
2001; Yang et al., 2001; Ahmad et al., 2002]. Good progtess has been made and

encouraging results obtained.

Due to the large size of a transformer tank, the temperature rise produced by a PD
within the tank would only be small. Thus at present, temperatute patametets have not
been taken into account for PD investigations. However detection of light is applicable

to external discharges. An effective method is photography [Kreuger, 1992].

Regarding radio frequency emissions, signal acquisition using RF, especially ultra high
frequency (UHF), has been proved successfully in related areas such as gas insulated
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substations (GIS) [Hampton et al., 1988; Bargigia et al., 1992; Pearson et al., 1995]
and this area [Kemp, 1995; Rutgers et al., 1997; Judd et al., 2000; Russwurm, 2000].
Researches of PD classification and pattetn recognition using neural network
[Hamilton et al., 1997] and wavelet [Weiss, 1994; Ma et al., 2002a; Ma et al.,

2002b] etc. techniques have been undertaken.

It is commonly believed [Ogihara, 1964; Lundgaard, 1992a; Bozzo et al. 1995] that
PD acoustics detection is a suitable method for locating the PD source, since compared
to UHF emissions, acoustic waves have lower frequency, longer wavelength and lower
propagation speed, resulting in less attenuation when the signal passes through the tank
wall. This makes detection possible outside the tank yielding less onerous equipment
demands. Thus the use of acoustic transducers to detect sound waves from the
discharge has been widely demonstrated [Lundgaard, 1992b; Elefthetion, 1995;
Bengtsson et al., 1997].

In the recent years the National Grid Company (NGC, merged as National Grid
Transco, NGT, from November 2002) as well as other organisations has sought with
the above advanced technology in signal acquisition and processing, to develop devices

to detect, classify, locate and characterise PD [NGT, 2000].

1.3 Project Objectives and Benefits

Thus as a NGT sponsored project, this project was to develop a methodology to give a
direct indication of incipient failure and expected failure mode to avoid unnecessary
damage and to minimize impact both in safety and finance [NGT, 2000]. This is the

objective of the NGT PD project, which aligns with the drive to evolve transformer
failure prognosis.

The problem is to combine vatious data sets (dissolved gases, temperature, RF and
acoustic signals), which will be monitored on a transformer, to yield an overall
degradation signature for the transformer. The approach to achieve this will utilize

novel chromatic processing techniques, which will identify trends to failure at an early
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stage via loci of points on a chromatic map and classify PD patterns via the layout of
points on the map. Early diagnosis of such events can lead to the prognosis of

transformer failure with a consequent significant economic gain.

The benefits of the investigations are self-evident. On the one hand in terms of safety,
changes in PD activity, which may signify an imminent problem if easily and instantly
detectable, could be the best early warning of personnel safety and equipment

condition.

On the other hand 1 terms of finance, for example, 2 750MVA unit, which showed PD
through DGA; the inability to return to service quickly meant loss of availability and
constraint costs in excess of £1 M [NGT, 2000]. Thete wete several examples where a
defect was only confirmed through back energisation, a costly and time consuming
process, to detect and locate the PD. If an early identification of PD was possible

those costs could be avoided.

1.4 Outline of Thesis

This thesis has been organised into seven chapters. The next chapter, Chapter 2
Chromatic Methodology, provides a theoretical introduction to this relatively new
technique. Chapter 3 Review of Transformer PD Diagnosis Methods, starting with
physical and chemical characteristics of PD, includes almost all the possible categories
of the transformer diagnosis methods being utilized cutrently worldwide. Site-test
results from each of the reviewed categories of methods (DGA, temperature,
electrical/RF and acoustic signal analysis) have been investigated in the subsequent
chapters using the chromatic methodology. Therefore the subsequent three chapters
describe the results from site tests, analysis of results and discussion of results. The
final chapter, Chapter 7 Conclusions and Further Work, summatises the work that has

been undertaken to date and the research outcomes. It also suggests some further

development work.




Chapter 2

Chromatic Methodology

2.1 Introduction

In signal processing, one purpose is to attempt to identify general signals in terms of

some fundamental signal properties. Such useful propetties include signal energy

content (E), average frequency (@) and RMS bandwidth (B). They can be defined
respectively as follows [Weiss, 1994].

O U W
Ef—_ﬂ f@ dr—zﬂ_£|F<w>| do 1)

n]a)| F(w)| dw

w, = z 2.2
f
B*= EL _[(a)—a)p)z | F(w)|* dw (2.3)
f —o

where
F(w) is the Foutier transform [Papoulis et al., 2002] of f(z).

w1s the frequency and #is the time.
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The same requirements apply in system monitoring applications. With signals detected
ot data sampled from a monitoring system, signal processing or data analysis needs to
be performed for information extraction. These are signal identification, classification
and characterisation etc. Due to the complexity of the signals/data measured online,
the direct information, which may be obtained is often limited. An advanced and
tested technique is needed for information extracting purpose. In this chapter, one
such technique, the chromatic methodology, is introduced and its application for

continuous signal processing and discrete data analysis considered.

2.2 Chromatic Methodology Generality

The chromatic method was initially detived from photic field concepts by Moon and
Spencer [Moon et al., 1981]. Further evolution of the chromatic methodology has
been advanced in parallel to and arguably separately from other signal processing
techniques [Weiss, 1994]. With numerous examples of generically different practical
implementations of the chromatic methodology for a range of different monitoring
situations already examined, it is appropriate that the deployment of the chromatic
methodology for even further monitoring be more widely explored [Jones et al., 2000;
Brazier et al.,, 2001]. Thus such an innovative methodology has been applied as the
main processing technique for this transformer PD failure prognosis project.

Consequently it is useful to have some knowledge of the chromatic methodology.

2.2.1 The Gabor Transform Based Chromaticity Theory

The chromatic methodology provides a means of signal recognition for system
monitoring applications in terms of parameters which are analogues to those defined by

Equations (2.1) ~ (2.3) [Jones et al., 2000].

It is known that an arbitrary signal can be represented in terms of a set of Gaussian

signals [Gabor, 1946; Weiss, 1994; Stetgioulas, 1997]. This stable expansion is called
the Gabor transform of the signal.
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Assuming a real signal (), the cotresponding normalized analytic signal is defined by
[Stergioulas et al., 1998]

s()=u(t)+ j-v(@) 2.4)

Considering Gaussian signals

r(;A, ) = (20)'* 7 I 25

Where ¢is the time, A = A, + jA, defines the average location of the signal in the time-

frequency plane ((£)=7n""2A,, (f)=n""2A,) and p defines the width of the

-1/2

Gaussian in time Az = (470)7" and frequency Af = (47p~")™""* (Figure 2.1).

W, p
A

Af= (4012
\f= (4mp™") At = (4mpy™?

Figure 2.1 A Gaussian signal in time-frequency space
[Jones et al., 2000]

It can be proved that [Stetgioulas, 1997; Stergioulas et al., 2000}

st) = j J%S(A, p)-r(t; A p)d°A 2.6)

10
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where
S(A,p)= O]‘r* (1; A, p)-s(r)dt (2.7)

The asterisk indicates the complex conjugate and S(A4, 0) are the coefficients in the

expansion.

Thus any signal 5(#) can be expanded exactly in terms of an infinite number of Gaussian
components (the Gabor expansion), but for practical applications it is advantageous to
use only a finite number of Gaussian components [Jones et al., 2000]. That is for the
time-frequency complex plane A to take only values in an M % N lattice, which is known

as a von Neumann lattice [von Neumann, 1955; Russell et al., 1998].

where

m=1,...M;n=1,...,N; & and & are the lattice constants.

Therefore the reconstructed signal is given approximately by

1 .
5, ()= Z;sm" (0)-r(t;ma, + jna,, p) = s(t) 2.9)
where
S,.(0)= Ir*(r;mal + jna,,p)- s(t)dr (2.10)

are the Gabor coefficients.

This comptesses data in the time and frequency domains without loss of significant
information [Stergioulas, 1997; Stergioulas et al., 2000] even if M and N take a small
number of integer values. Thus information contained within a time-varying signal can
be approximated by a limited number (e.g. N = 2, 3, 6 ot 16) of Gaussians located on
the frequency axis (M = 1) [Jones et al., 2000]. The optimum number of Gaussians
(IN) will depend upon the accuracy of signal representation requited. If a large number

of Gaussians terms were used, they would overlap significantly — mathematically this is

11
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the over-completeness of the Gaussian basis. This allows a further reduction in the
value of N without a corresponding proportional loss in the information contained in
the signal. This non-orthogonality of the terms represents a significant and important
advantage of the Gabor expansion over the Fourier seties insofar as the sinusoidal basis

used in the Fourier series is orthogonal and complete [Kufner et al,, 1971; Tolstov,

1976].

It has been shown [Jones et al., 2000] that with a distimulus system (IN = 2), a broad
indication of the overall signal profile can be obtained; a tristimulus system (N = 3)
provides in addition a reasonable approximation to some of the finer details of the
signal; a N = 6 system produces a good signal replica (better than 95% signal
teproducibility) whilst N = 16 gives little improvement over the N = 6 case. Therefore,
a tristimulus system gives an acceptable performance for many applications and is

consistent with the usefulness of colour vision.

Such a tristimulus system may be considered as quantifying complex optical spectra by

using three photo-detectors to define the chromaticities [Jones et al., 1994]. If the

spectrum is denoted by s(4) and the response of the detectors H(A), where A is the

optical wavelength; then the output currents from each of the three optical detectors

take the form [Jones et al., 2000]

I, = [s()H, (D)dA 2.11)
where

n=1,2and 3

When these correspond to the responsivities of the human vision system the signal is

manifested as colour, e.g. red (R) (with the longest wavelength, i.e. lowest frequency),

green (G) and blue (B).

2.2.2 Practical Chromatic Signal Processing

In order to describe complex signals in a simple perspicuous form, the procedures

evolved by the colour science community may be adopted. Via a number of algorithms,

12
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the chromatic detector outputs can be made to form two dimensional chromaticity
maps with intensity as a third dimension. A number of colour models (also colour
solids, colour spaces [Munsell, 1946; Birten et al., 1969]) have been considered, such
as xy (sometimes named as xyY or Lsg) chromaticity from the Commission
Internationale de I'Eclairage (CIE, International Commission on Illumination) XYZ
[CIE, 1932; Judd, 1933], CIE LAB (or Lab, L*a*b* recommended in 1970)
[Wyszecki et al., 1982; Schwarz et al., 1987] and the generalised lightness, hue and
saturation (GLHS) colour models that ate most commonly used in computer graphics

[Levkowitz et al., 1993] etc.

Of these models the most well known, and useful for subjective colour mixing
evaluations is the CIE xy horseshoe locus diagram (Figure 2.2) [CIE, 1932; Wyszecki
et al., 1967].

2.2.2.1 CIE xy Chromaticity

As mentioned above, the xy chromaticity is evolved from XYZ chromaticity. The three
coordinate parameters X, , and g are defined by calculating the fractional components

of the tristimulus values.

I 1, I
= y = =
I +1,+1, I+1,+1, I +1,+1,
(2.12)
Equation (2.12) shows that the three parametets x, y and g are normalized by the sum

of intensities (I, + I, + I) received by the three detectors, which are called the

normalized colour coordinates. It is obvious that:

x+y+z=1 .

(2.13)

Therefore, it is apparent that only two of the chromaticity coordinates are required, and

the third coordinate can be calculated using Equation (2.13).
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I, I,
xX=- Y=
21, 21
m=1 m=1

2.14)

The chromaticity diagram can be produced using the normalized colour coordinates of
x and y as shown in Figure 2.2, within which chromaticities of all possible colours
viewed by the three detectors exist. The colour values governed by the coordinates of
x and y produce a horseshoe shaped colour locus, in which each point cottesponds to 2

particular wavelength of a visible spectrum.

0.97
0.81
0.71

0.61

0.57
Wavelength
0.41
0.3

0.21

0.11

Figure 2.2 CIE xy chromaticity diagram
[CIE, 1932; Wyszecki et al., 1967; Jones et al., 2000]

The significance of the two-dimensional mapping described above is that it allows
complex signals to be represented as a single point in two-dimensional space. As a
result the relationship between two signals is easily visualized and the complex signals
can be conveniently determined. For instance the signal obtained by superimposing

two signals (x;, y) and (x,, y,) of strengths / and /, respectively and separated on a

14
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chromatic map by a distance d (Figure 2.2) is located at a point govetned by the

moment equation.

ld, =1,(d—d,)
| 2.15)

However, the non-uniform distribution [Foley et al., 1995] of colour along the
spectral locus appears to be one of the major disadvantages of the CIE xy colout
mapping system. Thetefore, alternative systems that use extensions of xy was
introduced by the CIE, which stretch the chromaticity diagram to provide a tore
uniform mapping that can be seen in Luv (or CIE-UCS for uniform chromaticity scale)
and Luv’ [Wyszecki et al, 1982]. Although these representations provide
improvements, problems relating to the extraction of dominant wavelength and
saturation can still be seen in this representation. The new concept of colour mapping
named CIE LAB, which was introduced by the CIE in 1976, provides a uniform space
for colour mapping but with a global visualisation in 3D space [Hill et al., 1997].

2.2.2.2 GLHS Model

For signal processing applications, the hue-lightness-saturation (HLS) system, which
belongs to the colour models that are most commonly used in computer graphics,
provides a particularly useful bridge between colour concepts and spectral signal forms
[Jones et al., 2000]. The computer graphics colour models includes the RGB model
and the lightness-hue-saturation (LHS) family of models.

The RGB model is used in CRT coloutr monitor modelling [Schwarz et al., 1987]. A
major disadvantage of this concept is that the information relating to hue, saturation
and brightness of the colour cannot be traced directly. Also, as the RGB colour space
lies within the human perceptual space, it represents fewer colours than those, which
can be seen. Fortunately, alternative colour concepts can be used to transform the
colour representations on a RGB cube [Smith, 1978; Deng, 2000] into more

satisfactory colour representations as discussed in the following.
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The LHS family is considered to be better suited for human interaction. In the LHS
family of models, there ate HSV (V for value; also called HSB with B for brightness)
hexcone [Smith, 1978; Foley et al., 1995], HSL triangle [Smith, 1978], LHS triangle
[Levkowitz et al., 1993] and HLS double hexcone [Foley et al., 1995] etc. colour

spaces, which all are special cases of the generalized lightness, hue and saturation

(GLHS) colour model [Levkowitz et al., 1993].

The generalisation uses piecewise planar constant lightness sutfaces with three non-

negative weights »_., w,_, and »_, defined. Such that

w__ >0

max

Woin T Woig T W =1

mid
The lightness function is defined as
l(c) =wg, -min(c) + w,,, -mid(c) +w,_,, - max(c)
where
c=(R,G,B)
min(c) = MINIMUM {R,G, B}

mid(c) = MID _VALUE{R, G, B}
max(c) = MAXIMUM{R,G, B}

The hue A(c) (0 < h(c) < 360) of a chromatic colour is defined as

h(c) =60 (k(c) + f(c))

(2.16)

2.17)

(2.18)

(2.19)

(2.20)

whete £(c) is the number of the sector defined by the order of the magnitudes of the R,

G and B values,
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0, if R>G2B;
1, if G=ZR>B;
ko= ¥ G7EEK (2.21)
13, i B>G>R
4, if B>R2G;
S, if Rz2B>G.

and the hue faction f{c) € [0, 1), is calculated as follows:

[ mid(c) — min(c)
max(c) ~ min(c)
o] ! 2.22)
max(c) — mid(c) if k(c) is odd.

if k(c) is even,

| max(c) — min(c) ’
The saturation s(c) of a chromatic colour is defined as

(1(c) — min(c)

, if Ie)<1(g(c)),
I(c)
s(c) =+ (2.23)

max(c)—I(c) .
L———-—M_l(c) » i 1) > U(g(c)).

where

mid(c) - min(c)

1(q(c)) = Wy max(c) ~ min(c)

W M (2.24)

and M is a maximum coordinate attached to white colour.

For an achromatic colour with max(c) = min(c), the hue, lightness and saturation can

be defined as

I(c) = max(c)
h(c) = undefined, (e.g.—1) (2.25)
s(c)=0
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Different values of w

min?

w_, and w,,, derive different LHS colour models. Thus the
essential choice in selecting a particular model within the LHS family of models is made
in the definition of the lightness function, which in turn determines the constant-
lightness surfaces and hence the shape of the colour solid that represents the model
(triangle, hexcone or double hexcone etc.). The values of the weights for the three
example models are given in Table 2.1. Considering the three detectors’ outputs R G
and B (Section 2.2.1, Page 12), for different LHS colour models the lightness function

definitions are summarized in Table 2.2.

Table 2.1 Values of the three weights for various LHS colour models

GLHS colour model W W Wiax
LHS/HSL ttiangle 1/3 1/3 1/3
HSV hexcone 0 0 1

HLS double hexcone 1/2 0 1/2

Table 2.2 Summary of lightness definitions for various LHS colour models

GLHS colour model Lightness definition
LHS/HSL triangle L= 5—“3;—”3—

HSV hexcone L =max(R, G, B)

HLS double hexcone L= max(R, G, B) ; min(R, G, B)

As mentioned at the beginning of this subsection, the useful bridge between colour

concepts and spectral signal forms for signal processing applications is the HLS double
hexcone model (Table 2.2) [Jones et al., 2000].

2.2.2.3 The HLS Chromaticity

Figure 2.3 shows the HLS double hexcone colour model: hue axis is along the

boundary of the horizontal plane, whilst lightness axis is vertical to the plane and the
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saturation axis has the origin at the central point of the plane extending radially
outwards.

Figure 2.3 HLS double-hexcone colour model
[Foley et al., 1995; Deng, 2000]

With the lightness function determined, the transformation from the three detectors’
outputs R, G and B to the three parameters of HLS system may be obtained by
simplifying Equations (2.18), (2.20) and (2.23) [Brazier et al., 2001]. Hence

| = max(RGB) ;— min(RGB) ' (2.26)

G-B
0- , if R= R.G,B
max(R, G, B)—-min(R,G, B) f max( )

B -
H=:60-[2+ R_ 1, if G=max(R,G,B)
max(R,G, B) —min(R,G, B)
R-G
60-[4+ , if B=max(R,G,B
| max(R,G, B) - min(R,G,B)] ¥ ( ) 2.27)
max(RGB) — min{(RGB)
L<05
max(RGB) + min(RGB) ¥
S= (2.28)
max(RGB) — min(RGB) otherwise
2 —max(RGB) — min(RGB)
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Based on the above HLS equations (He [0, 360), Le [0, 1], S€ [0, 1]), 2 HLS double-

cone model (Figure 2.4) is usually used for chromatic signal processing application.

Figure 2.4 HLS double-cone colour model
[Jones et al., 2000; Brazier et al., 2001]

In this case the two-dimensional chromatic map may be formed from the cylindrical
coordinates (0 < (8 = H) <360°,0 < (r=L) <10t 0 < (r=5) < 1) and the chromatic

boundary encompassing all signals now remains fixed as a circle of unity radius (Figure
2.5).

MaxS=1.0 MaxbL =10
0° 90°

WA
// 7

270° 270°
H-S Plot H-L Plot

N
2

180°

7

Figure 2.5 Chromatic map basic components: H-S and H-L polar plots
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Therefore the two-dimensional mapping allows complex signals to be represented as a
single point in a polar plot. As a result the relationship between two signals is easily
visualized and the complex signals can be conveniently determined. Furthermore,
through the use of the well-established algotithms, the signals resulting from the
superposition of a multiplicity of separate signals and the uniform distribution of this

mapping system cover the disadvantages of the xy chromaticity system.

2.3 Chromatic Methodology Applications

With the chromatic methodology theoty introduced, it is useful to explore its
applications for signal processing in system monitoring. This includes the application

of the chromatic methodology for continuous signal processing and for discrete data

analysis.

2.3.1 Continuous Signal Processing

The chromatic methodology as deployed for continuous signal analysis may be briefly
explained by reference to Figure 2.6. This shows a time-frequency map of the
continuous signals ie. it shows how the frequency components of a signal vary with
time 74, 4, and 4. The chromatic approach involves passing the time varying signal
through three filters (R, G and B) in parallel, the frequency responses of the filters
being non-orthogonal. The implication is that the filter responses ovetlap to provide
cross correlation between the subdivided signals on each channel. In this manner a
signal having a complex structute can be conveniently defined by only three parameters

calculated from the three channels (R, G and B, Figure 2.6).

An alternative approach is to use Fast Fourier Transform (FFT) [Jennison, 1961;
Champeney, 1973; Bracewell, 1978; Marshall et al., 1990] within a time window (e.g
Lty = -1, Figure 2.6) to produce time segmented spectra which are then addressed by
the non-orthogonal filters R, G and B. A root-mean-square (RMS) algorithm (window

size could be specified as preferred) is then performed on the outputs of the tristimulus
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filters. For smooth effect and fast processing, an average calculation with preferred

window size can be implemented.

Figure 2.6 Schematics of chromatic processing for continuous signals

A further enhancement of these schemes is possible and is used in this thesis. An
option of normalization might be performed based on the maximum value recorded on
cach R, G and B channel (i.e. R pemo Guengemas AN Bygeme)-  Averaged results or
normalized results are then mathematically processed to vyield three chromatic

parameters in HLS space as stated in Equations (2.26) ~ (2.28). Thus the whole

processing scheme is as shown in Figure 2.7.

Chromatic
r Rims Rave R . H
! filtering RMS ™S | Averaging e Converting
Raw signal S5l g > G i U > G > L
b Brms BHVC B S

Figure 2.7 Flow diagram of chromatic processing for continuous signals
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For the purpose of the present investigations the three signal parameters are chosen to
be

® [ (lightness), the nominal signal strength;

¢ H (hue), the dominating frequency;

® S (saturation), the effective signal bandwidth.

These three parameters reflect the signal energy content, average frequency and RMS

bandwidth, which were defined in Equations (2.1) ~ (2.3) at the beginning of this

chapter.

2.3.2 Discrete Data Analysis

The chromatic methodology may also be deployed with tristimulus filters to analyse
discrete data records. In this case, triangle shape of filters may be applied for

simplification purpose [Anupriya, 2001].

This approach has been extended in this thesis in the following manner. Figure 2.8
shows a particular configuration of the three processors, which might be used and are
denoted by R, G and B. It shows how these three non-orthogonal processors may be
applied to an array of data (D,~D,,). The output of each processor constitutes the

integrated product of the data and the gradient of the processor response.

R G B

D, IDZID; I Da l Ds I De I D‘/an l Do |D1(1 &
Data Components i

Figure 2.8 Schematics of chromatic processing for discrete data

The outputs of the tristimulus filters (R, G and B) are then mathematically processed

via Equations (2.26) ~ (2.28) to yield the three chromatic parameters H, [ and S.
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Based on the data arrangement shown in Figure 2.8, the relationship between the
dominant products (D,~D,,) and hue angles is shown in Figure 2.9. The hue angle of a
dominant product is calculated as follows. By setting all the data values of the products
to be zero éxcept for D;, applying the chromatic processing described above, the
calculated hue angle of D, is 15° with a saturation value equalling 1. Similarly the hue
angles of all the other dominant products can be calculated in this manner. Their

juxtaposition is shown on the polar plots (Figure 2.9).

MaxS=1.0 MaxL =10

Ds Ds
Dg Dz Ds D2

Dig
H-S Plot H-L Plot

Figure 2.9 Dominant discrete product represented by hue angle

To utilise this representation in practice, the dominant datum D, is indicated by the H
value (i.e. the polar coordinate D, on the H-S plot), the value of S indicates the extent
to which the dominant component dominates. For the parameters of hue and
lightness, a H-L polar plot can also be sketched similar to the H-S plot. The H-L plot
indicates, via the L value, the overall strength of the data (D,~D,;). The stronger the
data, the larger is L and the larger the radius at which the experimental point is
registered. A point with polar coordinates H, L, S (i.e. 6, r;, r) having values (15°, 1, 1)
indicates that there is only a single component (§=1), which is D; (H=15°) and that it
has a relatively high strength (L=1). Coordinates (15°, 0.1, 0.1) indicate that D,

matginally dominates a low strength data set (I.=0.1) with contributions from several

datum points (§=0.1).
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2.4 Summary

This chapter starting with the need for signal processing and system monitoring has
provided a theoretical introduction to the chromatic methodology, and its relationship
to the Gabor transform. It has been shown how the sophisticated GLHS colour model
evolved by the colour science community can be adapted for more general signal
processing applications. A brief introduction to the application of the chromatic
methodology for continuous signal processing and discrete data analysis has been given
along with indications of how the approach may be further evolved for extracting

information from monitoring signal/data fot prognosis purposes.
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Chapter3
Review of Transformer

PD Diagnosis Methods

3.1 Introduction

A PD is the localised breakdown of gas over a distance of usually <Imm [Pearson et
al.,, 1995]. Corona discharges [Kreuger, 1992] occurred at surface defects such as
small protrusions, sharp metallic points, take the form of corona streamers which give
tise to current pulses with very short rise times (<1ns). Plus surface discharges and
internal discharges, characterised by high rates of change of current such as discharges
in voids, and micro-sparks associated with poor contacts or with the transport of
conducting particles, are all examples of partial discharges. In all cases, the PD pulse
causes electromagnetic energy to be radiated. In micro-sparks and intense coronas the
discharge is followed by a rapid expansion of the ionised gas channel, and an acoustic
pressure wave is generated [Pearson et al., 1995]. A PD is also accompanied by the

emission of light from excited atoms, and by the creation of breakdown products

[Cobine, 1941; Kreuger, 1992].
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This chapter describes the various diagnosis methods available for detecting different
PDs. These are, as summarised in Figure 3.1, DGA, oil/tank temperature,

electrical /RF emissions and acoustic emissions analyses.

N\ \— RF Signal

H:[D ——— Acoustic Signal

j Dissolved Gases
Transformer oil _lJ

Temperatures

Figure 3.1 Possible information sources for transformer failure prognosis

3.2 Dissolved Gas Analysis

3.21 DGA Generality

The oil inside a transformer is used to provide electrical insulation to prevent sparking
occurring [Tyler, 1997; Weedy et al., 1998]. It is also used as a heat transfer medium
to remove the heat generated in the transformer windings and core by the passage of
electric current [White, 1994]. Due to electrical activity within the transformer, many
gases such as H,, CO, CO,, CH,, C,H,, C,H,, C,H, etc. may be ptoduced from the
transformer oil [BSI, 1999] by associated chemical reactions and may be dissolved in
the oil thereafter [Cardwell, 1989]. Since each product is produced by one or several
specific decomposition reactions, various gas statuses are associated with different
conditions of the transformer [Glass, 1977]. Hence oil sampling is the fundamental

task in DGA diagnosis; its accuracy is significant and will affect the interpretation of the

final diagnosis result directly.
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3.2.2 Oil Sampling

The oil samples are taken from the drain valve of the transformer. There are a number
of factors which influence the accuracy of the dissolved gas analysis results, such as
sampling precautions, gas extraction apparatus, gas chromatograph operation, detection

limits and repeatability. Some sampling precautions are listed as follows [Cardwell,
1989]:

¢ The sample container vessel must be airtight and not contaminate the oil. The

protection of oil samples from light is important to prevent oxidation, which

can change the components of the gases.

The sampling point on the transformer is chosen to obtain a reptesentative

sample of the oil. The sample should preferably be taken from a valve where

the oil takes part in the normal citculation.

® The sampling method is important and only a trained technician should take
samples to ensure consistent results. Samples must obviously be clean and free

of any contamination from the valve or sampling tube and should be analysed

within one week after being taken.

The remaining factors, gas extraction apparatus, gas chromatograph operation,

detection limits and repeatability are detailed in IEC 567 of 1977 and IEC 599 of 1978.

Most of the NGT DGA data were sampled and identified on a regular monthly basis.
This has made the condition monitoring tracking possible and the following diagnosis
method effective. However, it should be noted that a number of different
organisations would have been involved in acquiring and analysing the gas samples

during the 20-yeat period, over which tecotds are available.

3.2.3 DGA Diagnosis Method

It is known that analysis of hydrocarbon gases dissolved in the transformer oil is an

especially impottant part of such condition monitoring [Glass, 1977; White, 1994].
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Table 3.1 summatises the key gases [Kelly, 1980] produced by various decomposition

mechanisms found in transformers during service.

Table 3.1 [Cardwell, 1989] indicates that, if cellulose is overheated to around 150
Celsius, carbon monoxide (CO) and carbon dioxide (CO,) will be produced. Oil at
such a temperature will produce methane (CH,), ethane (C,Hy) and ethylene (C,H).
Under electrical stress condition (with a temperature greater than 1000 Celsius), the
transformer oil will decompose into hydrogen (H,) and acetylene (C,H,); at 1000
Celsius cellulose will still produce catbon monoxide and carbon dioxide, but extra

products produced would change the output from water to carbon/tar.

Table 3.1 Sources of "key gases" from decomposition of cellulose and oil

Material Condition & temperature Key gases

Cellulose Ovetheated > 150 °C CO COg (water)

Cellulose Excessive Heat >1000 °C CO COx; (carbon/tar)

Oil Overheated > 150 °C CH,4 C;Hg CoHi (organic acids)
Oil Electrical Stress (partial discharges and arcing to 1000°C) H; CaH; (waxes & wates)

3.3 Temperature Monitoring

Partial discharges occurring within a transformer can produce localised temperature
variations within the transformer. Consequently temperature should be an important
indirect indicator of the extent of PD activity within a transformer, similar to DGA

(Section 3.2), not only for thermal aging diagnosis [Pagan, 1998].

By monitoring the transformer oil temperature at various locations in a transformer, the
extent of PD activities as well as their locations may be determined. The measured
temperatures need to be related to other factors than simply PD, which may affect the
temperature values. For instance, the changes in ambient temperature, the variation in
the electrical load of the transformer and the rate at which the oil is circulated will all
have an effect. The various locations at which the temperature may be monitored

along with other factors affecting the temperature are listed in Table 3.2.
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Table 3.2 Temperature factors available for diagnosis

Temperatute factors Meaning

Ambient °C Ambient temperature in Celsius

Bot. Tank°C Bottom tank temperature in Celsius

Top Tankl °C Top tankl temperature in Celsins

Top Tank2 °C Top tank2 temperature in Celsius

Oil in A raw value from the sensor

O1l out A raw value from the sensor

Load (scaled) A scaled load value

Load (MVA) Calculated value based on "Load (scaled)"

Oil in °C Calculated temperature in Celsius based on "Oil in"
Oil out °C Calculated temperature in Celsius based on "Oil out"

3.4 Electrical/RF Emissions
3.41 Electrical/RF Emissions Generality

When a partial discharge occurs within a transformer, it results in the production of
individual electric pulses due to the movement of charge. The pulses propagate
through the windings of the transformer and its connections to the bushings, with
attenuation by the impedance of the winding and connections. On atrival at the
bushing, which can be regarded as a high-pass filter, the high frequency component of
the signal passes without further significant attenuation to the bushing tap. This signal
may then be captured either electrically by a direct connection to the bushing tap
[Kemp, 2001; Kemp et al., 2002], which would need to have been disconnected from
earth or by a current transformer inserted in the test tapping to eatth citcuit [Tu et al.,

2001; Golubev, 2002; Han, 2002].

Also, radio frequency signals are produced when a partial discharge occurs [Furlong,
1999]. In order to capture the signals, on the one hand, specially designed and
manufactured sensors may be insetted into the transformer either via specially designed
flanges or through the drain valves [Rutgers et al., 1997; Rutgers et al.,, 2001;
Unsworth et al, 2002]; on the other hand, antennae may be placed around a
transformer to detect the signals generated [Babnik, 2001; Babnik et al., 2002;

Moore et al., 2002]. Signals received by the sensors/antennae are then recorded,
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transmitted and processed in different ways according to the methods employed. The

electrical and RF methods mentioned are summarised in Table 3.3.

Table 3.3 Diagnosis methods via electrical pulses and RF emissions

Method Brief description Freq. range
1. Ditect pulse | A{ Bushing test tapping, by direct connection to the bushing tap  40k~30MHz
detection B| Bushing test tapping, by current transformer 10k~200MHz
2. Internal RF | A| Sensors inserted, via specially designed flanges 10M~100MHz
probes B Sensors inserted, via drain valves 0~1.8GHz
3. External RF
xema Antennae application 0~1GHz
probes

The above diagnosis methods, except Method 2A (explained in Section 3.4.2.5), were
used on the NGT site test by several otganisations and institutions respectively. Some
of them such as Glasgow Caledonian University (Method 1A), University of
Southampton (Method 1B), UMIST (Methods 1A and 1B), KEMA (Method 2B) and
University of Bath (Method 3) provided a substantial number of captured signals for
processing and analysis. Furthermore some signals were obtained based on a sensor-
shared method. For example, UMIST used both KEMA and Siemens sensots to
capture signals for comparison purposes; University of Bath used signals from a
KEMA probe to act as a reference etc. These aspects are discussed in the following

chapters. It is helpful to btiefly describe in more detail the methods utilised by each
participant.

3.42 Electrical/RF Signal Captuting and Diagnosis Methods
3.4.21 Glasgow Caledonian University Method

The technique used by Glasgow Caledonian University was Method 1A (Table 3.3).
The test tappings were disconnected from earth before connection of the detection and
pre processing circuitry.  Discharge signals coupled electrically via the bushing
capacitance to the test tap could be monitored. Connection to the test tappings was
made using die cast watertight boxes, with detection and pre-processing circuitry

housed within each box. With the test tap unearthed it is possible for the bushing test

tapping voltage to rise to significant levels, and therefore both spark gaps and zener
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diodes were incorporated at the front end of the electronic circuitry. Any rise of
voltage on the test tapping could be hazardous to the monitoring equipment and
personnel so fibre optic connecting cables were used to provide galvanic isolation.
Two fibre-optic cables (bandwidth 65SMHz ~ 125MHz) were used to transmit the PD
signals from the test tapping boxes to the measurement equipment where they were
stored and processed. The fibre optic transmitters were housed within the same die
cast boxes and powered from 12-volt batteries, which were re-charged nightly. The pre
processing of the dischatge signal at the bushing test tap split the individual discharge
pulses from the AC 50 Hz that was used as the power reference.

Wavelet analysis [Kemp, 2001; Kemp et al., 2002; Ma et al., 2002a; Ma et al.,
2002b] was used to both de-noise and categotise the individual pulses. 3D plots (®-g-
n) showing the phase relationship to the AC signal, the magnitude of the pulses and

their repetition rate wete produced. These wete then used to aid interpretation of the

signals captured.

3.4.2.2 Southampton University Method

The system used by University of Southampton utilised Radio Frequency Current
Transformers (RFCT) [Jenkins, 1967; BSI, 1973; Cunningham et al., 1993] to
capture signals from both bushings and the neutral, Method 1B (Table 3.3). The
recetved signals with a frequency range of 10kHz to 200MHz were then processed by a

specttum analyser and a computer. Figure 3.2 shows the connections to the bushings

and the processing circuitty used.

Shielded box
bl Computer
Coax:
aly Oscilloscope
Filter
box
Spectrum
L = Analyzer

Figure 3.2 Southampton University measurement system schematics
[Han, 2002]
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3.4.2.3 UMIST Method

The UMIST measurement system was a wide-band data acquisition system utilising a
multi-channel electrical measurement technique (Method 1B & 1A Table 3.3). It used
all six HV bushings and the neutral connection to acquire the signals. Small toroidal
50kHz - 30MHz sensors were placed around the bushing tap to earth connection and a
large split CT [Jenkins, 1967; BSI, 1973; Cunningham et al., 1993] with an effective
bandwidth of 170kHz to 10MHz was used to detect cutrent in the neutral connection.
That is both methods of Method 1 in Table 3.3 were utilised. The sample rate was
100MHz with 50kHz to 10MHz effective bandwidth. For signal processing, pre-
amplifiers and signal-conditioning units were used. Figure 3.3 shows the measurement

system.

A/D conversion & control

37m cables

HV ofofo]e]q

> | pre-amps ignal coxidilio hing

I—-> E> o ‘—.
I ] | i ZErO-Crossing
fie Q Q9 0 synchronous

triggering

neutral 1 chl |cnz|cha| chd 100m

transformer ] — optic-fibre
> feemy | link

nTulTplexcr
ili |EI : \%l 2 I mains
LV

Figure 3.3 UMIST measurement system schematics

[Tu et al., 2002]

3.4.2.4 KEMA Method

KEMA utilised Method 2B (Table 3.3) for PD measurement. The KEMA probe, a
patented UHF partial discharge detection technique, was used to detect and

characterise the PD signals by being installed via the transformer drain valve. A
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spectrum analyser, a fast A/D converter, a peak detector and a data logger were used to
measure the UHF signals. On the Northfleet site test, two KEMA UHF sensors were
installed as shown in Figure 3.4.

400 kV side

UHF INJECTION

UHF COOLER
SENSOR SIDE

Ac.sensor 2 Ac. sensor 3 Ac. sensor 1

275 kV side

Figure 3.4 Allocation of KEMA sensors
[Rutgers et al., 2002] (A, B and C indicate phases)

3.4.2.5 Siemens Method

Siemens utilised an on-line continuous monitoring system, which detected partial
discharges by sampling RF and ultrasonic signals simultaneously. Two types of internal
RF sensors, cortesponding to Methods 2A and 2B (Table 3.3) were used. One was

termed a “permanent transducer head”, the other a “temporaty re-locatable head”.

The Method 2A sensot consisted of a pair of transducers (RF and ultrasonic) mounted
on a sealed lead through a plate covered by a noise shield. The lead through plate and
electronics was contained in a steel enclosure that was mounted on a flange welded to
the transformer wall or an existing inspection plate, so that the transducers were
immersed in the mineral oil flush with the internal wall. The advantage of this was that
the noisy signals from other parts of the substation were eliminated by the shielding.
Since in the NGT site tests none of the sensors were permitted to enter further than

the tank wall inner surface, this “permanent transducer head” could not be installed.
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Chapter 3 Review of Transformer PD Diagnosis Methods

The Method 2B sensor (“temporary re-locatable head”) is shown in Figure 3.5. It has
size-reduced RF and ultrasonic transducers, connected through the drain valve of the
transformer. This was utilised in the NGT site tests although the re-locatable head is

not as effective as using the permanent head as stated by Siemens.

Existing cil valve on transformer J

|Flanged transducer head and gland boﬂ

\us & RF transducer inserted into transformer |

Figure 3.5 Siemens re-locatable transducer head
[Unsworth et al., 2002]

The signals captured by the transducers were passed to two sepatate processors —
ultrasonic processor and RF processot, which wete of the form shown in Figure 3.6.
The ultrasonic processing channel consisted of an ultrasonic pre-amplifier, a 125kHz
high pass filter, a precision rectifier, 2 1kHz low pass filter, an amplifier and buffer.
The RF processor consisted of 2 RF pre-amplifier operating in the range 1 ~70 MHz, a
PF precision rectifier, a IMHz low pass filter, a high-speed comparator and a digital
mono-shot. For analysis, the system measured the time delay between the arrival of the

ultrasonic and RF signals generated by the PD soutrce.

- ; High Pass Precision Low Pass Amplifier &
Transducer -*Pre Amplifier = Eitor -* Rectifier ™ Filter Bufter

a) ultrasonic processor

b) RF processor

) Precision Low Pass High Speed Digital
Transducer -iPre—Amphﬁer | Rectifier '+ Fiter [ Cogmpa‘:ator Monoshot

Figure 3.6 Siemens ultrasonic and RF processors
[Unsworth et al., 2002]
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3.4.2.6 Bath University Method

The University of Bath used two separate non-invasive techniques, both techniques
were used simultaneously, and neither required connection to the test tappings or

insertion through drain valves [Babnik, 2001; Babnik et al., 2002].

Technique 1, Radiometric Measutements, TV YAGI antennae were used for Remote
Radiometric measurement of the PD signals. These antennae, having a frequency range
of 470MHz to 850MHz, wete positioned around the transformet. A KEMA probe had
previously been inserted in the oil drain valve at the end of the transformer, as
mentioned in Section 3.4.2.4. Signals wete acquired from the antennae and also from
the KEMA probe to act as a reference. These wete analysed using a phosphot screen

oscilloscope and a laptop computet.

Technique 2, Impulse Noise Locating System, was used to determine if pattial
discharges were present within the transformer, and involved the application of an
impulse noise locating system. Antennae were placed on the concrete plinth adjacent
to the transformer, positioned so that they were in direct line of site to all of the 400kV
and 275kV bushings. Sampling equipment and a PC were situated in a van adjacent to
the transformer. The coordinates of each of the antennae relative to the corner of the

transformer bund wall were measured and recorded.

3.5 Acoustic Emissions
3.5.1 Acoustic Emissions Generality

As mentioned in Section 3.1, with partial discharge occurring within a transformer,
electrical and RF emissions are generated accompanied by acoustic emissions. In order
to capture the acoustic signals, specially designed and manufactured sensots may be
inserted into the transformer in a similar manner to the RF probe Methods 2A/B
(Table 3.3). The Siemens sensot, which embodied both RF and ultrasonic transducets
inside the transformer tank (Section 3.4.2.5), is a good example of this. An optical fibte

acoustic sensor [Culshaw et al., 1997; Granttan et al., 1998] could also be deployed.
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The field test undertaken by Virginia Tech [Yu et al., 2002; Tsai et al., 2002] proved

that fibre optic sensors could be packaged and installed in transformer drain valves.

But more commonly, acoustic sensors may be mounted on the transformer tank wall.
Organisation such as [IPEC [Smith, 2001; Smith, 2002], Alstom [Raja et al., 2002],
Electricity de France (EdF) [Aubujeault, 2002], Virginia Tech [Yu et al., 2002], ABB
[Bengtsson et al., 1997] etc. utilise such an approach, among which, the piezo-electric

acoustic emission sensots of ABB could be considered as the typical case.

3.5.2 ABB Acoustic Detection System

The ABB acoustic detection system included three piezo-electric acoustic emission
sensors with the main sensitivity in the range of 50~150kHz, all mounted within one
frame to forms a three-transducer detector (I'TD). Figure 3.7 shows the upper and
lower sides of the system. With a transducer-source distance of 15cm, the instrument
gave an angular resolution of about 1° under ideal conditions i.e. direct line of sight.
Such a system may be regarded as an acoustic manifestation of a primitive tristimulus

spatially deployed chromatic sensor.

Upper side Lower side

Figure 3.7 ABB three transducer detector system
[Bengtsson et al., 2001] (1, 2 and 3 refer to the three transducers)
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Chapter 3 Review of Transformer PD Diagnosis Methods

3.5.3 ABB PD Source Localisation Method

Figure 3.8 illustrates how the TTD system localises the position of an acoustic source.
The numbered tings (1, 2 and 3) indicate the three transducers; and Ps denotes the

acoustic soutce position.

Figure 3.8 Localisation scheme for the ABB TTD system
[Bengtsson et al., 2001]

(1, 2 and 3: transducers; P,: soutrce; d: soutce-transducer distance)

3.6 Acoustic Signals Composition Simulation System

Although an optical fibte based sensing system [Jones, 1994; Cosgrave, 1996] was not
deployed during site tests, such a system was investigated on a laboratory scale to check
for possible acoustic intetference from various soutces such as the pumping of
transformer oil within the transformer enclosure [Richardson, 1978; White, 1994].
An acoustic test using an optical fibre was therefote petformed on water passing
through a pipe in the University of Liverpool laboratory. The expetimentation took the
form of producing itregular water passage through a pipe as a background signal; while
a signal generator produced periodic pulses via a loudspeaker coupled rigidly to the pipe
to simulate the PD sparks producing pulses. The fundamental problem being
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Chapter 3 Review of Transformer PD Diagnosis Methods

addressed was that of exploring how pulsatile and quasi-continuous waveforms might
be separated in terms of signal processing. The diagram in Figure 3.9 shows the

acoustic tests system.

(1) laser source (8) water reservoir (3) photo detector

:‘.“'o\‘ T I

~] =

audio line

— e = to sound
card MIC @) co‘x::‘puter d card
(2) optical fibre (9) tap port with sound c
(7) pipe y

water slug (5) signal generator

(6) loudspeaker
(with an iron plunger)

Figure 3.9 Acoustic test on a water pipe with superimposed periodic pulses

After the water reservoir (8) was filled with water, the signal generator (5) was used to
produce a periodic squate signal and the plunger on the loudspeaker (6) communicated
the acoustic pulses to the water pipe (7) periodically. The computer with sound card
(4) commenced recording when the water was released from the reservoir. A laser (1)
energised optical fibre (2) was used as 2 homodyne interferometer [Hale et al., 1993;
Jones et al., 1994] for detecting the acoustic signals from the pipe, the acoustic
coupling being achieved by coiling the fibte around the pipe. A photo detector (3)
connected to the output of the fibre was used to convert the optical signal to an
electrical signal. The Signal was recorded by being linked to the microphone pott on

the computer sound card (4). The Following are the system specifications.

1) The laser source was a semiconductor laser with a peak power of 25mw,
wavelength 828nm operated in 2 DC mode.

2) The optical fibre was a 10m long, 400um diameter, PVC jacketed multimode
glass fibre, connected to both the laser source and detector via ST connectors.

3) The photo detector was a photodiode connected to the fibre output via an axial
controlled spatial filter for both gain adjustment and providing suitable spatial

resolution for the output interference pattern from the optical fibre.
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4) The computer with sound card was a Pentium III 500MHz PC, the recording
software being Cool Edit 2000 [Adobe Audition, 2003].

5) The signal generator was a type ISO-TECH 1GC2231 instrument capable of
providing a square wave output with frequency and voltage adjustable.

6) The loudspeaker was a 10cm-radius-cone loudspeaker with an iron plunger
attached.

7) The pipe included two U bends to enhance acoustic effects due to the water

flow.

Table 3.4 lists the specification of the signal files recorded. These signals were then

processed and analysed by applying chromatic methodologies thereafter.

Table 3.4 File specification in acoustic simulation

Item Specification
File type Wave file (Windows PCM, *.wav)
Sample rate 44100Hz, 8kHz
Channel Mono-channel
Resolution 32-bit
3.7 Summary

This chapter has provided a brief explanation of pattial discharges, and their effects in
producing physical, chemical and electrical changes. These lead to four main groups of
methods for monitoting PD activity in HV transformers namely DGA, temperature,
electrical/RF emissions and acoustic emissions changes. The manifestation of these
methods utilised in the present investigations by various organisations are classified,
compared and discussed. An acoustic system, laboratory based using optical fibre

sensing for exploring the interactivity between pulsatile and petiodic signals has also

been described.
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Chapter 4

Results from Site Tests

4.1 Introduction

This chapter presents some typical results obtained with the four main data-sampling
and signal-capturing methods (DGA, temperature, electrical/RF emissions and acoustic
emissions analyses) introduced in Chapter 3, during tests undertaken at various NGT

sites. The results may be divided into two categories, which are: -

® Results from in-service transformers, which include long-term (e.g. 20 years)
DGA results from NGT and First Hydro, and half-month oil temperature
results from NGT.

® Results from tests at two NGT sites (Neilston and Northfleet) to compate and
cross correlate the performance of several diagnosis methods (DGA,

electrical/RF and acoustic) and involving 16 project patticipants (T'able 4.1).

The two site tests were performed on transformers designated as Neilston SGT4 and
Northfleet SGT3A during 25~27 June 2001 and 13~28 May 2002 respectively. The
diagnosis methods utilised during these tests by each participant are summarised in

Table 4.1.
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Results from Site Tests

Results for DGA, temperature, electrical/RF emissions and acoustic emissions are

presented in this sequence, including results from both in-service and site-test

transformers.

Table 4.1 List of participants in NGT transformer PD site tests

Participant Site test 1 (Neilston) Site test 2 (Northfleet)
ABB Acoustic

Alstom Acoustic

University of Bath RF (Antennas) RF (Antennas)

Cutler Hammer RF (CT)

EdF Acoustic

Glasgow Caledonian University ELEC (Bushing test tapping) =~ ELEC (Bushing test tapping)
IPEC Acoustic Acoustic

KEMA RF, Acoustic RF, Acoustic

NGT RE

Setveron DGA

Siemens RF, Acoustic
University of Southampton RF (CT)

Strathclyde University RF

UMIST ELEC (CT) ELEC (CT)

Virginia Tech Acoustic

University of Liverpool Data analysis Data analysis

4.2 DGA Results

NGT and First Hydro provided DGA data from a total of 50 tanks, which are

summarised in Table 4.2.

Table 4.2 Summary of DGA examined transformer tanks

Count Transformers
Boln1, Boln2, Boln3, Bush2, Bush3, Bush4,
Cantl, Cant2,

36 NGT Cape2A, CapelA, Cape3A Cape5A, Cape5B, Cape6A, Cape6B,

Transformers/tanks Elst1A, Elst1B, Elst2, Elst3A, Elst3B, Elst4, Elst5A
Hamh1, Hamh2, Hamh3, Hamh5, Hamh6, Hamh7
Walx1A, Walx2A, Walx2B Wylfl, Wylf2, Wylf4,
Neilston4, Northfleet3A

. Ffesl, Ffes2
14 Fizst Hydro GMT1 Main Tank ~ GMT6 Main Tank
Transformers/tanks

GMT1 Selector Tank ~ GMT6 Selector Tank
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Chapter 4 Results from Site Tests

The transformers were of various ages ranging from several years to several decades,
with oil DGA data records varying from one year to more than twenty years. Most of
the oil dissolved gas data was sampled and identified on a monthly basis. A suitable
format, spreadsheet was used to arrange the sample records, each of which contains
more than 10 gas components. Figure 4.1 shows an extract from the spreadsheet
containing the newly organised data records for all 10 gases. Hach single row
represents one sample record with the first column indicating the sample date and the
second to the eleventh column the concentration of each gas component. The unit of

concentration is part-per-million (ppm).

A B ¢ D ESrEnERaEe H | J [ MR PR SHONIK [t N (@ L |

: &
2

3 [SAMPDATE] _C02 | CO | _Ch4 ] C2He | cem4 | Czr2 | H2 | o2 | N2 [ HO |

4 [ 28-AugB0 2490 410 10 5 5 1 63, 7497 69628 13

5 11-May-81 2660 50 9 5 4 1 13 7497, 69828 14

6 05Jul81 1690 50 6 3 3 1 21 7497 69828 16

7 0B-Aug81 2305 494 9 4 3 1 51 7497 69828 16

8 16-Nov81 2477 50 10 5| 4 1 28/ 7497] 69828 11

9 | 16-Sep82 2212 50 8 4 4 1 24 7497 69828 15

10 05AugB3 2651 50 9 4 4 1 52| 7497\ 69828 2

11 27-Api86 1992 50 7 4 3 1 2 7497 69828 21

12| 18-Nov86 2720 50 20 5 4 1 31 7497 69828 14

13 12-Aug7 3048 50 10 5 4 1 28 7497 69828 6

14 12-AugB8 3285 50 1 5 3 1 407497 69828 12

15 24-Aug89 1888 50 7 4 2 1 38 7497 69828 5

16 22-Aug91 3582 486 C] 5 3 1 33 7497 69828 13
17 24-Aug92 2889 516 23 1 9 02 38 7497 69828 R

18 03Jan95 3199 546 10 6 5 02 28 10607 66964 12

19 22Feb95 3213 a7 12 7 5 02 30 21476 63091 13

20| 30-Sep-96| 4754 814 23 6 8 02 34 20049 68446 14

21 24-0un97 3298 563 9 5 3 02 24 19322 59596 18

2 26Jun97 3502 621 10 5 4 0.4 34 16406 61933 2

23 07-Jul98| 2985 597 9 5 3 02 29| 17125/  B8E86 16

24| 22.8ep98 2950 564 9 4 3 02 29 19871 61516 2%

25 29.Apr93 2489 397 7 3 2 02 19 20140 58747 15

26 29.Jun99 1460 312 ] 4 3 02 33 3784 44833 23

27

28

29

30

3 |
0 s
1 4 I MAWYLFImth { WYLF2mth £ WYLFamtb / g $ l«l |

Figure 4.1 DGA data in spreadsheet
(Concentration in ppm)

The data is usually presented in one or more orthogonal plots as different coloured
curves cortesponding to different gas components [Waters, 2001].  Such a
presentation format is used to show the DGA data of some transformers under typical

conditions as examples in the following subsections.

4.2.1 NGT In-service Transformers

Figure 4.2 shows the time-varying plot of the oil-dissolved gases concentration raw data

for an NGT in-service transformer tank, WYLF1mtb, a 220MVA, 400/132kV unit,
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manufactured in 1967 and installed in 1968, with samples taken over 19 years (August
1980 ~ June 1999). Due to CO, and CO having greater concentrations than the other
gases, they are shown separately in Figure 4.2(a), while the remaining gases are shown
in Figure 4.2(b). The DGA data indicate that the concentration of CO, is dominant
throughout the monitoring period, the concentration of CO increases to about 500ppm
after 1989, all hydrocarbon gases concentrations are below 25ppm and there is almost

no C,H, detected throughout the whole period.

WYLF1mtb DGA
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i
"
o ’1\.& S R i =G S N (0 R Beck. e

28/08/80 25/05/83 18/02/86 14/11/88 11/08/91 07/05/94 31/01/97
Sample Date

WYLF1mtb DGA

ppm
3

—-— CHa
—e— C2H6
c2ma
—>— c2H2
=t=—M2

® |

o % 5 o

28/08/80 25/05/83 18/02/86 14/11/88 11/08/91 07/05/94 31/01/97

Sample Date

Figure 4.2 DGA results of transformer WYLF1mtb
(a) CO,, CO (b). CH,, CH,, C.H,, CFL, H,

Figure 4.3 shows the concentration data of the oil-dissolved gases from another NGT
in-service transformer tank, which is designated BOLN3mtb. This is a 240MVA,
400/132kV transformer installed in 1968 with DGA sample records available from
September 1985 until November 1998. These results show that all the gases have an
increasing concentration trend, although not at a significant level. In addition there are
at least three obvious concentration reductions exhibited by all gases; these are for
samples taken around May 1990, October 1995 and July 1998 (probably because of
degassing).
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BOLN3mtb DGA
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Figure 4.3 DGA results of transformer BOI N3mtb
(2).CO,, €O by CH,, C.H,, C.H,, CH. H,

4.2.2  First Hydro In-service Transformer

As an example of the in-service First Hydro transformers, transformer FFES SGT1 is
chosen. Figure 4.4 presents the 11-year DGA data for this transformer and shows that
CO, is dominant duting the whole monitoring petiod (Figure 4.4(a)). Compared with
the hydrocarbon gases, H, also has a noticeable level of concentration (Figure 4.4(b)).

There are at least two high concentration peaks in the CO, and H, records around the

year 1992 and 1999.

FFES1 DGA

pom
o
8

—=—coz
-—e—CO
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(a) iy
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Sample Date

FFES1 DGA
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Figure 4.4 DGA results of transformer FFES SGT1
(a) CO,, CO (b CH,, Gk, C B, M b
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4.2.3 Neilston Site-test-1 Transformer

The Neilston SGT4 unit was a 1000 MVA, 400/275/33 kV transformer built by
Hackbridge & Hewittic in 1972. Dissolved gas data was available during the period
1977~1997. An isolated record for June 2001 was also available prior to one of the
present 8-day site tests (Appendix A). The history of this transformer was well
documented indicating that it was a fault susceptible transformer. A fault on the
transformer in 1997 initiated a Buchholz alarm [Hodgkiss, 1981; Rushton et al., 1981;
Davies, 1984] after which it was refurbished. A second Buchholz alarm occurred

thereafter and the unit was decommissioned.

The 24-year (November 1977 ~ June 2001) oil-dissolved gases concentration raw data
for the site-test transformer Neilston SGT4 are shown in Figure 4.5. Prior to year 1997
the concentrations of all gases vary within the normal range for in-service transformers
consistent with the results of Sections 4.2.1 and 4.2.2. However during 1997, the
concentrations of CO, CH,, C,H, and H, increased by at least an order of magnitude
above normal values suggesting the occurrence of some significant events and

consistent with the Buchholz alarm sounding.

Neilston4 DGA

50000

40000

30000 -
—— CO2
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Figure 4.5 DGA results of transformer Neilston SGT4
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4.2.4 Northfleet Site-test-2 Transformer

The Northfleet SGT3A transformer was a Parsons Peebles 500MVA, 400/275/33kV
unit manufactured in 1965. Firstly, T4296 was installed in 1966 and failed in 1973;
secondly, T4305 was installed in 1973 and failed in 1987; third, T4281 was installed in
1987 and failed in 1993 — a case with such poor records is unusual. After several
installations and failure, the transformer was moved to Northfleet about ten years ago,
with T4175, which was installed in 1993 until the present. Since excessive gasses have

been produced, there is the possibility that the unit has partial discharge problems.

Figute 4.6 shows the DGA results over the available 9-year period for the Northfleet
transformer. For this entire period, CO, and H, have relatively high and variable
concentrations while all other gases have extremely low concentrations.  The
concentration of H, is considerably higher than normal throughout the whole
monitored period. This might be relative to the type of transformer, which requires

such oil environment.

Northfleet3A DGA

1000
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Figure 4.6 DGA results of transformer Northfleet SGT3A
(a) CO,, CO (b) CH,, C,H,, C,H,, C,H,, H,
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4.3 Temperature Results

Temperature data were provided by NGT covering a period of 12 days (from 7" 14:20
to 19" 15:05 of July 1999), with sampling every 5 minutes. These consisted of tank and
oil temperatures and transformer load data from a particular transformer supplied as a
spreadsheet. There were 3466 records (samples) in the spreadsheet, which contained

14 fields (column headings), as shown in Figure 4.7.

A B DENEE 15 G H | J K L M NEEIEO) K Q R S Loy
; Date Time Ambient Bot. TanTop TanlTop TanlVibratiorPD 1 'Oilin  Oil out Load (scHydran PD Load (MV£OQilin'C_ Oil out 'C
3 07/07/1999 14:20:00 258 351 523 376 1.65 3.99| 11.185 1229| 1.237 471 0 6.8 471,297 4286875 52.5375
4 107/07/1999 14:25:00 256 35 52.7 374 1715 399/ 11.155 12075 1241 4705 0 6778 472,44 4260625 50.65625
5 07/07/1999 14:30:00 261 348 52.8 367 171/ 3995 11065 11.89 123 4705 0 6758 468.63 4181875 490375
6 07/07/1993 14.35.00 26 347 52.4 363 1695 4! 10.965 11725/ 1225 47 0 6747 466,725 40.94375 47 59375
7 07/07/1999 14:40.00 258| 345 518 359 1705 399 1087 11,69) 1232| 4705 0 6.77 469,392 401125 46.4125
8 07/07/1999 14:45:00 256| 342| 613 355 167/ 3995 10785 11.47 1.242 4705 UNDER | 6.765 473.202| 39.36875 453625
9 07/07/1993 | 14:50:00 255 339 51 351 171 399 1071 1136/ 1242 4705 0 B.765 473.202| 38.7125 44 4
10 07/07/1993 14:55:00 256 337 50.6 348 17| 3995 10645 11.27) 1.245 4.71 UNDER| 6.795 474.345 3814375 436125
11 07/07/1993 15:00:00 249 335 802 346 1705 3985 10585 11.195 1253 4.705 1] B6.77 477.393 37.61875 4295625
12 07/07/1993 15:.05:00 249 334 49.9 343 1715 3995 1053 11115 1.258 4.705 0, 6787 479.298| 37.1375| 4225625
13 07/07/1993 15:10:00 245 "332 495 339 1695|399 10485 11.085 1258 471 0 B773 479.298| 36.74375 41.73125
14 07/07/1999 | 15:16:00 251 33 49.2 33.7 17 399 1044 11 1263 4705 0 68 481.203 36.35 4125
15 07/07/1999 15:20:00 25 328 491 335 171 3.99 104 10945 1273 47 0 B.798 485013 36 40.76875
16 07/07/1999 | 15:25:00 262 327 489 333 1775/ 3995 10365 10.895 1273 4706 0 6.805 485,013, 3569375 40.33125
17 07/07/1999 15:30:00 258 326 488 331 1.785 399 1034 10855/ 128 4.7 0 6782 487 68| 35475 39.98125
18 07/07/19939  15:35.00 262/ 325 488 33 1.7/ 3995 1032 1082 1.278) 4705 0 6.802 486.918 353 39675
19 07/07/1993 15:40.00 265 324 486 329 171 3995 10295 1079 1.275 4705 0 6.79 485775 3508125 39.4125
20 07/07/1993 15:45:00 2.3 324 485 328 1685 4 1028 1076 1283 4705 0 6782 486.823 3495 39.15
21 07/07/1993 | 15:50:00 257 323 48.4 327 1705 3995 1026 10.74| 1285/ 4705 0 6787 4B9.585 34775 38975
22 07/07/1999 15:56:00! 253| 323 48.4 325 171 399 10245 10715 129 4.7 0 679 491.49| 34,64375| 38.75625|
23 07/07/1999 16:00:00 249 321 48.2 324 168 3995 1023 10695 1283 47 0 6815 488.823] 345125 3858125
24 07/07/1993 16.05.00 253 32 481 323 1715 3985 10.215 10675 128 4695 0 6832 487 68 34.38125 36.40625
25 07/07/1999 16:10:00 257 32 48 323 1.695 3.99 102 1066 1.28 47 0 6.827 487 68 3425 38275
26 07/07/1999 16:15:00/ 263 319 48 321 175 3995 10185 1064 128 47 0 65.838 487 68 34.11875 381
27 07/07/1993 16:20:00 26.4 318 478 32 166 3995 10175 10625 1.285 4705 UNDER' 6.858 489.585| 34.03125 3796875
28 07/07/1993 16:25:.00 266 319 477 32 172, 3995 10.165 10.605 128 4705 0 6847 487 68| 3394375 37.79375
29 07/07/1993 16:30.00 266 38 47 6 32 166 399 10.155 10595 1275 47 0 6827 485.775 3385625 37.70625
30 07/07/1999 16:35.00 271 Nns 473 319 1695 3995 1014 1058 128/ 4705 0 6.832 487 68| 33725 37575
31 07/07/1993 16:40.00 27.2 317 473 319 1685 3995 10.135 10.57 128/ 4,705 0 6807 487 .68 3368125 374875
32 07/07/1999 16:45:00 27 316 473 318 1.72 399 10125 10655 1273 4705 0 B6785 485.013| 3359375 37.35625
33 07@7/1999 16:50:00 258 315 473 31.7 171, 3985 1012 1055 1.273 47 0 6782 485013 3355 373125 &
M 4 »[M\19_6_99/ lel o

Figure 4.7 Temperature data in spreadsheet

The time variation of the transformer oil temperatures entering and exiting from the
transformer over the 12-day recording period are shown in Figure 4.8 along with the
diurnal ambient temperature fluctuations (20 Celsius with variations between 10 and 30
Celstus). The temperature of oil entering the tank is around 30 Celsius while that of
exiting is around 45 Celsius. This is reasonable since the transformer oil functions for

cooling purposes [Richardson, 1978; White, 1994]. All three temperatures follow a

diurnal pattern.

Figure 4.9 shows the time variation for the 12-day period of the temperatures of three
tanks — top tankl, top tank2 and bottom tank. The top tankl has a temperature
variation in the range of 50 to 35 Celsius rather higher than the other two tanks, which
show changes of 30 to 25 Celsius. As for the ambient and oil temperature results of

Figure 4.8, these three tanks temperatures also exhibit a diurnal variation.
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Figure 4.8 Oil temperature data in time-Celstus plot
(Time variation of temperatures for oil entering and exiting the transformer along with
the ambient temperature)
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Figure 4.9 Tank temperature data in time-Celstus plot
(Time variation of temperatures for top tanks 1 & 2 and bottom tank)

4.4 Electrical/RF Emissions Results

Electrical and radio frequency results were mainly obtained from two site tests
(Neilston and Northfleet). For the first site test (Neilston) the only reliable electrical
and RF results were those obtained by KEMA. For the second site test (Northfleet)
reliable results were obtained by four academic institutions (Glasgow Caledonian
University, UMIST, University of Southampton and University of Bath) with signals
from sensors of 6 organisations (sensor shared for cross-correlation purpose, Section

3.4.1), the previous 4 providers plus KEMA and Siemens (Table 4.1).
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4.4.1 Neilston Site-test-1 Transformer

Two files (2606n and 26060) containing typical UHF PD events, which were recorded
during the Neilston site tests (Appendix A), have been provided by KEMA. The file
structure is according to 2 CIGRE format [Huecker, 1998]. Phase resolved PD events
are shown in Figure 4.10 and Figure 4.11 for one time of the monitoring period. The
magnitudes of the PD events are shown in terms of the electric charge involved pico

Coulomb (pC). The 50Hz voltage sine wave is also shown in these two figures.

Phase Resolved PD Events (File 2606n)
80 -

60 -
40 |
20 I
0 | 1
90 18 270
-20
-40

-60 4

PD Magnitude {pC}

Phase [degree]

Figure 4.10 Phase tesolved PD events “2606n” from Neilston SGT4
(Black column trace — PD charge, Red Sine wave — 50Hz voltage waveform)

Phase Resolved PD Events (Flle 26080)

PD Magnitude [pC]

Phase [degree)

Figure 4.11 Phase resolved PD events “26060” from Neilston SGT4
(Black column trace — PD charge, Red Sine wave — 50Hz voltage waveform)

As a conventional way to present the PD events, a 3D disttibution, either phase-cycle-
amplitude [Judd et al., 2001] or phase-amplitude-count [Pearson et al., 1995], is
usually used. Figure 4.12 shows an example of the latter. It indicates that the largest
number of PD events occur with a charge magnitude of 45~50pC (light green).
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Figure 4.12 PD events 3D plot of “2606n” from Neilston SG'T4
(Ref. Figure 4.10)

4.4.2 Northfleet Site-test-2 Transformer

The signals provided by Glasgow Caledonian University, UMIST, University of
Southampton and University of Bath are all time-varying signals. Table 4.3 lists some

of the properties of the signals received from each participant.

Table 4.3 Properties of available electrical/RE signals

Participant Signal sample rate Signal duration

Glasgow Caledonian 10MHz 20ms

UMIST a) 10MHz, b) 250MHz, ¢) 500MHz a) 20ms, b) 20us, ¢) 10us
Southampton a) 250MHz, b) 500MHz a) 20ms, b) 20ms

Bath 2.5 GHz 0.2ms

4.42.1  Signals from Glasgow Caledonian University

Three typical signals (namely “C2-10-34-24”, “C3-10-34-31” and “C4-10-34-35”)
recorded during the Northfleet site tests were supplied by Glasgow Caledonian
University. The files are in ASCII format. They contain one column of signal
amplitude with the last but one and the last number indicating the time of the first
sample and the time per sample (i.e. inverse sample rate) respectively. Hence, from the
file information, all the three files have the same sample rate 10MHz and number of

sample points 200,000 ie. cover only one cycle of 50Hz-AC power - time duration
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20ms. Figure 4.13 to Figure 4.15 show the time-amplitude orthogonal plot of the

above signals for one whole 50Hz power cycle.

W aveform of Glasgow Signal "C2-10-34-24"
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Figure 4.13 Glasgow RF signal “C2-10-34-24” from Northfleet SGT3A
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Figure 4.14 Glasgow RF signal “C3-10-34-31” from Notthfleet SGT3A
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Figure 4.15 Glasgow RF signal “C4-10-34-35” from Northfleet SGT3A
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0.1

Raw data of file C2-10-34-24

Raw data of file C2:10-34-24

9 ®)
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-325 4.33 4,335 4.34 4.345 16.77 16.772 18,774 16.776 16.776 16.78 16.762 16.784 16.786 16.788 16.79
Time [ms] Time [ms]

Figure 4.16 Short time scale for signal “C2-10-34-24”
(a) 4.33ms pulse (duration =5us) (b) 16.78ms pulse (duration >15us)

Raw data of file C3-10-34-31 Raw data of file C3-10-34-31
0.04 T 01 T
0.05F
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0.05r
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10.216 10.22 10.225 10.28 10.235 17,835 17.84 17.845 17.85 17.855
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Figure 4.17 Short time scale for signal “C3-10-34-31”
(2) 10.22ms pulse (duration =12us)  (b) 17.84ms pulse (duration >15us)
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Figure 4.18 Shott time scale for signal “C4-10-34-35”
(2) 10.33ms pulse (duration >15us)  (b) 17.5ms pulse (duration >15us)

(b
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Details of the pulses and waveforms can be extracted by scanning the signal over a
shorter time scale (e.g. 20us). Examples of such signals are shown in Figure 4.16 to
Figure 4.18 for each of the larger time scale results of Figure 4.13 to Figure 4.15. For
example Figure 4.16 corresponds to Figure 4.13 showing the time expansion of an
event at 4.33ms in Figure 4.16(a) and another event at 16.78ms in Figure 4.16(b).

From the focused shott time scale waveforms, a judgement can be made that most are

broadly similar but differ in detail.

4.4.2.2  Signals from UMIST (Siemens & KEMA signals included)

Seven typical sets of RF signals recorded during the Northfleet site tests were provided
by UMIST. In addition to Channel 1, which is gone the synchronous signal, each set
contains three channels of PD signals, with UMIST signals on both Channel 2 and
Channel 3 and Siemens/KEMA signal on Channel 4. Table 4.4 summarises this
information. The files are in ASCII format, contain a header indicating values of
“trigger time”, “time of first sample”, “time per sample” and “number of samples” etc.,
followed by a column of amplitude data. Some sets of signals have a sample rate of
10MHz, others 250MHz. Figure 4.19 shows one set of signals of the former in time-
amplitude orthogonal plots. A number of possible discharge events in the form of

distinct pulses are apparent on each trace (a) (b) and (c) of Figure 4.19.

Table 4.4 Information for UMIST signals

Date

Count Channel 1 Channel 2 Channel 3 Channel 4
flef May 02 Phase C
4 ase
151 om) b PhaseC Phase B 275kV winding
15.31.08 (oom > Synchronise 4001V bushing 400KV bushing  Siemens probe
15-33-26 (20u) tank bottom
15-39-58 (20ms)
Phase C
27 May 02 ) hron Phase B Phase C 275kV winding
Jil Synchronise 441y bushing  400kV bushing ~ KEMA probe
17-10-05 (10us)
tank bottom
Phase C
27 May 02 . Svnchron Phase B Phase C 275kV winding
S YACAIOMSE 275KV bushing ~ 275kV bushing ~ KEMA probe
17-22-09 (10u5)
tank bottom
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Figure 4.19 UMIST RF signal “May 25 02, 15-26-51” from Northfleet SGT3A
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Figure 4.20 shows some pulses from the above signals on an expanded time scale. It

should be noted that the high amplitude pulse at approximately 14ms is apparent on all

(b)

three channels. This pulse is shown on an expanded time scale (10us total) for each of

the three channels on Figure 4.20(b), (d) and (¢). The other pulses which have been

time expanded are at approximately 6ms Channel 2 (Figure 4.20(a)), 13ms Channel 3
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(Figure 4.20(c)) and 16ms Channel 4 (Figure 4.20(f)). Note the different amplitude

scales on these expanded time diagrams.
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Figure 4.20 Short time scale for signal “May 25 02, 15-26-51”
(Total time duration 10us) (a) Ch2, 6.343ms pulse; (b) Ch2, 14.095ms pulse;
(c) Ch3, 13.042ms pulse; (d) Ch3, 14.095ms pulse;
(e) Ch4, 14.095ms pulse; (f) Ch4, 16.315ms pulse.
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Figure 4.21 shows another set of signals with 250MHz sample rate in time-amplitude
orthogonal plots. Notice that the total time duration of these signals 1s 20
microseconds. The signals are of pulses received on each of the three recording
channels (Channels 2, 3 & 4 in Figure 4.21(a), (b) and (c) respectively) at the same time

instant. Other signals acquited from the UMIST monitoring are given in Appendix C.
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Figure 4.21 UMIST RF signal “May 25 02,15-33-26” from Northfleet SGT3A
(Sample rate 250MHz, total time duration 20us)
(a) Channel 2, (b) Channel 3, (c) Channel 4

S



Chapter 4 Results from Site Tests

4.4.2.3  Signals from Southampton University

Due to the high sample rate (250MHz or 500MHz) used by the University of
Southampton to record the RF signals for every single cycle (20ms), there were 5M to
10M sample points per cycle, which required 80 to 160 Mega bytes for storage in an
ASCII-format file. For convenience, the signal for each cycle was plotted online by
using an oscilloscope and storing into an image via a computer. For further usage, data

for each cycle was stored into a trace file (*.trc), whose size was reduced by 75%.

A compact disk (CD) containing all site-test trace files recorded from the Northfleet
SGT3A transformer was supplied by the University of Southampton. Since the signals
were recorded in trace format, specified software was needed to convert the trace files
(*.tre) into text files (*.txt) for further processing. After file conversion, the text file
contained a column of amplitude data and an optional column of instant time data.
Figure 4.22 ~ Figure 4.24 show three typical example signals of three phases (A, B and
C) in time-amplitude orthogonal plots produced from these results. Other typical

waveforms obtained from the Southampton records are shown in Appendix D.
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Figure 4.22 Southampton RF signal “AF1212” from Northfleet SGT3A
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W aveform of Southampton Signal "BF1310"
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Figure 4.23 Southampton RF signal “BF1310” from Northfleet SGT3A
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Figure 4.24 Southampton RF signal “CF1207” from Northfleet SGT3A

4.4.2.4  Signals from Bath University

The University of Bath also supplied RF signals from the Northfleet site tests in the
form of a CD. Although the sample rate of the signals was high (2.5GHz), since the
recording time duration was only 0.2ms (1/100 of one cycle), the size of each file in
ASCII format was reasonable. Hach file had four channels of signals representing 17
and d17/ds of the reference voltage, PD signall (from KEMA probe) and PD signal2

(from Bath Yagi antenna) in sequence.

Figure 4.25 and Figure 4.26 show two examples of such four-channel signals. These
results allow a cross correlation between the voltage, KEMA transformer localised and

Bath remotely sensed signals to be explored. An initial superficial examination of the

59



Chapter 4

Results from Site Tests

waveforms shows no obviously discernible common features between the four

channels but a more careful investigation with signal processing is warranted.
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Figure 4.25 Bath RF signal “092110” from Northfleet SGT3A
(2) 1 of reference voltage, (b) d17/dr of reference voltage
(c) KEMA probe signal, (d) Bath Yagi antenna signal
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Figure 4.26 Bath RF signal “092337” from Northfleet SGT3A
(a) V" of reference voltage, (b) d1//dz of reference voltage

(c) KEMA probe signal, (d) Bath Yagi antenna signal
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4.5 Acoustic Emissions Results

Two sets of acoustic signals have been investigated - results provided by ABB from the
Neilston site tests and signal calibration type results produced with an optical fibre
acoustic monitor undertaken at the University of ILiverpool (Section 3.6). No
meaningful acoustic signals were obtained from the Northfleet tests, since ABB did not
participate in the tests, acoustic tests by EdF and Virginia Tech (Table 4.1) were not
regarded as sufficiently meaningful, and acoustic results were not made available by

KEMA, nor Siemens.

4.5.1 Neilston Site-test-1 Transformer (ABB Results)

Two acoustic signals (files Lock95 and Lock67) recorded during the Neilston site tests
(Appendix A) were supplied by ABB. The signals were detected by a three-transducer
detector (I'TD) (Figure 3.7, Chapter 3), so each signal file consists of three sub-signals
(Section 3.5.2 ABB Acoustic Detection System). Figure 4.27 and Figure 4.28 show the
amplitude-time orthogonal plot of the two signals along with 50Hz AC voltage
waveform across the relevant phase of the transformer. The acoustic signal in Figure
4.27 is in the form of a short duration bust whilst that shown in Figure 4.28 is a longer

duration, more gradually changing form.
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Figure 4.27 ABB acoustic signal “Lock95” from Neilston SGT4
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Figure 4.28 ABB acoustic signal “Lock67” from Neilston SG'1'4

4.5.2 Acoustic Simulation

Laboratory tests with an optical fibre acoustic probe were undertaken at the University
of Liverpool laboratories to explore the interactivity of pulsatile and periodic acoustic
signals in order to aid the interpretation of the transformer acoustic signals. For
comparison purposes, signals were recorded with pulse frequencies set at 1, 5 and 10
Hz respectively, with amplitudes varying from 5 to 10 volts. These were superimposed
upon the random acoustic signals produced by water flowing through a pipe (Section
3.6, Chapter 3). Table 4.5 is a format list of the files recorded by using software Cool
Edit 2000 [Adobe Audition, 2003].

Table 4.5 File specification in acoustic simulation

Item Specification

File type Wave file (Windows PCM, *.wav)
Sample rate 44100Hz, 8kHz

Channel Mono-channel

Resolution 32-bit
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Figure 4.29 shows an example of a recorded acoustic simulation signal, with a 1Hz
pulse frequency and 5 volts pulse amplitude superimposed upon an acoustic signal
from water flowing through a pipe (Section 3.6, Chapter 3). The horizontal and vertical
axes of the figure are time and amplitude respectively. The random water induced
acoustic signal is clearly discernible from the regular pulses produced by the signal
generator.  Figure 4.30 shows another example with a 5Hz pulse frequency and
amplitude varying with time from 5 to 10 volts. Other examples of such calibration

acoustic signals are given in Appendix E.
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Figure 4.29 Acoustic simulation signal “1Hz-5V”
(Pulses 1Hz, 5V)
Wawveform of Acoustic Simulation Signal "5Hz-5t010V" (Fs 44.1k)
18 ; : : ; e
10
| Tt
S ‘ I ‘
I LA LL QU 1
RO R
v il \c"‘lll I l} (i At i
o | I
| [ [
i |
I
-5 ] It

L L L L
o 5 10 15 20
Time [s]

Figure 4.30 Acoustic simulation signal “5SHz-5to10V”
(Pulse: 5Hz, 5~10V)
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4.6 Summary

Some typical raw data/signals for DGA, temperature, electrical/RF emissions and
acoustic emissions obtained from four different soutces have been presented. The
DGA data was in the form of measutements from a number of transformers including
NGT in-setvice transformers, First Hydro in-service transformers and site-test
transformers. Supetficial inspection of this gas concentration data does not yield any
obvious trends, which could be useful for prognosis purposes. Similarly the
electrical/RF and acoustic signals obtained from site tests are inspected, it is difficult to
distinguish PD initiated pulses and impossible to characterise ot classify the PD pulses.
Likewise any PD induced oil temperature changes ate difficult to discern against diurnal

variations.

There is therefore a need to explore the use of more sophisticated information
extraction methods for PD prognosis possibiliies. As a compatison, a brief
introduction of conventional methods is produced in Chapter 5 and the use of

chromatic approaches is discussed in detail.
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Chapter 5

Analysis of Results

5.1 Introduction

This chapter is concerned with analysing the complex series of test data presented in
Chapter 4. Traditionally, the DGA data 1s usually presented in one or more orthogonal
plots as different shaped/coloured curves corresponding to different gas components
(Chapter 4) [Waters, 2001]. As mentioned, such a superficial inspection is difficult to
extract information for PD prognosis. Later development of TEC/IEEE code for
DGA is based on ratios of different pairs of gases [ANSI, 1992]. And new techniques
such as fuzzy logic, neural networks etc. attempts have been made to improve DGA
according to the above code in recent years [Cao et al., 1993; Su et al., 2000;
Guardado et al., 2001; Yang et al., 2001; Ahmad et al., 2002]. However, the
complicated relationship between the code and fault condition, and the uncertain
completeness of ratios enumeration result in suspect outcomes. Furthermore, the
untraceable process in the “black box” of the new techniques emphasizes the

uncertainty of those attempts.

In the aspect of characterisation of electrical/RF PD signals, the development of
various methodologies is still undergoing in many research institutions [Hampton et

al., 1988; Bargigia et al., 1992; Pearson et al., 1995; Kemp, 1995; Hamilton et al.,
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1997; Rutgers et al., 1997; Judd et al., 2000; Russwurm, 2000; Ma et al., 2002a; Ma
et al.,, 2002b]. And acoustic diagnostic method is mainly for locating the PD source
[Ogihara, 1964; Lundgaard, 1992a; Lundgaard, 1992b; Bozzo et al. 1995;
Eleftherion, 1995; Bengtsson et al., 1997] rather than PD characterisation.

Thus, it is being addressed using the chromatic processing techniques described in
Chapter 2. The chromatic techniques, which are derived from colour science with
sophisticated theory, has advantages of simple algorithm and traceable processing. It
also has been practically applied on monitoting of HV circuit breaket, combined heat
power plant and envitonmental condition [Jones et al., 2000; Brazier et al., 2001].
For this research project, the manner in which the chromatic processing needs to be
applied to each of the different types of signals (DGA, temperature, electrical/RF
emissions and acoustic emissions) is first desctibed in Section 5.2. Thereafter the
approach is deployed for interpreting the various signals in the order which they have

been presented in Chapter 4 ie. DGA, temperature, electrical/RF emissions and

acoustic emissions.

5.2 Chromatic Processing Applied to Various Signals

5.2.1 Resume of Methodology

As detailed in Section 2.3, with the application of tristimulus processing the signal
domain is divided into 3 sectors. These three domains yield three outputs (R, G and B)
which are treated algorithmically to yield signal identifying parameters based on
dominating domain value (H), nominal signal sttength (L) and effective signal
bandwidth/spread (S). The results are usefully presented on a chromatic map (H-S and
H-L polar plots) as already desctibed in Chapter 2 Section 2.3.

5.2.2 DGA Data Processing

The chromatic methodology deployed with tristimulus filter (R, G and B), which was
described in Section 2.3.2 has been applied to the DGA data sets presented in Section

4.2. For this purpose, the three main transformer degradation conditions (Table 3.1) —
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cellulose decomposition, oil overheated and electrical discharge activity are assigned
each to the three non-orthogonal chromatic processor domains R, G and B as shown in
Figure 5.1. The corresponding H-S and H-L polar plots are shown in Figure 5.2. Thus
sector 0~90” encompasses the dominance of H,, C,H,, C,H, (electrical stress sector),
90" ~180” the dominance of C,H,, C,H, CH, (oil heated sector), 180" ~270° the
dominance of CH,, CO, CO, (cellulose decomposing sector). The S value indicates the
spread of gases produced (§=1 corresponding to a single gas) whilst the L value
indicates the extent of gassing produced. A hue angle of 180° suggests that CH, may

dominate if [.—1.

5
>

R G B

Ho [ CoHa | CoHa [ CoHe [ CHa | €O [ CO-
Gas Components

Figure 5.1 Configuration of tristimulus filter in DGA

MaxS =10 MaxL =10
CaHa Oil Heated 2
C>He 2He
Electrical
Stress

CHaq CHa

CcO CO

CO2 Cellulose €03

Decomposing

H-S Plot H-L Plot

Figure 5.2 Dominant gas species represented by hue angle

For practical deployment the need is to identify firstly whether there is significant gas
produced (i.e. L greater than a threshold) and then the extent to which the gas is of a

single or mixed components (i.e. § greater than a predetermined threshold).
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5.2.3 Temperature Signatures Processing

The chromatic processing of discrete data described in Section 2.3.2 has been deployed
with tristimulus filters (R, G and B) to the temperature results presented in Section 4.3.
For this purpose, the various factors listed in Table 3.2 (Chapter 3) have been clustered
into R (oil in, oil out, load), G (ambient temperature plus all other factors) and B
(bottom tank, top tank2, top tankl) as shown in Figure 5.3. The corresponding hue
angle, factor calibration is given in Figure 5.4. Thus a hue angle of 180" with §—1
means that the bottom tank temperature shows the greatest departure from normality,
whilst the condition $=0 indicates that the whole system is operating near normal. A
hue angle of 30” with §=0.5 indicates that the temperature of the oil circulated out of

the transformer departs most from normality but probably not excessively so.

R G B

Oilin [Oil out| Load |[Ambiend Bott. T [ Top T2 [ Top T1 ],
Temperature Components o

Figure 5.3 Configuration of tristimulus filter in temperature data analysis

MaxS=1.0 MaxL =1.0
Load Load
Ambient Ambient
0il out 0il out
(30°,1.0)
Bottom /f 30° Bottom /l
tank tank
‘/. 0il in /
N N
Top Top
tank 2 tank 2
Top Top
tank 1 tank 1
H-S Plot H-L Plot

Figure 5.4 Dominant temperature factors represented by hue angle
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5.2.4 Eletrical/RF Signal Processing

For the purpose of PD pulse detection and identification, the chromatic methodology
deployed with tristimulus filters (R, G and B) for continuous signal processing, which
was described in Section 2.3.1, has been applied to the electrical and RF signals
presented in Section 4.4. In this case the parameter axis is radio frequency and three
Gaussian processors are deployed non-orthogonally to cover the entire frequency range
monitored (Figure 5.5(a) 100Hz~5MHz, Figure 5.6(2) 100Hz~125MHz, Figure 5.7(a)
100Hz~1.25GHz, the lower end covered from 100Hz is to avoid the interference with
the power frequency, which is about 50Hz).

2MHz
: . 2.5MHz 80°
8 120°
4 o
100Hz
o5 1 15 5 25 3 a5 4 45 8 240°
Froqueney ) x o SMHz
@ (b)

Figure 5.5 Calibration between RF filter rangel and hue angle
() SMHz-range tristimulus filter (b) SMHz corresponding hue angle (non-linear)

50MHz
- 62.5MHz 80°
B 120°
00
100Hz
P R R e 240°
Frequency [Hz] x 10’ 125MHz
(@)

(b)

Figure 5.6 Calibration between RF filter range2 and hue angle
(2) 125MHz-range tristimulus filter (b) 125MHz corresponding hue angle (non-linear)
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500MHz
625MHz 80°
1202
00
100Hz
"‘ ; 's ” y 2400
Frequency [Hz) x10° 1.25GHz

@) ®)

Figure 5.7 Calibration between RF filter range3 and hue angle
(a) 1.25GHz-range tristimulus filter (b) 1.25GHz cotresponding hue angle (non-linear)

The corresponding H polar diagtams are shown in Figure 5.5(b), Figute 5.6(b) and
Figure 5.7(b) respectively, from which the non-linear relationships between hue angle
and dominant frequency can be extracted. The variations of H, L and S (dominating
frequency, effective signal strength and nominal signal bandwidth) with time can then

be produced to chatacterise the time vatiation of the signals.

5.2.5 PD Pulse Processing

The chromatic methodology deployed with tristimulus filters (R, G and B) for discrete
data processing, which was described in Section 2.3.2, may be applied for processing
the PD pulse/event data. The data consists of a number of PD occurrences according
to the magnitude of the electric charge in pico Coulomb (pC) during each quarter phase
of the 50Hz AC waveform (i.e. 0°~90°, 90°~180° etc.). Figure 5.8 shows the manner in
which filters were applied to the discharges data which is presented in tabular form
whereby individual discharges ate classified according to the charge magnitude (pC) and
waveform sector (x°). H-S and H-L polar plots may then be produced for
characterisation and classification purposes as shown in Figure 5.9. These show the
calibration of hue angle in terms of charge (pC) i.e. 0°~90° corresponding to 25~35pC,
90°~180° corresponding to 40~55pC, 180° ~270° corresponding to 60~75pC.
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H-S Plot

H-L Plot

A
R G B
25pC~|30pC~|35pC~|40pC~|45pC~|50pC~|55pC~|60pC~|65pC~|70pC~| <4— Magnitude
0~90° 9 4 5 7 18 6 7 I 12 2
90~180° | 0 0 0 0 0 0 0 0 0 0 0. of PD
180270" | 11 12 2 13 1 8 5 9 1
270~360° | 0 0 0 0 0 0 0 0 0
Figure 5.8 Tristimulus filter applied to PD events statistical data
MaxS =10 MaxL =10
40pC~ 35pC~ 40pC~ 35pC~
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50pC~ 30pC- 50pC~ 30pC~
55pC /i\ 29PC~ cenc /V 25pC~
D! /"\ S /-'\
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65pC~ 65pC~
70~75 70~75

Figure 5.9 Chromatic map for PD events characterisation

Thus a hue angle of approximately 90” and S=1 implies a dominating charge magnitude

of 35pC with very little other charge activity. If additional [.—1 the implication is that

the 35pC discharges are well above normal.

Conversely S—0 indicates a normal

distribution of discharge activity being relatively insignificant if [.=0 but considerable if

[—1.

5.2.6 Acoustic Signal Processing

The continuous signal processing technique described in Section 2.3.1 and already

deployed for RF signals processing (Section 5.2.4) may also be used for acoustic signal
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ptocessing. However, since the acoustic signals were noisier than the RF signals, after
the chromatic parameters H, L and S had been calculated from the filter outputs (R, G
and B), a peak disttibution process was petformed on the time varying HLS orthogonal
plots (H-t, L-t, S-). H-S / H-L (dominating frequency against effective signal
bandwidth and dominating frequency against nominal signal strength) polar plots
shown on Figure 5.10 (for acoustic simulation results) and Figure 5.11 (for ABB
acoustic results) to provide a calibration of hue angle in terms of acoustic frequency are

produced for comparison and cross correlation.

11.25kHz
120°
00
OHz
; 1.5 2 2400

Frequency [Hz]

x 10t 22.05kHz

@ (b)
Figure 5.10 Calibration between acoustic filter range1 and hue angle
(a) 22.05kHz-range tristimulus filter (b) 22.05kHz corresponding hue angle

50kHz
120°
00
100Hz
Tz 5 4 5 6 7 85 8§
Frequency (Hz) x 16" 1001(1._12240o
@) ®)

Figure 5.11 Calibration between acoustic filter range2 and hue angle
() 100kHz-range tristimulus filter (b) 100kHz corresponding hue angle
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5.3 Chromatically Processed DGA Results

The techniques described in Section 5.2.2 are applied for chromatically processing the
DGA tesults of NGT in-service transformets, First Hydro in-service transformers, site-

test-1 transformer Neilston SGT4 and site-test-2 transformer Northfleet SGT3A. ‘

5.3.1 NGT In-service Transformers

Chromatic results for transformer WYLF1mtb, which has operated for more than
thirty years, are shown in Figure 5.12. Note that the maximum of the saturation is 1.0
with one circle in the H-S plot being 0.2. However, for better focusing on the data
points, the maximum scale of the lightness map is set to 0.5 with one circle in the H-L
plot representing 0.1. The entire set of data (28/08/1980 ~ 29/06/1999) has been
included in the diagram, which so illustrates the degtee of information compression,

which is achievable with the approach.

The triangle in the H-S plot indicates the initial condition ie. the first sampled record
(28/08/1980) of the seven dissolved gases for the transformer, and the circle indicates
the end point (29/06/1999). The curve passing through the points represents the time

progression between start and end.

To interpret the chromatic results, it is advisable to proceed in the following order:
1) The L magnitude needs to be observed to determine the level of gas
production.
2) The H value needs to be considered to determine which gas dominates.

3) The S value needs to be considered to determine the spread of gas types

emitted.

It is clear for transformer WYLF1mtb that the L level is low (<0.1) indicating only low
levels of gases production. Of these CH, is dominant throughout the sampled
duration. This implies that the oil was ptobably being overheated above 150 °C, but

there seems to be no serious partial discharges or arcing (L.e. no high level of H, and

C,H,, Table 3.1). The implication is of a relatively safe status.
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Figure 5.12 DGA chromatic map of transformer WYLF1mtb
(Sampled 28/08/1980 ~ 29/06/1999) (§=0~1, L=0~0.5)

Figure 5.13 shows the processed results for transformer BOLN3mtb. The H-L plot
shows that although the L value remains low (<0.27), there is a clear change to the
electrical stress area (C,H,) beyond about the year 1990. The H-S plot shows that the
electrical stress component C,H, dominates with a maximum-recorded value of §=0.8
and a subsequent teduction of S to about 0.3. Thus although there has been a decrease
in L, nonetheless C,H, (indicating electrical stress) remains dominant. This suggests

that there is a need to maintain a watching brief on this transformer.

MaxS =10 MaxL =08
C2Ha Oil Heated Calla
CoHe Cz2He
CoHa C2Hz
Electrical
Stress
CHq g CHa
co K

coa Cellulose co A First Point
Decomposing

® End Point

H-S Plot

H-L Plot

Figure 5.13 DGA chromatic map of transformer BOLN3mtb
(Sampled 23/09/1985 ~ 30/11/1998) (§=0~1, L=0~0.5)
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5.3.2 First Hydro In-service Transformer

Figure 5.14 shows chromatically processed results for a First Hydro transformer plotted
in the same manner as the NGT results in Section 5.3.1. The time at which a sample
was taken is colour-coded — datk blue 1990 through yellow 1997 to brown 2001. Thus
the first point is indicated by a dark blue triangle, the end point by a brown circle.
During the life of the transformer there were outages and the oil was reconditioned.
The occurrence of these events is designated by a coloured hollow circle and the last
record prior to that is designated by a coloured hollow triangle. For example, the oil
reconditioning on 08/09/95 is designated by a hollow light blue circle and the last
record before that event by a hollow light blue triangle. The yellow open circle and

triangle correspond to a similar process on 09/09/97.

Oil Heated
C2He
Electrical

Stress
CHgq

H-S Plot H-L Plot
Y ear represented by colour
(111 E rEmE . Oil reconditioned 08/09/95
90 12345678900 0l On outage 09/09/97
A —- >» @

Figure 5.14 DGA chromatic map of transformer FFES SGT1
(Sampled 22/10/1990 ~ 28/10/2001) (§=0~1, L=0~0.5)

The H-L plot shows that although the L. value remains about 0.1, there is a clear change
to the electrical stress area (H,-C,H,) beyond about the year 2000. This suggests that
there is a need to maintain a watching brief on this transformer. The H-S plot shows
that for the significant concentration results (L. > 0.1) the electrical stress component

C,H, dominates with a value of § = 0.6. The oil recondition in 1995 did reset the
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condition to the origin. Thereaftet the points changed to the electrical stress area step
by step. The 1997 oil “outage” does not seem to have had a pronounced rehabilitation

effect. However all the points before/at the oil recondition and outage have a lightness
less than 0.1.

5.3.3 Neilston Site-test-1 Transformer

Figure 5.15 shows the chromatic map (H-S and H-L polar plots) for transformer
Neilston SGT4, which according to site experience (Section 4.2.3) is an example of an
imminently faulty unit (triangle — initial condition, circle — end point, square points —
samples just after a Buchholz alarm). From both the H-S and H-L plots all points
sampled until an alarm occurred in 1997 are located in the cellulose decomposition area
(CO, CO, dominant), including the alarm point. This may imply that the alarm was not
driven by gases decomposed from partial discharged oil, but from large amounts of
gases decomposed from cellulose/overheated oil (note 1* alarm point L = 0.4 which is

a significantly higher level than recorded on any of the transformets considered in

Section 5.3.1 and 5.3.2 above).

MaxS=1.0

MaxL=05
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CHa
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COx Cellulose A First Point
Decomposing ® Alarm Point
H-S Plot H-L Plot ® End Point

Figure 5.15 DGA chromatic map of transformer Neilston SGT4
(Sampled 29/11/1977 ~ 28/06/2001) (§=0~1, L=0~0.5)

However, the later alarm points represent a change in the deteriorating progression

with movement into the C,H, and H, sector. The low S value (< 0.2) indicates that
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there is probably a spread of gases with almost equal amounts of CO, CO, and C,H,,
H,; the large L values (0.35~0.5) indicates copious gas production. - After the alarm, the
C,H, and H, gases become dominant (§=0.4) but with other gases also present; an I
value of about 0.25~0.3 represents a level of concern particularly when located in the
C,H,, H, sector which is indicative of excessive discharge activity. The vigorous
excursion of the locus of the dominant points is also indicative of the relative volatility
in the gases being produced both in nature and quantity. This suggests that the
transformer condition was deteriorating further after the alarm; partial discharges

appear to have occurred frequently especially during the site tests with this transformer.

5.3.4 Northfleet Site-test-2 Transformer

Figure 5.16 shows the chromatically processed DGA results for the transformer
Northfleet SGT3A, which was being tested during 18"~23" May 2002. Due to no
dissolved gases results being available from these latter tests, only historical data points
have been analysed up to 18/ 02/2002. The results are colour coded according to the

date of acquisition, with the colour code being given below the diagram.

MaxL=05

Oil Heated

Electrical
Stress
CHq4

Cellulose
Decomposing

H-L Plot

Year represented by colour

EEEE: mnm
93456789001 02
A —- > e

Figure 5.16 DGA chromatic map of transformer Northfleet SGT3A
(Sampled 26/08/1993 ~ 18/02/2002) (§=0~1, LL=0~0.5)
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The chromatic map of Northfleet SGT3A show a similar layout to that of BOLN3mtb
in Figure 5.13. On the H-L plot, the L value remains about 0.2~0.3, and most of the

results lie in the electrical stress area (H,). The examination of the H-S plot shows that

the electrical stress components (C,H,-H,) dominate with a maximum value of 5=0.65
and a subsequent reduction of S to about 0.1. Thus although thete has been a decrease
in S, nonetheless C,H,-H, dominant with considerable level. This also suggests a need

to maintain a watching on this transformer.

5.4 Chromatically Processed Temperature Results

The temperature data presented in Section 4.3 (Chapter 4) for the transformer tank and
oil have been chromatically processed using the methods described in Section 5.2.3
“Temperature Signatures Processing”. The deployment of the various parameters
monitored within clusters associated with each chromatic processor is as already
described in Figure 5.3 (Section 5.2.3). 'The components of these clusters are also
indicated on the hue axis of the resulting H-S, H-L polar plots. Various combinations
of parameters have been explored and these are shown in Figute 5.17, Figure 5.18 and
Figure 5.19 for the temperature results included in the spread sheet of Figure 4.7 and
covering a time period of 7"~19" July 1999. On these figures the maximum scales of
the H-S plots are 1.0 with one citcle representing 0.2, while those of H-L plots are 0.25

with one citcle representing 0.05.

MaxS=1.0 Max L =025
Load Load
Ambient
0il out 0il out
Bottom //:;::::::::::\\
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0il in \<\)/ 0il in
tank 2
Top
A First Point tank 1
H-S Plot ® End Point H-L Plot

Figure 5.17 Temperature data analysis in arrangement 1
(oil in, oil out, load/ load, ambient, bottom tank/ bottom tank, top tank2, top tank1)
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Figure 5.18 Temperature data analysis in arrangement 2
(oil in, load, oil out/ oil out, bottom tank, top tank1/ top tank1, top tank2, ambient)
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Figure 5.19 Temperatute data analysis in arrangement 3
(load, oil out, oil in/ oil in, top tank2, top tank1/ top tank1, bottom tank, ambient)

The data points in Figure 5.17 vary within a small area around the initial point (L.=0.05,
3=0.2) with the first and end points aligning closely. This indicates a normal operation
situation based on the seven factors. It is consistent by the similar results obtained by
rearranging the clusters as shown in Figure 5.18 and Figure 5.19. No predominant
The hue value varies around 180 degree, saturation oscillates

component exists.

without exceeding circle of 0.4 and lightness values are almost within the 0.05 circle.
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Table 5.1 shows the extent of the excursions in H, I and 5. The consistency between

the values regatdless of the clustering selected is self-evident.

Table 5.1 HLS value distributions in temperature analysis

Hue value Lightness value Saturation value
Minimum Maximum Minimum Maximum Minimum Maximum

Arrangement 1 168 198 0.0254 0.0503 0.177 0.305
Arrangement 2 156 212 0.0260 0.0511 0.174 0.376
Arrangement 3 159 212 0.0257 0.0514 0.083 0.383

5.5 Chromatically Processed Electrical/RF Results

Given the wide diversity of electrical and RF measurements produced by the various
test participants (Table 4.1 KEMA, Glasgow Caledonian, UMIST, Southampton, Bath),
a number of different deployments of the chromatic methodology have been used as
indicated in Section 5.2. Thus the chromatic methodology for discrete data analysis
(Section 2.3.2) has been used for PD pulse/event characterisation and classification
(Section 5.2.5) of the Neilston transformer results. On the other hand, the techniques
detailed in Section 2.3.1 “Continuous Signal Processing” and Section 5.2.4
“Eletrical/RF Signal Processing” have been used for processing the time—varying
electrical/RF PD signals provided by Glasgow Caledonian, UMIST, Southampton and
Bath for the Northfleet transformer.

5.5.1 Neilston Site-test-1 Transformer

The PD events presented in Figure 4.10 and Figure 4.11 (Chapter 4) can be recast for
convenience on a polar plot with the azimuthal angle representing the phase during a
single 50Hz period and the radius representing a notmalized PD charge magnitude.
Each PD event can therefore be conveniently mapped on such a polar diagram. The
tesults of Figure 4.10 and Figure 4.11 are presented on such polar diagram in Figure
5.20 and Figure 5.21 respectively.

81



Chapter 5 Analysis of Results
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Figure 5.20 Phase resolved PD events polar plot of Neilston “2606n”
(Ref. Figure 4.10 and Appendix A)
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Phase location 0~360°
180° 0° >
PD charge magnitude
Normalized (0~1)
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Figure 5.21 Phase resolved PD events polar plot of Neilston “26060”
(Ref. Figure 4.11 and Appendix A)

These results show that the Figure 5.21 events have a more concentrated phase

location, being restricted to two major bands (approx. 30°~60° 210°~240° i.e. similar
phases on both +ve and -ve going voltages) and two side bands (H=150°, L=0.4;

H=260°, L=0.4). In the case of the Figure 5.20 results, the experimental points are
more scattered on the H-L plot (H=10°~80°, 190°~260°) but the phase location on

both +ve and —ve going voltage are again similar.
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The chromatic approach, which was detailed in Section 5.2.5 “PD Pulse Processing”
may be deployed onto PD event data classified according to the magnitude of charge
(Figure 5.8) during each quarter phase of the AC waveform, to produce a higher level

of data compression (Figure 5.9).

Figure 5.22 shows examples of the extracted results obtained from the raw data of
Figure 4.10. The 1" quadrant results are represented by a red triangle, the 2 quadrant
by green square, the 3* blue pentagon etc. The hue angle gives the PD magnitude,
lightness indicates the total number of PD and saturation represents the spread across
the charge (PD) categories. For this case, there are no signals for the 2™ and 4™

quadrants, so their corresponding points are located at the origin.
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(a) H-S Plot (b) H-L Plot

Figure 5.22 Extracted character for PD events of Neilston “2606n”
Condition: transformer voltage at 60% and frequency at 50 Hz (ref. Appendix A)

Comparing the 1 and 3" quadrants, Figure 5.20 shows that their charge distributions
are similar. Figure 5.22(a) shows that charge in the range of 50~55pC is dominant in
the 1" quadrant whilst in the 3* quadrant the dominant charge is 5pC less but with a
slightly greater number (larger L, Figure 5.22(b)) and broader spread (smaller S, Figure
5.22(a)). This illustrates how the chromatic technique can quantify the PD events in
terms of H, L. and § values conveniently whilst retaining the most important signal

features.




Figure 5.23 shows the chromatic results extracted from the raw data of Figure 4.11.
Since there is no signal for the 4™ quadrant, its point is located at the origin. Again the
distributions (Figure 5.21) for the 1™ and 3" quadrants are similar to each other except
for the second small block in the 3" quadrant. There is now a cluster of events also in
the 2" quadrant. PD magnitudes of 30~35pC are dominant in both 1" and 3"
quadrants; these have a similar number of PD (L, Figure 5.23(b)) and spread extent (S,
Figure 5.23(a)). The /i quadrant PDs have a smaller dominant charge (25~30pC), less
spread (S, Figure 5.23(a)) and are smaller number (L, Figure 5.23(b)).
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Figure 5.23 Extracted character for PD events of Neilston “26060”
Condition: transformer voltage at 60% and frequency at 50 Hz (ref. Appendix A)

Comparing the results of Figure 5.22 and Figure 5.23, it may be concluded that:
e Test 26060 has lower levels of dominating discharges than 2606n.
e There is significantly less spread (§) for 26060 (>0.85) than for 2606n
(0.4~0.55).
e There are significantly more discharges for 26060 (L.=0.03~0.08) than for
2606n (1.=0.01).

Note that test 2606n was performed approximately 5 minutes before 26060 (Appendix

A) ie. it suggests that discharge activity was increasing with time.
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5.5.2 Notrthfleet Site-test-2 Transformer
5.5.2.1  Signals from Glasgow Caledonian University

Figure 5.24 shows the chromatically processed results of signal “C2-10-34-24”
(Glasgow Caledonian), which has been shown in raw time varying form previously in
Figure 4.13. Figure 5.24(a) is the raw time-varying signal. This has been processed by
passing the signal through three broadband non-orthogonal filters (R, G and B) (Figure
5.5(2)) with a window averaging width of 64 bits (6.4us duration). The outputs from
the three R, G and B filters are then mathematically processed (Equation (2.6)~(2.8)) to
yield the three signal defining parameters H, . and §. The interpretation of the

chromatic patameters in this case is summatised in Table 5.2.

Each of the chromatic parameters (H, L and S) is plotted as a function of time in
Figure 5.24(b) (c) (d) along with the raw time dependent signal in Figure 5.24(a). The
results show that:
o The lightness parameter discriminates between strong and weak features of the
raw time varying signal.
e The saturation parameter is mote sensitive to the occuttence of some types of

pulses compared to others.

o The hue parameter provides a third and finer level of discrimination.

The broad pulse (5~7ms, Figure 5.24(a)) is identifiable via changes in all the chromatic
parameters H, L and 5. With S—0 (Figure 5.24(d)), it is implied that the pulse is highly

polychromatic, containing frequencies in the range H=100"~340° (several kHz to
5MHz). The sharp pulse at 4ms preceding the broad pulse (Figure 5.24(a)) is only
reflected by changes in L and § (Figure 5.24(c) and (d)), and not H (Figure 5.24(b)).
Other narrow pulses apparent on the raw signal (Figure 5.24(a)) are characterised by
only changes in § and not H or L (e.g. at 10ms and 17ms). Thus a number of signal
events within the 20 ms record window produce different responses on the three

chromatic parameters H, I and S.
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W awveform of Glasgow Signal "C2-10-34-24"
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Figure 5.24 HLS results for Glasgow RF signal “C2-10-34-24”
(Ref. Figure 4.13) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation

Table 5.2 HLS representations in RF signal processing

Symbol Full name Meaning Corresponding range

H Hue Dominating frequency 0~240° — 100Hz~5MHz
L Lightness Nominal signal strength 0~1 — 0~%*1

S Saturation Effective signal bandwidth 0~1 — 5MHz~0Hz

Figure 5.25 shows the chromatically processed results of signal “C3-10-34-31". There

are three major pulse regions apparent — a low amplitude broad pulse at 5~7ms, a short
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pulse pair at 10ms and high amplitude narrow pulse at 17ms (17.84ms). The time
locations of these pulses are similar to those in Figure 5.24(a). The broad pulse is
apparent on the L and § records (Figure 5.25(c) and (d)) but not on the H record
(Figure 5.25(b)).
5.25(d)) but less so on the L parameter (Figure 5.25(c)). The 17ms pulse is reflected by

Likewise the 10ms pulse pair is clear on the S parameter (Figure

changes in all three chromatic parameters (H, L and ). Thus although these three
pulses are located at the same phase in Figure 5.24(a) and Figure 5.25(a), they appear to

have different chromatic signatures in each case.
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Figure 5.25 HLS results for Glasgow RF signal “C3-10-34-31”
(Ref. Figure 4.14) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation
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Figure 5.26 shows the processed results of signal “C4-10-34-35” (Figure 4.15). Broad,

relatively low amplitude pulses occur at 5~7ms, 11~14ms, 16~17ms. Notable narrow

pulses occur at 4ms, 10ms and 17ms. The narrow pulses at 4ms and 17ms are apparent

on J (Figure 5.26(d)), less so on L (Figure 5.26(c)) and not on H (Figure 5.26(b)). The

narrow pulse at 10ms affects all three chromatic parameters H, I_ and .
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(Ref. Figure 4.15) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation

The detailed nature of the pulses identified in Figure 5.24, Figure 5.25 and Figure 5.26

may be investigated by time expanding the pulse signals. This has been done for the
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4ms and 17ms pulses of Figure 5.24, the 10ms and 17ms pulses of Figure 5.25 and the
10ms and 17ms pulses of Figure 5.26. These expanded time scale pulses are shown in

Figure 5.27(a) to (f).
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Figure 5.27 HLS results for selected pulses in Glasgow RF signals
(Ref. Figure 4.16 ~ 4.18) C2: (a) and (b), C3: (c) and (d), C4: (e) and (f)
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Short time scale HLS values may then be calculated for these pulses from the
waveforms in Figure 5.27. It is interesting to compare the nature and HLS values of
pulses at corresponding times on Figure 5.24, Figure 5.25 and Figure 5.26. Thus the
10ms results of Figure 5.27(c) and (e) show different HLS values to each other (H —
143/287, I.— 0.0018/0.003, § — 0.64/0.76). The 17ms results of Figure 5.27(b), (d) and
(f) also show different HLS values but substantially more different from the 10ms

results.

This is clearer after mapping the HLS values onto H-S (dominant frequency — effective
bandwidth) and H-I. (dominant frequency — nominal strength) polar plots (Figure 5.28).
All the 17ms pulses are in the first quadrant, while one of the 10ms pulse is in the
second quadrant and the other one is in the fourth quadrant on both H-S and H-L

plots.

The implication of these point-on-wave (power frequency) pulse signatures watrants
further consideration in relation of various types of partial discharging and also

transmission paths through the transformer.

Max L =0.005

90°
10ms
17ms

i

270°
H-S Plot H-L Plot

4ms

10ms

Figure 5.28 Chromatic map for selected pulses in Glasgow RF signals
Corresponding to Figure 5.27: (a) (b) triangle, (c) (d) square, (e) (f) circle
H: 0° (100Hz), 240° (5MHz); §: 0 (ASMHz), 1 (AOHz); L: 0 (0V), 0.005 (0.5mV)
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5.5.2.2  Signals from UMIST (Siemens & KEMA signals included)

The methodology (Figure 5.5) used for chromatically processing Glasgow Caledonian
results has also been applied to the UMIST results with 10MHz sample rate. Figute
5.29 shows the processed results of signal “May 25 02, 15-26-51” already presented in
Figure 4.19. Figure 5.29(a), (b) and (c) show the time varying raw signals of Channel 2,
3 and 4 respectively. Figure 5.29(d), (¢) and (f) show the time variation of the
chromatic parameters for the records of Figure 5.29(a), (b) and (c), each containing H,
L and S variations. The subscripts H,, L, S, designate the relevant Channel #, i.e. F,,
L, S, relate to Channel 2 (Figure 5.29(a)).

Figure 5.29(a) (Channel 2) shows shatp pulses at 1, 1.5, 6, 10 and 14ms, Figure 5.29(b)
(Channel 3) 13, 14ms and Figure 5.29(c) (Channel 4) a single 14ms pulse. On Channel
2, the 6ms pulse is discernible on H,, L,, 5,, the 10ms pulse on L,, S, and the 14ms
pulse is particularly apparent on H,, L, and S,. On Channel 3, the 14ms pulse is highly
distinguishable on H,, L,, S5; this pulse on Channel 4 is also cleatly visible on H,, L,
and 5, It is noteworthy that despite its greater amplitude the Channel 2 6ms pulse
chromatic signatures are less pronounced than those for Channel 2 14ms one. It
should also be noted that the hue cotresponding to the 14ms pulse decreases on
Channel 2 and Channel 3 but increases on Channel 4. L and § behave similarly on all

three channels.

Figure 5.30 shows the HLS results for selected pulses from signals in Figure 5.29 on
expanded time scales, with (2)~(f) corresponding to those in Figure 4.20 (Chapter 4).
The signals on channels 2, 3 and 4 at 14ms would appear to have been initiated by the
same event due to their simultaneity. The channels 2 and 3 H values are similar (204,
216) but not Channel 4 (from Siemens probe). This is because the Siemens probe is a
lower frequency resonant system. Notice that the L value of Channel 3 (0.018) is
substantially greater than channels 2 (0.006) and 4 (0.0085). This might relate to the

source position.

91



Chapter 5

Analysis of Results
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Figure 5.29 HLS results for UMIST RF signal “May 25 02, 15-26-51”
(Ref. Figure 4.19) (a), (b) & (c) Raw time-varying signal for channels 2, 3 & 4

(d), (¢) & (f) HLS results for channels 2, 3 & 4
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Figure 5.30 HLS results for selected pulses in UMIST RF signals
(Ref. Figure 4.20) (2) CH2, 6.343ms pulse (b) CH2, 14.095ms pulse
(c) CH3, 13.042ms puilse  (d) CH3, 14.095ms pulse
(e) CH4, 14.095ms pulse  (f) CH4, 16.315ms pulse
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The HLS values shown in Figure 5.30 are also mapped onto H-S and H-L polar plots
(Figure 5.31) for better presentation and direct information. The chromatic map
indicates that pulses on channels 2 (red triangles) and 3 (green squares) are similar but
different from those on Channel 4 (blue circles). This is also true for the pulses at
14ms in all three channels, although they are probably stimulated by the same PD event.
The difference is due to the different behaviour of the UMIST and Siemens probes (the
latter is a lower frequency resonant system (Figure 5.30)). And the L radius difference

of green squates from others is related to different pulse source positions.
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Figure 5.31 Chromatic map for selected pulses in UMIST RF signals
Corresponding to Figure 5.30: (a) (b) triangle, (c) (d) square, (e) (f) circle
H: 0° (100Hz), 240° (5MHz); §: 0 (A5MHz), 1 (AOHz); L: 0 (0V), 0.005 (0.5mV)

5.5.2.3  Signals from Southampton University

The tristimulus filters shown in Figure 5.5 have been deployed to the signals from
University of Southampton (reduced sample rate 10MHz). Figure 5.32 shows the
processed results of Southampton signal “AF1212”. Figure 5.32(a) is the time-varying
raw signals, which was shown in Figure 4.22, while Figure 5.32(b), (c) and (d) are hue,
lightness and saturation results respectively produced according to the scheme
described in Section 5.2.4. There are three broad pulses at 2~4ms, 8~12ms and

16~20ms, all of which produce responses on the three chromatic parameters [, I and

5. With §—0, containing frequencies in the range of H=50"~300", the pulse at
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8~12ms is more polychromatic than the other two pulses, which have §=0.2 and H
varying between 200° and 300°.
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Figure 5.32 HLS results for Southampton RF signal “AF1212”
(Ref. Figure 4.22) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation

Figure 5.33 shows similar chromatic results of the transformer phase B based upon the
signal “BF1310” of Figure 4.23. Figure 5.33(a) is the time-varying raw signals (already
shown in Figure 4.23). Figure 5.33(a) shows that there are one broad pulse at 10ms and

three sharp pulses at 1ms, 7ms and 9ms. The broad pulse is discernible on I and 3,

95



Chapter 5 Analysis of Results

whilst the three sharps are all discernible on the HLS graphs of Figure 5.33(b) (c) (d).

The following features are notewartty:
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Figure 5.33 HLS results for Southampton RF signal “BF1310”
(Ref. Figure 4.23) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation

e The pulse at 1ms has the highest lightness value and the most frequency
components (lowest 5) compared with the other two pulses

e Although the pulse at 7ms has a higher lighteness value than the one at 9ms, it

contains fewer frequency components.
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Figure 5.34 shows the chromatic results of the transformer phase C based upon the
signal “CF1207” of Figure 4.24. Figure 5.34(a) is the time-varying raw signals (already
shown in Figure 4.24). From the HLS result in Figure 5.34(b), (c) and (d), there are
only two pulses, one at 9ms and the other at 16ms producing responses on all three
chromatic patameters. Other pulses only produce responses on saturation and some

muted response on hue.
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Figure 5.34 HLS results for Southampton RF signal “CF1207”
(Ref. Figure 4.24) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation
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5.5.2.4  Signals from Bath University

The tristimulus filters shown in Figure 5.7 have been applied to the signals from
University of Bath. Figure 5.35 shows the chromatically processed results of Bath
signal “092110” together with raw PD signals (channels 3&4), which were shown in
Figure 4.25, for cross-checking purposes. The HLS results of the Channel 3 signal
(from KEMA probe) indicate four significant pulses at around 15us, 20us, 120us and
130us. The 85us pulse apparent on the raw signal does not have a significantly
different chromatic signature and so 1s not identified chromatically as being significant.
In addition there are apparent on the KEMA raw signal, a series of regulaly spaced
short duration (=10ns) lower amplitude pulses occurring throughout the observation
time window. These probably contribute to the background hue value of about 190°
(=1GHz), the background L value of about 0.55 and the background S value of about
0.7 appatent on Figure 5.35(b).

The Bath results also show regular pulsations on the raw time-varying signal (Figure
5.35(c)) throughout the measurement window with a repetition rate similar to the
KEMA pulses (Figure 5.35(2)). However there are no obvious spurious pulses
observable at the same instances as the KEMA pulses i.e. at 15, 20, 120 and 130 us.
chromatic processing of the Bath signals yields the time varation of H, L and § shown
in Figure 5.35(d). The processors used to yield thse HLS values are shown in Figure
5.7. A number of features are apparent on these HLS graphs (Figure 5.35(d)), firstly
the background L is lower (=0.2) than that for the KEMA signal (=0.55). The
background H for the Bath results (=200°) is similar to the KEMA value (=190°). The
maximum levels of S are similar in both cases (=0.7). Secondly the Bath results show a
large number of pulsations on the H and L graphs but none correspond to the time

instances at which pulses were identified on the KEMA results.

The second set of KEMA-Bath results (Figure 4.26) have been analysed in a similar
manner and the results are shown in Figure 5.36(a) (b) for the KEMA signals and (c) (d)
for the Bath signals. The trends identified in Figure 5.35 are also appatent in Figure
5.36.
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Figure 5.35 HLS results for Bath RF signal “092110”

(a) Channel 3 (KEMA probe) raw signal (b) Channel 3 HLS results

(c) Channel 4 (Bath Yagi antenna) raw signal (d) Channel 4 HLS resutls

(a)

} (b)

(c)

} (d)

Thus the Bath background L level (=0.2) is less than the KEMA background (=0.55)

whilst the background H levels are similar (H=190°~200°).

Although the number of
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pulses identified chromatically from the KEMA resutls (Figure 5.36(b)) is 11 (apparent
on H, L. and ), there is no correlation apparent with the Bath HLS analysed pulse
values (Figure 5.36(d)).
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Figure 5.36 HLS results for Bath RF signal 092337
(a) Channel 3 (KEMA probe) raw signal (b) Channel 3 HLS results
(c) Channel 4 (Bath Yagi antenna) raw signal (d) Channel 4 HLS resutls
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5.6 Chromatically Processed Acoustic Results

The acoustic signals supplied by ABB from the Neilston transformer tests (Section
4.5.1) have been chromatically analysed using the techniques described in Section 5.2.6.
A similar analysis has been made of the acoustic simulation results desctibed in Section

4.5.2.

5.6.1 Neilston Site-test-1 Transformer (ABB Results)

In the case of the Neilston transformer site tests, since the sample frequency of the
TTD signals was 200kHz and the inherent frequency of the transformer voltage was
around 50Hz, tristimulus filters have been applied over the frequency range of
100Hz~100kHz for signals shown in Figure 4.27 and Figure 4.28. The characteristics
of the chromatic processors used were of the form described in Section 5.2.6 and

numerically as shown in Figure 5.11(a).

Figure 5.37(a) shows the time variation of the chromatically processed results of the
signal Lock95 (Figure 4.27). Data points of low strength (corresponding to 1.<0.3) are
designated in yellow and may be distegarded as background noise. High strength data
points (L>0.6) are designated in red as being of greatest significance; intermediate
strength points (0.3<I.<0.6) are designated in blue. There is a clear lightness (L) pulse
distinguishable around /=0 for each of the three transducers TTD1, 2 and 3. The
dominant frequencies (300°, 350°, 350°) of this pulse of the signal being in the range
240°~360° are indicative of a combination of high and low frequencies and this is

confirmed by §—0.

An example of the H-S, H-L. mapping for one transducer (I'TD3) of these results is
shown on Figure 5.37(b), which indicates that the peak signal strength (red points,
H=280°~360°, §=0) contains a combination of frequencies with the lower frequencies
produced duting the pulsation (shift from yellow points via blue to red). It is also
interesting to note from the aspect of using the acoustic signals for fault location by
triangulation that the earliest signal onset is by transducer TTD3 and the latest by

TTD2 which however records the loudest signal.
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Figure 5.37 HLS results for ABB acoustic signal “L.ock95”
(Ref. Figure 4.27) (a) HLS values time variations for each of the three transducers
(b) H-S, H-L polar plots for TTD3
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The results of Lock67 (Figure 4.28) when analysed in this manner are considerably
noisier (Figure 5.38(a)). However the lightness (L) signal indicates clearly the onset of
the discharge signal (at TTD1 —0.827ms, TTD2 —0.795ms and TTD3 —0.827ms). The
H parameter shows violent fluctuation after the onset of the discharge signal as
indicated by L suggesting rapid frequency fluctuations. The loudest signals are
recorded at a variety of different times by each of the three transducers. This
behaviour could be indicative of multiple discharges. The relative magnitudes of the
signal features on L occurring at different times suggest that these various discharges
may be from a multiplicity of locations. This is consistent with the more complex and
pronounced frequency variations appatent on H, which are independent of signal
intensity. The relatively low values of § (around 0.2) confirm the existence of a

multiplicity of frequencies.

The H-S, H-L polar plots corresponding to Lock67 are shown on Figure 5.38(b) and
illustrate the wide range of dominating frequencies present but with a possible

clustering around 75kHz (H =180°). This is a similar value to Lock95 (Figure 5.37(b)).

Since this frequency also dominates in the absence of any discharging, it is possible that
it reflects a characteristic frequency associated with the transformer itself (note the
implication is not of a resonant frequency since S <0.6 for both signals implying a

moderate level of polychromaticity)

Note that test Lock67 was performed 8 minutes before Lock95 (Appendix A) ie.

discharge activity appeats to be reducing.
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Figure 5.38 HLS results for ABB acoustic signal “Lock67”
(Ref. Figure 4.28) (a) HLS values time variations for each of the three transducers
(b) H-S, H-L polar plots for TTD1
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5.6.2 Acoustic Simulation

The time vatiation signals for the “water pipe-signal generator” results shown in Figure
4.29 have been chromatically processed with the processor characteristics shown in
Figure 5.10(a). Figure 5.39 shows the chromatically processed results of the acoustic
simulation signals processed in this manner. The lightness (Figure 5.39(c)) signal shows
the existence of the pulsatile components throughout the time recording petiod albeit
of reduced amplitude when supetimposed on the water flow signal. The time variation
of hue (Figure 5.39(b)) shows frequency changes clearly associated with the acoustic
pulses in the absence of water flow. However during water flow the background hue
reduces from about 260° to 210° accompanied by a substantial fluctuation level.
Simultaneously the saturation (Figure 5.39(d)) reduces from a near monochromatic
value (=0.8) pre water flow (¢ <5s) to a highly polychromatic value (=0.15) during water
flow. The implication is that pulsatile components may not be easily identifiable in the

presence of additional periodic signals.

W oaimtormn Of Acoustio SimMulation Signal "1 HZ -5V (Fe 49,1 k)
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Figure 5.39 HLS results for acoustic simulation signal “1Hz-5V”
(Ref. Figure 4.29) (a) Raw time-varying signal, (b) Hue, (c) Lightness, (d) Saturation
Pulse: 1Hz, 5V
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This also gives the reason for why all the tristimulus filters (Figure 5.5 ~ Figure 5.7,
Figure 5.10 ~ Figure 5.11) applied to electrical /RF and acoustic signals covered the
frequency range from 100Hz, avoiding the 50Hz AC voltage waveform.

A further test was performed whereby the amplitude of the pulsatile component was
increased during the water flow period by a factor of 2 (Figure 4.30). The resulting
lightness time-variation result is shown in Figure 5.40(b). This result shows clearly the
increased magnitude of the lightness of the pulsatile component during the water flow
period. It indicates that acoustic pulsatile signals may be detectable when superimposed
periodic signals exist provided the lightness of the pulsatile component is approximately
an order of magnitude greater than that of the periodic signal (i.e. L =0.8 compared

with 0.1 Figure 5.40(b)).
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Figure 5.40 Lightness result for acoustic simulation signal “5Hz-5to10V”
(Ref. Figure 4.30) (a) Raw time-varying signal, (b) Lightness
Pulse: 5Hz, 5~10V
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5.7 Summary

This chapter has described the chromatic analysis of the experimental results in Chapter
4 from four different sets of experimental data, which are DGA, temperature,

electrical/RF emissions and acoustic emissions.

The DGA chromatic results enable the working conditions of a transformer to be
classified, faulty transformers to be distinguished from others and imminent faults on

in-service transformers to be identified.

Chromatic processing of transformer temperature data has been used to explore the
tepresentation of significant PD induced temperature trends against a background of
diurnal variations in ambient temperature and transformer loading. A number of
different schemes for clustering the relevant parameters have been investigated all of

which are well behaved under normal transformer operating conditions.

Chromatic discrete processing has been applied to UHF PD events, which enables one
point on H-S or H-L map to be used to represent PD charge activities, their extent,
magnitude and phase location on a 50Hz power waveform. The chromatic processing
of time-varying RF PD signals has been shown to be capable using time stepping of a
narrow time window (~10us) along the period of a 50Hz voltage waveform to
distinguish between pulses having different compositions via their perturbing effects of

the pulses on each of the chromatic parameters H, L and §.

Processed acoustic site-test results have been shown to have chromatic signatures

b
which appear to be associated with PD activity. Analysis of the simulated acoustic
signals provided an indication of the effect of mixing periodic and pulsatile signals

which may be relevant for interpreting transformer borne acoustic signals

The chromatic results obtained from the individual parameter investigations described
in this chapter will be further processed and discerned when integrated to combine the

information extracted from each parameter results in Chapter 6.
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Discussion of Results

6.1 Introduction

With the tesults analysed in Chapter 5, this chapter discusses broader interpretations of
these results. This discussion is undertaken within the context that the DGA and
temperature results are primarily used for the purpose of identifying a transformer,
which may be apptoaching a faulty condition. The RF and acoustic results are used to
confirm the existence of electrical discharging and possibly identify the location of such

discharging within the transformer.

This chapter therefore addresses first the possibility of using chromatically deduced
parameters from the DGA measurements for indicating the probability that a faulty
condition may be evolving. This is followed by an attempt to classify RF signals to
indicate the occurrence of partial discharges as apposed to other discharge activities
such as external corona. Finally a chromatically based method for combining signals
from three acoustic transducers used for triangulation is explored in an attempt to

classify such signals.
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6.2 DGA
6.2.1 Normalization Schemes

In order to have meaningful and comparable DGA results for all transformer tanks, a
normalization process is needed. After considering the advantages and disadvantages
of different normalization schemes and comparing the meaning of the results processed
by these different schemes, the chromatic DGA results (Chapter 5) were normalized
using a ten-time-of-first-record (I'TFR) normalization method. The outcome of this is

discussed.

6.2.1.1 General Normalization

The general normalization method is to choose the maximum of each gas component
over a long period as the base for normalization. However this is not attractive because
of the following disadvantages:

* For online monitoring the maximum is not known a priori

¢ The method misuses the chromatic space

e The highest values for various gases may occur at different times during the

petiod (e.g. 20 years).

6.2.1.2 Database Normalization

The database normalization method is to choose a calculated value of each gas
component from a number of transformer tanks as the normalization standard or

criterion.

In one respect, the calculated value may be the maximum (or average) of each
individual maximum. For example, if the maximum (or average) value of all inspected
tanks’ maximum CQO, records is chosen as the normalization criterion for CO,, then the
maximum (or average) value of all inspected tanks’ maximum H, recotds would be
chosen as the normalization criterion for H,, similarly for other gases. This approach
does not overcome all the disadvantages of the general normalization method (Section

6.2.1.1).
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In another respect, the calculated value may be the maximum (or average) of each
individual first record. For example, if the maximum (or average) value of all inspected
tanks’ first CO, records is chosen as the normalization ctitetion for CO,, then the
maximum (or average) value of all inspected tanks’ first H, records would be chosen as
the normalization criterion for H,, etc. The distributions in Figure 6.1 show a similar
trend distribution. Furthermore, tegarding the average, the ppm level for a specified
petcentage (e.g. 50% or 80%) of transformers can also be chosen as the criterion. For
example in the case of 80%, the level of 2000ppm would be chosen as the CO,

criterion, 300ppm as the CO critetion, 20ppm as the CH, criterion, and so on.

If this is the case, the first two problems stated in the general normalization method

might be solved, but the third remains.

A major problem with this database normalization method is that it is non-specific in
the sense that the calculated crit¢ria may not be a meaningful value for a specified
transformer. This is because different manufacturers produce transformers with
different oil compositions, and each manufacturer may produce different types of
transformers. In addition, different transformers have various oil dissolved gas

percentages initially.

Note that the unit of these gas concentration data is “part per million” (ppm), it is a
unit of proportion and it only has meaning when comparing gas components within
their source collectivity i.e. the individual transformer tank itself. For instance, 500ppm
H, from transformer tank A does not have the same meaning as 500ppm H, in
transformer tank B. Furthermore there is no guarantee that the mass of either of these
two 500ppm H, is larger than that of 400ppm H, in transformer tank C; on the
contrary, they may be larger than that of 800ppm H, in transformer tank D. But for
tank A, 500ppm H, in the first record and 700ppm H, in the second record which is
sampled sometime later, at least indicate the proportion of H, in this tank A has

increased in a quantifiably meaningful manner.
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6.2.1.3 TTFR Normalization

Since both the general and the database normalization methods have so many
disadvantages, other schemes should be applied for better effect. A new normalization
method is therefore proposed. It is based on the first assumed value multiplied by ten
of each gas component in the individual transformer tank i.e. ten times of first record

(T'TFR) normalization.

Normalized value at time 7,

_ X

v = ToxD

(6.1)

whete

x(1) 1s the assumed initial value; x(7) is the value at time 7.

Figure 6.2 gives a schematic explanation for this TTFR normalization method. It has

the following advantages.
® The initial value of H-S 1s identifiable, but has low weighting
e Subsequent initial values restricted to circle § <§,

e Highlights excesses about initial value giving scale up to x(7) =10x(1) i.e. order

of magnitude

R G B

| | | I | | | |
Di [ Dz [ D3 [ Da [ Ds [ De [ D7 [ Ds | Ds [Dao |
Data Components =

(b) G '

Figure 6.2 TTFR normalization schematics
(a) Original data field: starting point x(#) = x(1); (1) = 0.1
(b) HLS field starting point (H,, §,): H, and §, are specified values depending on the

number of data components D.,
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Thus normalization based on records of the transformer itself is more reasonable than
the other two methods mentioned above. Although applying this normalization to
different transformers may appear as using different criteria, but it does in fact provide
a convenient means for comparing different transformers. TTFR normalization based
on the first record of the transformer itself can be regarded as an attractive comparison

method.

6.2.2 ‘Three Status of Transformer Conditions

DGA results from a total of 50 tanks have been analysed chromatically by using the
TTFR normalization method desctibed above. From the chromatic map (H-S and H-L
polar plots), some typical examples of which were shown in Chapter 5, they may be
classified into three categories corresponding to “safe”, “changing” and “fault

imminent” status (Table 6.1).

Table 6.1 Classification of DGA chromatically examined transformer tanks

Status Count Transformers

Boln1,
Bush2, Bush3, Bush4,
NGT 17 Cape2A, CapedA, Cape5B, Cape6A, Cape6B,
Elst2,
Safe Hamh1, Hamh5, Hamh6,
Walx1A, Wylfl, Wylf2, Wylf4,

First Hydro  Ffes2, GMT1s, GMT2m,

10 GMT3m, GMT3s, GMT4m, GMT4s, GMT5m, GMT5s, GMT6m
Boln2, Boln3,
NGT 18 Cantl, Cant2,

CapelA, Cape3A,
Elst1A, Elst1B, Elst3A, Elst3B, Elst4, Elst5A,

Changing Hamh2, Hamh3, Hamh7,
Walx2A, Walx2B,
Northfleet3A
First Hydro  Ffesl, GMT1m, GMT2s, GMTG6s (warning)
4
Faulty 1 Neilston4
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Results for transformers cortesponding to the “safe” status have similar chromatic map
to WYLF1mtb, which is shown in Figure 5.12 (Chapter 5). The chromatic map of this
category has the following characteristics.
e Most of the points on the H-L plot are within the 0.1 circle and no point
exceeds the 0.2 circle; and
e Most of the points on the H-S plot are within the Cellulose Decomposing area
(CO,-CO) or Oil Heated area (CH,-C,H-C,H,) and no point exceeds the 0.4

circle in the Electrical Stress area (C,H,-H,).

Results for transformers corresponding to the “changing” status have similar chromatic
maps to BOLN3mtb, FFES SGT1 or Northfleet SGT3A, which are shown in Figure
5.13, Figure 5.14 and Figure 5.16 respectively. The chromatic map of this category has
the following characteristics.
e Some of the points on the H-L plot exceeds the 0.2 circle; or
e Some of the points on the H-S plot exceed the 0.4 circle within the Electrical
Stress area (C,H,-H,).

The chromatic map of the Neilston SGT4 transformer, Figure 5.15, demonstrates the
“fault imminent” status. Comparing these results with those of the in-setvice
transformers, there is an implication that a unit may be tending to failure if the lightness
value exceeds 0.4, based on this seven-key-gas analysis. If the H value were in the
range of C,H,/H, in addiction to L. >0.4 then the risk of failure would seem to be
enhanced. One possible precursor to this is the indication from the H-S plot for
ptedominance of CO followed by CO, before moving towards C,H,. On both H-S
and H-L plots the trend to C,H,/H, during recent tests is noticeable. Therefore the
characteristic of this category can be summarised here.

e Some of the points on the H-L plot exceeds the 0.4 circle; and

e Some of the points on the H-S plot exceed the 0.4 circle within the Electrical
Stress area (C,H,-H,).
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6.2.3 Probability of Transformer Failute

A further aspect to which the chromatic analysis may be applied is for exploring the
probability of failure with respect to citical values of the parameters H, L and S. To
explore this possibility, use is made of the DGA results. It is first assumed that the
probability of failure may be governed by a pseudo Gaussian probability [Kenney,
1940; Papoulis et al., 2002].

P(x)=P, exp[—1<" I ayy

(6.2)
where

o, standard deviation; x

>

mean; P, may be 1.

From the chro;natic mapping it is known that
e If there is copious gas production, then Pis high i.e. P(L).
o If there is a predominance towards C,H,, H,, then P is high. Rearranging the
chromatic map so that H,,,, — C,H,, H,; H,,, & CO, CO,; Then P(H).

e If one gaseous species of the high risk ones dominates, then P is high i.e. P(S).

This arises because the dominating d¢terminant is the quantity of gas produced (i.e. L
large). If that gas is predominantly C,H,, H, (te. H arranged to be high) the probability
of failure is even greater. Finally if thete is 2 spread in the gases produced (i.e. S large)

the failure probability may be somewhat increased. Thus the hierarchical order of HLS
in determining the probability of failure is L. 2 H 2 5. Then it might be postulated that

P(L,H,S)=1-P,+h-P, +s-F

= Ry{1-expl (F )1+ heexpl-2 (1 "'>]+sexp[——( — Sy
2 L O-H O-S

(6.3)

where
l, b, s are scaling factors with /> /> sand Hh+s=1
L,=1,5,=1, H,= 240"

> »n
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In order to deploy this formulation in practice, values are needed for / 4, s and 0,, 0,,, 0;.
Inspection of the results presented in Section 6.2.2 for 50 transformer tanks leads to
the suggestion that /=0.5, /= 0.3, 5= 0.2 and at the point of probability-half-height,
LP/,: =02} Hp,/: =120 and Sp/z =0.4. This leads to the probability distribution curves
shown in Figure 6.3. Thus “half-height-bandwidth” of L (Figure 6.3) is 2-0.2-0.2 = 1.6
(=224 g,), i.e. g, =0.67, similatly, ¢, =100 and o; =0.5.

Probability Distribution

EPL—PH—PS]

1
Halftheight bandwidth
T

Probability
o
w

0.2

Y

! - 1
. 04 1
H LS 240° 360°

Figure 6.3 Probability of failure as a function of the components P, , P, B,
(Equation (6.2))

As a result of this approach the 50 transformer tanks with DGA results, which have
been classified on Table 6.1, can be justified in a quantifiable manner:
e Safe status
The last record of “WYLFImtb” chromatic results (Page 157", Slide 7):
L=0034, H=128, § =0.207
P=P, +P, +P, =017+ 016 4+0.06 =039

e Changing status
The last record of “FFES SGT1” chromatic results (Page 157", Slide 9):
L=0161, H =208, S=0.785
P=P, 4 Py+ P, =0.2340.28+0,18 =0.69
e Faulty status
The last record of “NeilstonSGT4” chromatic results (Page 157", Slide 8):
L=0314, H = 223,.5 = 0.700
P'='P, % PP, =0.20+%0.30+0:17 = 0.76
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6.2.4 DGA Short-time Variations

Conventional practice 1s to undertake DGA analysis periodically usually over extended
time periods (months/years). However it 1s useful to inspect DGA trends in the
presence of fault conditions over short durations (hours). Some Neilston transformer

results enable some quasi-continuous monitoring of DGA to be explored.

Figure 6.4 shows the H-S and H-L plots of Neilston SGT4, which only contain site
test sample points (1" quadrants of polar plots from Figure 5.15). Although excitation
and voltage parameters were changed substantially during this monitoring period, the
transformer status only varies within a restircted area on both H-S and H-L. DGA plots.
The implication is that the testing programme (25"~27" June 2001) did not produce a
major change of status — consistent with the fact that the transformer needed to be
regarded as suspect because of the C,H,/H, dominance and severe arcing problems,

Buchholz alarm etc.

C2H4

A First Point
® End Point

H,

H-S PlOtv Smax = 1.0 H-L p]Ot, Lo =005

Figure 6.4 Neilston SGT4 site-test DGA (00:00 25/06/01 ~ 00:00 28/06/01)
(§=0~1, L=0~0.5) (Part of Figure 5.15)

To examine these results in more detail, the HLS values have been plotted as a function
of time during the tests from 0:00 25/06/2001 to 0:00 28/06/2001. The results are
given on Figure 6.5. These show that the L values remain relatively constant (= 0.25).
The S results show a small tendency for the § value to marginally increase (0.4~0.48,
one gas becaming rather more dominant). The H results show a trend for H to

increase a little (from 5° to 15°) implying a trend for C,H, to dominate over H,. The
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rate of change of [ with time may give an approximate indication of the time response

of dissolved gases to fault occurrence.

Also shown on Figure 6.5 are the time instances at which some acoustic and RF signals
were captured (ref. Appendix A and Chapter 4). This data for RF and three acoustic
sources during this short time interval indicate that there was radio frequency and

acoustic pulses produced, probably indicating partial breakdowns inception.

Prior to 107% 55.1Hz test ~ Obtained acoustic signal times Obtained RF signal times 90mins after
(16:15~18:37) <« 17:25 and 17:33 on 26" 18:26 and 18:29 on 26" test shut down
i A7 o

as
30

=S -

H =20
15 o
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s

o

-y 3>
No test period

o.a

- e " - -
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o.=
L o.1s5
(-7

o.o5

o

0.5 4
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o.2

o.1 4

o
25/06/01 25/06/01 26/06/01 26/06/01 27/06/01 27/06/01 28/06/01
00:00 12:00 00:00 12:00 0o:00 12:00 00:00

Figure 6.5 HLS results of Neilston SGT4 site-test DGA

6.3 Temperature
6.3.1 Sensitivity Calculation

With the processing experience from DGA, the temperature data, which also contains
discrete sample records, were processed using a similar method applied for DGA with
TTFR normalization as well. In order to examine the sensitivity of the applied
tristimulus approach, the only temperature data, which has less variation than the DGA
data, is chosen to inspect the HLS chromatic map calculated based on different
normalization values. Figure 6.6 to Figure 6.8 show some interesting results in the
form of H-S and H-L polar plots with results normalized with three different reference

values.

118



MaxS =10 MaxL=1.0

\/ o/

Figure 6.6 Temperature normalization based on one time of first records

(§=0~1, L=0~1)
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Figure 6.7 Temperature normalization based on two times of first records
(§=0~1, L=0~1)
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Figure 6.8 Temperature normalization based on ten times of first records
(§=0~1, L=0~0.2)

119



Chapter 6 Discussion of Results

The Figure 6.6 results are normalized with respect to the first measured temperature
parameters (T, Ty and Loady). Figure 6.7 shows results normalized with respect to
twice the initial parameters values (L. 2T, 27T, and 2L oad,). Figure 6.8 shows results

normalized with respect to ten times the initial values (i.e. 10T, 10T, and 10Load,).

Note that on the H-S plots, the maximums of the saturation in all three cases are 1.0,
and both the angle and radius of the result points remain at the same position. This
means that both the hue and saturation values of the three sets of results are the same.
For the H-L plots, the maximums of the lightness scale are 1.0 on Figure 6.6 and 6.4
but 0.2 on Figure 6.8 for clarity. Considering the locations of the result points, the hue
angles for all three cases are unchanged, but the radii vary according to the multiple

number used in the normalization.

If H,, L, and S, designate the HLS results of normalization based on one time of first
records (Figure 6.6); H,, L, and S, designate the HLS results of normalization based on
two times of first records (Figure 6.7); H,,, L, and S|, designate the HLS results of
normalization based on ten times of first records (Figure 6.8); then from the above

illustrations, three equations may be deduced as follows.

H =H,=H,
S =85, =S8
L =2L, =10L,,

The three equations prove that the hue and saturation values are independent from the
normalization values while the lightness value 1s reflecting the ratio of the normalization

multiple. This also supports the feasibility of the TTFR normalization method.
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6.4 Electrical/RF
6.4.1 Normalization Scheme

Unlike DGA or temperatute data, RF signals provide instant information, since each
set of the RF signals recorded lasts no more than one power cycle (20ms) but contains
at least 200,000 sample points. The normalization difficulties experienced with the
DGA results are therefore removed. Also there is only a single result value for the RF
technique at one time instant compared with 7 DGA gas components. Thus, in the
chromatic processing of RF signals, a tristimulus filter is not directly applied on the raw

data in the time domain but in the frequency domain.

From the frequency spectrum, some of the RF signals contain high frequency
components with extremely high density as shown in Figure 6.9 — the logarithm scale in
Figure 6.9 (b) enhances the details of the low frequency components. If the R, G and
B filters have equivalent gains over the whole frequency spectrum of such a signal, then
the output of the low frequency end, which might contain useful PD information, will
be neglected since the output of the high frequency end (B filter) is several hundreds or
_thousands times larger than that of the low frequency end (R filter). This should be
avoided. Hence, for RF signal chromatic processing, a pseudo normalization
processing is applied on the outputs of R, G and B filters.

M ‘0.: Power Spectrum of Signal "May 25 02,15-26-51 CH2" 2 Powaer Spectrum of Signal *May 25 02,15-28-51 CH2"
- r . v v v T T T T T T v T T T

[} 0.5 1 1.5 2 25 3 35 4 4.5 5 o 0.5 1 1.5 2 25 3 35 4 45 5
Frequency [MHz] Fraquency [MHz) )

@ (b)
Figure 6.9 Power spectrum of UMIST RF signal “May 25 02, 15-26-51”
(a) Linear scale for signal CH2 (b) Logarithm scale for signal CH2
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The pseudo normalization is by simply adjusting the RGB outputs onto a comparable
level by applying R/R, .. G/G.,_,. or B/B,,. individually (R, G.. and B_, are the
maximums of the outputs R, G and B sequences respectively). This means that the
useful low frequency components are enhanced with the high frequency component
still available but attenuated. Unlike setting a threshold or changing the frequency
range of the filters, the extreme high frequency range is not simply cut off, which might

have some other information.

6.4.2 General Signal Observations

There are at least five types of short duration (< 10us) pulsed waveforms observed on
Figure 5.27 and Figure 5.30. These are
e DPulsed waveform with the same frequency as the background but with
increased amplitude
e Pulsed waveform with an additional frequency component superimposed on
the background signal and increased amplitude

e DPulsed waveforms on different channels with different frequencies (probes

related (Figure 5.30))
e Pulsed waveforms having different time duration

e DPulsed waveforms having different envelope shapes

These different pulse forms are all concerned with the interactivity of at least two signal
waveforms one of which may be regarded as “background”. There is also evidence of
two forms of interactivity between the simultaneously occurring waveforms, which are
e Additional superposition which leads to interference
e Multiplication which is modulation in nature

The latter often occurs under pulsatile conditions.

Analysis of these waveforms to extract a deeper level of information will need to
respect all these different manifestations, distinguish between them and relate to
different physical effects. The chromatic processing has the capability of providing
such signal discrimination leading to the need to relate various signal features to

patticular physical phenomena.
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Chromatic processing of the RF signals has been shown to be capable of yielding the
following information:

e By time stepping a natrow time window (~10us) along the petiod of a 50Hz
voltage waveform it is possible to distinguish between pulses having different
composition via the perturbing effects of the pulses on each of the chromatic
parameters H, L and 5. This means that not only should it be possible to
identify the point-on-wave of a pulse but also to identify its nature and so
provide a map of point-on-wave occurrence of different pulse types.

e Once the pulses have been located they may be chromatically probed on
shorter time scales (~10us) in order to provide more detailed signal
discrimination in terms of the HLS chromatic parameters. The implication is
that it may be possible for the HLS numerical classification to provide a means
for identifying pulses from different sources (air corona, partial discharge inside
the tank but outside the windings and PD inside the windings).

e Analysis of pulses on various phases of the transformer also has the potential of
identifying the offending phase and distinguishing it from pick up on the other
phases

6.4.3 Electrical/RF Signal PD Pulses Classification

Attempts can be made to chromatically classify the various pulse forms detected by the
different radio frequency techniques and measurements made on the Notthfleet
transformer by six organizations (Glasgow Caledonian, UMIST, Siemens, KEMA,
Southampton and Bath) described in Chapter 5 and Section 6.4.1, 6.4.2 of this present
chapter. For this purpose various results provided by the above otganizations have

been chromatically analysed as already described and are summarized in Table 6.2.

This lists the various RF tests results provided by the investigations and indicates as a
function of point on 50Hz wave (0~20ms) the occurrence or non-occutrence of RF
pulses. Each detected pulse is then shown according to changes, which occurred from

the background signal in terms of each of the chromatic parameters H