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Abstract 

The capacity and transmission distance of a high-speed Wavelength Division Multiplexing (WDM) 

transmission system are basically restricted by two factors: the first comes from the optical 

amplifier, including limited amplifying bandwidth, finite gain flatness, accumulation of Amplified 

spontaneous Emission (ASE) noise, and limited output power; the other comes from fibre 

dispersion, nonlinearities and polarization effects. 

This thesis starts from investigating the fibre dispersion and nonlinear effects on WDM system 

performance. Analytical models for pulse propagation in optical fibres, fibre nonlinear effects 

including Stimulated Brillouin Scattering (SBS), Self-Phase Modulation (SPM), Cross-Phase 

Modulation (XPM) and Four Wave Multiplexing (FWM) are investigated as the theoretical 

foundation of this thesis. 

As the design of photonic systems has reached to a stage where simulation is no longer a luxury 

but a necessity, the thesis presents a WDM transmission system simulation platform, with a new 

" method to evaluate transmission quality through the eye diagrams and amplitude histograms. This 

evaluation method provides a good tradeoff between the simpleness and accuracy. 
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Receiver analysis of 100/ 150 km WDM transmission systems is then performed with the help of 

the simulation platform. The influence of the variation in fibre parameters including fibre loss, 

dispersion and fibre effective core area are investigated, the influence of prechirp, rise time, 

extinction ratio, and sequence length on WDM system performance are also examined. 

Dispersion management is a vital issue for WDM transmission systems with higher bit rate, and is 

investigated in-depth in this thesis. After study the Group-Velocity Dispersion (GVD) - induced 

limitations on WDM systems, several dispersion management schemes are presented. The 

influence of XPM and SPM effects on WDM transmission systems applying dispersion 

management are studied. The noise amplification in a dispersion-managed WDM transmission 

system induced by modulation instability (MI) is investigated. Example of dispersion management 

for 16-channel WDM transmission systems is presented. 

Fo; the proper management of WDM transmission systems and particularly optical networks that 

use optical add-drop multiplexing (OADM) and optical cross-connect (OXe), it is essential to 

monitor a variety of channel performance parameters such as SNR, BER, Q-factor, etc., without 

compromising transparency. In a bid to reduce the number of expensive optical co~ponents, 

cost-effective monitoring solutions aim to perform most of the processing electronically. In this 

thesis we have proposed and demonstrated an optical transmission monitoring technique that 

utilizes blind signal separation methods based on higher-order statistics and an optical-loop 

structure. This technique shows a reduced complexity, a reformative cost-efficiency, and an 

improved performance. 
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Chapter 1 

Introduction 

It is well known that, from the late 1990's, the demand for telecommunications 

capacity has been driven by the Internet. The internet itself has been driven by the 

availability of data in electronic form, and of inexpensive personal computers. The 

telecommunications network, once dominated by voice traffic, now carries more data 

than voice. Data traffic, unlike voice which is fixed per link, grows because of 

demand for higher-quality images, sound and video. There will probably be an 

ultimate data limit that the average user will be able to comprehend, but this has yet to 

be reached. 

Until the late 1980's the growth in capacity was planned to be met by increasing the 

data rate along a fibre using a single wavelength. This was known as Time Division 

Multiplexing. Various schemes were proposed to overcome the 'Electronic 

Bottleneck' caused by the speed of electronic de-multiplexers. One, Optical Time 
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Division Multiplexing (OTDM), used interleaved pulses generated by a common 

source, but modulated by separated modulators, to provide a data rate several times 

the limit of each modulator. Dispersion in the optical link was overcome by using 

Soliton transmission, where the dispersion and the nonlinearity were used to balance 

each other exactly. However, the approach of increasing channel rate was only 

expandable to a certain level [I], and certainly could not meet an 'exponential' growth 

in capacity demanded by the internet. 

Wavelength Division Multiplexing (WDM) has provided the scalability necessary to 

cope with the capacity demands of data-driven communications. WDM started 

humbly, with two channels on different optical wavelengths. The method of 

multiplexing and de-multiplexing was to use simple optical filters. This is far easier 

than using timing based de-multiplexers such as required for OTDM. WDM has now 

broken the 160-channel barrier, extending into previously dark regions of the fibre 

spectrum by the use of new wideband optical amplifier technologies. This is 

wideband WDM. 

However, wider optical bandwidths push components to their performance limits [2]. 

For example, amplifiers and filters need to operate over extended wavelength ran~es, 

and increased nonlinear effects in fibres due to greater numbers of channels cause 

optical crosstalk over wide spectral ranges. To continue an exponential growth in 

fibre capacity, denser WDM systems will be required as the fibre bandwidth is used 

up, which will have to operate with channel spacings reduced to a few times the 

channel bit rate. This too pushes components to their limits. 
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To overcome these limits and increase the capacity of WDM transmission systems, 

we have the following approaches: 

• Increasing the bit rate of single channel to higher than 10 Gb/s, by employing 

techniques like new-type fibres, dispersion compensation and so on; 

• Increasing the density of wavelength multiplexing, with the channel spacing of 

100 GHz or even 50 GHz; 

• Developing Erbium-doped Fibre Amplifier (EDFA) working at new wave 

band besides the traditional wave band (1530 - 1565 nm, C-band), e.g., L­

band ED FA working at 1570 - 1610 nm [3], or Raman optical amplifier [4]. 

The capacity and transmission distance of a high-speed WDM transmission system 

are basically restricted by factors of two aspects. The first comes from the optical 

amplifier, including limited amplifying bandwidth, finite gain flatness, accumulation 

of Amplified Spontaneous Emission (ASE) noise, and limited output power. The 

combination of these factors restricts the Optical Signal-Noise Ratio (OSNR) after 

WDM transmission, and thus restricts the Bit Error Rate (BER) performance of the 

system. For the commercial EDFAs widely used in the industry, flat gain can be 

obtained in the band of 1542 - 1560 nm or 1570 - 1600 nm. Applying passive gain­

equalizing filter such as long-period fibre grating, EDFA can obtain flat gain of 40 nm 

bandwidth in both C-band and L-band [5]. The major disadvantage of passive 

equalization is that, the inequality of each channel accumulates with the cascading of 
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amplifiers, which means the OSNR of the channels with insufficient optical gain will 

be damaged, and the system performance of the channels with exorbitant optical 

power will be remarkably influenced by the fibre nonlinearity. By applying active 

gain-equalizing filter, such as fibre acustic-optical filter, the above disadvantaae can 
1:0 

be overcome [6]. 

The other major restriction to WDM system performance comes from fibre dispersion, 

nonlinearities [7] and polarization effects [8]. These effects distort the optical signals 

after fibre transmission, and their combination with other optical noises influences the 

system performance remarkably. When the bit rate of single channel reaches IOGb/s 

or even higher, the interaction of fibre dispersion and optical nonlinearities worsens 

the system performance seriously. The dispersion of SSMF at the wavelength of 

1550nm is around 17ps/km/nm, it is difficult for binary NRZ code with negative-chirp 

modulation to transmit more than 100km in SSMF at the bit rate of IOGb/s, long 

distance (~ 400km) [9] transmission can only be realized with dispersion management 

schemes using negative dispersion fibre or chirped fibre grating. To break the 

restriction of dispersion to WDM system performance, the Dispersion Shifted Fibre 

(DSF) was first introduced into the industry, which has zero dispersion at the 

wavelength of 1550nm; then, Non-Zero Dispersion Fibre (NZDF) was introduced to 

avoid the influence of Four Wave Mixing (FWM) [10], it's dispersion at the 

wavelength of 1550nm is large enough to restrain FWM, but small enough to support 

multi-hundred km transmission at the bit rate of IOGb/s. While the effect of FWM can 

be restrained effectively, Self-Phase Modulation (SPM) and Cross-Phase Modulation 

(XPM) become primary fibre nonlinear effects that influence WDM system 

performance distinctly. As the influence of SPM and XPM depends on the dispersion 
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distributing straightly along the transmission fibre, dispersion management becomes 

the most efficient technique to restrain the influence of dispersion, SPM, XPM and 

their interaction to the performance of high-speed WDM transmission system. 

The design of photonic systems has reached a stage where simulation is no longer a 

luxury, but a necessity. It is the advent of optical amplifiers, enabling high powers and 

long un-regenerated distances that have caused significant fibre nonlinearity that 

necessitated the use of numerical modeling: to calculate the spectral broadening 

caused by SPM, amplitude modulation due to XPM, crosstalk due to FWM, and the 

interplay of nonlinearities and dispersion. To achieve optimized transmission on 

optical links, equipment-makers and system integrators are assessing trade-offs 

between design variables including power range, fibre nonlinearities, temperature 

stability, gain-shaping and dispersion management. At the same time, component 

manufacturers are expected to deliver significant annual price decreases even as the 

development of multi-port, wavelength specified components (such as add-drop 

multiplexers, transmitters, and wavelength routers) becomes increasingly complex, 

quality standards increase and tolerances grow tighter. Many of these problems can be 

addressed with the help of automated software design tools. Just as Electronic Design 

Automation (EDA) tools have become an essential part of semiconductor a!)d 

electronics industry development, Photonic Design Automation (PDA) tools can 

advance telecommunications infrastructure development. 

The objective of this thesis is to set up a numerical simulation platform for WDM 

transmission systems based on the analytical models of fibre dispersion and nonlinear 

effects, and with the help of this simulation platform, the system performances for 
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WDM transmission over SSMF are studied; the dispersion management schemes and 

their contributions to the system performance are investigated; a novel WDM channel 

monitoring technique through blind signal separation is also presented. It is mentioned 

that in this thesis only lOGb/s systems are considered and without further mention in 

the following chapters. 

The thesis is organized as follows: 

Chapter 2 of this thesis is devoted to the theoretical work of the analytical models for 

fibre dispersion and nonlinear effects. Firstly, the pulse propagation in optical fibres is 

studied, then the optical fibre nonlinear effects including Stimulated Brillouin 

Scattering (SBS), Self-Phase Modulation (SPM), Cross-Phase Modulation (XPM) and 

Four Wave Multiplexing (FWM) are investigated. Analytical models for these effects 

are presented in separate sections, which will be the foundation of the following 

chapters, and provide theoretical guidance for WDM system design. 

Chapter 3 discusses the numerical simulation of WDM transmission systems. Firstly, 

the typical WDM system is introduced and the technology directions along which 

WDM systems can evolve to meet bandwidth capacity demands is duscussed. Then­

the expressions of signal and noise for the Optical Pre-amplifiers (OPRs) at the 

decision point are derived. A method to evaluate average Q-factor from the eye 

diagrams and amplitude histograms, and thus evaluate BER through the Q-factor, is 

also introduced. Finally the implementation of simulations is presented. 
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Chapter 4 gives the investigations on receiver performance of the OPRs in lOOkm and 

150km 8xlOGb/s WDM transmission. Firstly, the influence of variations in fibre 

dispersion, fibre loss and effective core area on system performance is investigated. 

Then the effects of prechirp, extinction ratio and rise time of the input signal on 

system performance are studied. Finally, the influence of the sequence length used in 

simulations is discussed. 

Chapter 5 is devoted to dispersion management for WDM systems. Firstly the GVD­

induced limitations are investigated. Several dispersion management schemes are 

presented, then the influence of XPM and SPM effects on WDM transmission 

systems applying dispersion management are investigated. The noise amplification in 

a dispersion-managed WDM transmission system induced by modulation instability 

(MI) is investigated. Finally, example of dispersion management for 16-channel 

WDM transmission systems is presented. 

Chapter 6 presents an effective technique to monitor the quality of WDM channels. 

This process uses a blind signal separation (BSS) method based on higher-order­

statistics (HOS), and an optical-loop structure, to extract the baseband channels from 

the WDM transmission. From the reconstructed baseband waveforms, a series o~ 

WDM transmission quality parameters can be evaluated. 

ChaRter 7 summarizes the thesis and draws the major conclusions. 
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Chapter 2 

Analytical Models for Optical Fibre Nonlinearities 

The field of nonlinear fibre optics grew massively during the decade of the 1990s. A new 

dimension was added when optical fibres were doped with rare-earth elements and used to 

make amplifiers and lasers. Erbium-doped fibre amplifiers (EDFAs) attracted the most 

attention because they operate in the wavelength region near 1.55~m and can be used to 

compensation of losses in optical fibre systems. Such amplifiers were used for commercial 

applications beginning in 1995, and has led to a vittual revolution in the design of 

.. 
multichannel lightwave systems, i.e., wavelength division multiplexing (WDM) systems. 

In WDM transmission systems, with the number of multiplexing channels becoming larger" 

ancllhe bit rate of each channel becoming higher, the impact of optical fibre nonlinear 

effects becomes more obvious, which limits the system performance remarkably. At this 

stage, it is infeasible to design a transmission system without investigating the fibre 

nonlinear characters. 
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In this chapter, the pulse propagation in optical fibres is firstly studied, and optical fibre 

nonlinear effects including Stimulated Brillouin Scattering (SBS), Self-Phase Modulation 

(SPM), Cross-Phase Modulation (XPM) and Four Wave Multiplexing (FWM) are 

investigated. Analytical models for these effects are presented in separate sections, which 

will be the foundation of the following chapters, and provide theoretical guidance for 

WDM system design. 

2.1 Pulse propagation in fibres 

For the understanding of the nonlinear phenomena in optical fibres, it is necessary to 

consider the theory of electromagnetic wave propagation in dispersive nonlinear media. 

Like all electromagnetic phenomena, the propagation of optical fields in fibres is governed 

by Maxwell's equations. 

Derived from Maxwell's equations, pulse propagation theory is able to describe the 

propagation features and characters of optical fibres accurately. In this section, we use 

pulse propagation theory to investigate the pUlse-propagation equation, and the numerical 

approach to the equation. 

2.1.1 Pulse-propagation equation 

The propagation of time-variable signals in nonlinear dispersive fibres can be described as 

[1]: 

10 



(2.1) 

where A(z,t) is the slowly varying pulse envelope, IAI2 is the optical power, z is the 

propagation distance, T = t - z / v K is the reference time, and a is the fibre loss. The 

second-order GVD coefficient fJ2' higher-order GVD coefficient fJ3, and the nonlinear 

parameter r can be stated as: 

27rN2 r=--, 
,1"\[( 

(2.2) 

(2.3) 

(2.4) 

where A is the channel wavelength, c is the light velocity in vacuum, D is the dispersion 

coefficient, N 2 is the Kerr coefficient, AeJf is the effective core area of fibre. 

Equation (2.1) describes propagation of picosecond optical pulse in single-mode fibres. It is 

often refen'ed to as the nonlinear Schrodinger (NLS) equation because it can be reduced " 

. 
to that form under certain conditions. It includes the effects of fibre losses through a, of 

chromatic dispersion through fJ2 and fJ3' and of fibre nonlinearity (Kerr effect) through r. 
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For pulse of width To > 5 ps; the parameters (OJoTo)-' and TR ITo become so small «0.001) 

that the last two terms in Eq. (2.1) can be neglected. As the contribution of the higher-order 

dispersion term is also quite small for such pulse (as long as the carrier wavelength is not 

too close to the zero-dispersion wavelength), one can use the simplified equation: 

JA i a 1 J 2 A 1 12 i-+-A--fJ -+yA A=O. Jz 2 2 2 (JT2 
(2.5) 

Eq. (2.5) is the simplest nonlinear equation for studying third-order nonlinear effects in 

optical fibres. In the special case of a = 0, Eq. (2.5) is referred to as the NLS equation 

because it resembles the Schrodinger equation with a nonlinear potential term (variable z 

playing the role of time). 

2.1.2 Numerical methods 

The NLS equation is a nonlinear partial differential equation that does not generally lend 

itself to analytic solutions except for some specific cases in which the inverse scattering 

method can be employed. A numerical approach is therefore often necessary for an 

understanding of the nonlinear effects in optical fibres. A large number of numerical 

methods can be used for this purpose [1]. These can be classified into two broad categGries 

known as: (i) the finite-difference methods; and (ii) the pseudospectral methods. 

" 
Gener~lIy speaking, pseudospectral methods are faster by up to an order of magnitude to 

achieve the same accuracy [2]. One method that has been used extensively to solve the 

pUlse-propagation problem in nonlinear dispersive media is the split-step Fourier method. 
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The relative speed of this method compared with most finite-difference schemes can be 

attributed in part to the use of the fast-Fourier-transform (FFT) algorithm. 

To understand the split-step Fourier method, it is useful to write Eq. (2.1) fOlmally in the 

form: 

dA " " a; = (D+N)A, (2.8) 

where D is a differential operator that accounts for dispersion and absorption in a linear 

medium and N is a nonlinear operator that governs the effect of fibre nonlinearities on 

pulse propagation. These operators are given by: 

(2.9) 

(2.10) 

In general, dispersion and nonlinearity act together along the length of the fibre. The split-

step Fourier method obtains an approximate solution by assuming that in propagating the 

optical field over a small distance h, the dispersive and nonlinear effects can be pretended 

to act independently. More specifically, propagation from z to Z + h is carried out in two 

steps. In the first step, the nonlinearity acts alone, and D = 0 in (2.8). In the secon~ step, 

dispersion acts alone, and N = O. Mathematically, " 

1\ 1\ 

A(z + h,T) "" exp(hD)exp(hN)A(z,T). (2.11) 
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The exponential operator exp(hD) can be evaluated in the Fourier domain using the 

prescri pti on: 

A A 

exp(h D)B(z, T) = { F-' exp[h D(im)]F }B(z, T), (2.12) 

A 

where F denotes the Fourier-transform operation, D(im) is obtained from (2.9) by 

replacing the differential operator a / aT by im, and m is the frequency in the Fourier 

A 

domain.-As D(im) is just a number in the Fourier space, the evaluation of Eq. (2.12) is 

straightforward. The use of the FFT algorithm makes numerical evaluation of Eq. (2.12) 

relatively fast. It is for this reason that the split-step Fourier method can be faster by up to 

two orders of magnitude compared with most finite-difference schemes. 

To estimate the accuracy of the split-step Fourier method, a formally exact solution of Eq. 

(2.8) is given by: 

A A 

A(z + h,T) = exp[h(D+ N)]A(z,T) , (2.13) 

if N is assumed to be z independent. It is useful to recall the Baker-Hausdorff formula for 

" two noncommuting operators a and b [1], 

1\ 1\ " 1\ 1" 1\ 1 1\ 1\ 1\ 1\ 

exp(a)exp(b)=exp[ a+b+-[a,b]+-[a-b,[a,b]]+,,· ], 
2 12 

(2.14) 

1\ 1\ 1\ 1\ A 1\ 

where [a,b]=ab-ba. A comparison of Eqs. (2.11) and (2.13) shows that the split-step 

FOUlier method ignores the noncommutating nature of the operators D and N. By using 

1\ 1\ 1\ 1\ 

Eq. (2.14) with a = hD and b = hN, the dominant error term is found to result from the 
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1 /\ . /\ 
single commutator - h 2 [D, N]. Thus, the split-step Fourier method is accurate to second 

2 

order in the step size h. 

The split-step Fourier method has been applied to a wide variety of optical problems 

including wave propagation in atmosphere, graded-index fibres, semiconductor lasers, 

unstable resonators, and waveguide couplers. It is referred to as the beam-propagation 

method when applied to the propagation of CW optical beams in nonlinear media where 

dispersion is replaced by diffraction. 

For the specific case of pulse propagation in optical fibres, the split-step Fourier method 

was first applied in 1973 [1]. Its use has become widespread since then because of its fast 

execution compared with most finite-difference schemes. Although the method is relatively 

straightforward to implement, it requires that step sizes in z and T be selected carefully to 

maintain the required accuracy. In particular, it is necessary to monitor the accuracy by 

calculating the conserved quantities such as the pulse energy (in the absence of absorption) 

along the fibre length. The optimum choice of step sizes depends on the complexity of the 

problem. Although a few guidelines are available, it may sometimes be necessary to repeat 

the calculation by reducing the step size to ensure the accuracy of numerical simulation~. 

15 
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2.2 Group-velocity dispersion (GVD) 

In Section 2.1 we obtained the nonlinear Schrodinger (NLS) equation that governs 

propagation of optical pulses inside single mode fibres. For pulse widths >5 ps, one can use 

Eq. (2.5) given by: 

(2.15) 

where A is the slowly varying amplitude of the pulse envelope and T is measured in a frame 

of reference moving with the pulse at the group velocity v II (T = t - z / v II ). The three terms 

on the right hand side of Eq. (2.15) govern, respectively, the effects of fibre losses, 

dispersion, and nonlinemity on pulses propagating inside optical fibres. Depending on the 

initial width To and the peak power Po of the incident pulse, either dispersive or nonlinear 

effects may dominate along the fibre. 

2.2.1 Different propagation regimes 

It is useful to introduce two length scales, known as the dispersion length LD and the 

nonlinear length LNL • Depending on the relative magnitudes of LD and LNL , and the fibre 

length L, pulses can evolve quite differently. 

Let us introduce a time scale normalized to the input pulse width To as: 
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T t-z/v~ 
'T-_- ' 
~ - -

To To 
(2.16) 

At the same time, we introduce a normalized amplitude U as: 

A(z, r) = Fo exp( -az / 2)U (z, r) , (2.17) 

where Po is the peak power of the incident pulse. The exponential factor in Eq. (2.17) 

accounts for fibre losses. By using Eqs. (2.15) - (2.17), u (z, r) is found to satisfy: 

iau = sgn(!3z) azu _ exp(-az)lulzu, 
az 2LD ih2 LNL 

(2.18) 

where sgn(!32) = ±1 depending on the sign of the GVD parameter fJ2 and 

1 
LNL =-. 

rPo 
(2.19) 

The dispersion length LD and the nonlinear length LNL provide the length scales over 

which dispersive or nonlinear effects become important for pulse evolution. Depending on 

the relative magnitudes of L, LD and LNL , the propagation behaviour can be classified in 

the following four categOlies: 

(i) When fibre length is such that L« LNL and L« LD, neither dispersive nor 

nonlinear effects playa significant role during pulse propagation. This can be 

seen by noting that both terms on the right hand side of Eq. (2.18) can be 
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neglected in that case. As a result, U(z,1') = U(O, 1'), i.e., the pulse maintains its 

shape during propagation. The fibre plays a passive role in this regime and acts 

as a mere transpOlter of optical pUlse. 

(ii) When the fibre length is such that L« LNL but L - Lo ' the last term in Eg. 

(2.18) is negligible compared to the other two. The pulse evolution is then 

governed by aVD, and the nonlinear effects playa relatively minor role. The 

effect of aVD on propagation of optical pulse is discussed in this section. The 

dispersion-dominant regime is applicable whenever the fibre and pulse 

parameters are such that: 

(2.20) 

(iii) ~hen the fibre length is such that L« Lo but L - LNL , the dispersion term in 

Eg. (2.18) is negligible compared to the nonlinear term. In that case, pulse 

evolution in the fibre is governed by SPM that leads to spectral broadening of 

the pulse. This phenomenon is considered in the next section. The nonlinear-

dominant regime is applicable whenever: 

(2.21) 

(iv) When the fibre length L is longer or comparable to both Lo and LNL , dispersion 

and nonlinemity act together as the pulse propagates along the fibre. The 
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interplay of the GVD and SPM effects can lead to a qualitatively different 

behaviour compared with that expected from GVD or SPM alone. 

2.2.2 Dispersion-induced pulse broadening 

The effect of GVD on optical pulses propagating in a linear dispersive medium is studied 

by setting y = 0 in Eq. (2.15). If we define the normalized amplitude U(z,T) according to 

Eg. (2.17), U(z, T) satisfies the following linear partial differential equation [1]: 

. dU /32 d2U 
1-=---. 

dZ 2 dT 2 (2.22) 

This equation is similar to the paraxial wave equation that governs diffraction of CW light 

and becomes identical to it when diffraction occurs in only one transverse direction and /32 

is replaced .by - A 1(2n), where A is the wavelength of light. For this reason, the 

dispersion-induced temporal effects have a close analogy with the diffraction-induced 

spatial effects [3]. 

Equation (2.22) is readily solved by using the Fourier-transfOlm method. If U(z,m) i; the 

Fourier transform of U (z, T) such that: 

1 [ -U (z, T) = - U (z, m) exp( -imT)dm, 
21'[ ~ 

(2.23) 
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then it satisfies an ordinary differential equation: 

(2.24) 

whose solution is given by: 

- - i 2 
U(Z,W) = U(O,w)exp(- fJ2w z). 

2 
(2.25) 

Equation (2.25) shows that GVD changes the phase of each spectral component of the 

pulse by an amount that depends on both the frequency and the propagated distance. Even 

though such phase changes do not affect the pulse spectrum, they can modify the pulse 

shape. By substituting Eq. (2.25) in Eq. (2.23), the general solution of Eq. (2.22) is given 

by: 

(2.26) 

where U (0, w) is the Fourier transform of the incident field at z = ° and is obtained using: 

00 

U(O,w) = fU(O,T)exp(iWT)dT. (2.27) 

" 

Equations (2.26) and (2.27) can be used for input pulses of arbitrary shapes. 
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(i) Gaussian pulses 

As a simple example, consider the case of a Gaussian pulse for which the incident field is 

of the fonn: 

T2 
U(O,T) = exp(--2)' 

2To 
(2.28) 

where To is the half-width at lie-intensity point. In practice, it is customary to use the full 

width at half maximum (FWHM) in place of To. For a Gaussian pulse, the two are related 

as: 

(2.29) 

By using Eqs. (2.26) - (2.28) and carrying out the integration, the amplitude at any point z 

along the fibre is given by: 

(2.30) 

Thus, a Gaussian pulse maintains its shape on propagation but its width T, increases-with z 

as: 

(2.31) 

where the dispersion length LD = To2 11,821. Equation (2.31) shows how GVD broadens a 

Gaussian pulse. The extent of broadening is governed by the dispersion length LD • For a 
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given fibre length, short pulse broaden more because of a smaller dispersion length. At 

z = LD , a Gaussian pulse broadens by a factor of J2 . 

A compatison of Eqs. (2.28) and (2.30) shows that although the incident pulse is unchirped 

(with no phase modulation), the transmitted pulse becomes chirped. This can be seen 

clearly by writing U(z,T) in the form: 

U (z, T) = IU (z, T)I exp[i¢(z, T)], (2.32) 

where 

(2.33) 

The time dependence of the phase ¢(z, T) implies that the instantaneous frequency differs 

across the pulse from the central frequency {()o • The difference 8m is just the time 

derivative -o¢/oT and is given by: 

(2.34) 

Equation (2.34) shows that the frequency changes linearly across the pulse, i.e., a"fibre 

imposes linear frequency chirp on the pulse. The chirp 8m depends on the sign of /32' In 

the normal-dispersion regime (/32 > 0), 8m is negative at the leading edge (T < 0) and , 

incre'ases linearly across the pulse; the opposite occurs in the anomalous-dispersion regime 

(/3, < 0). 
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(ii) Super-Gaussian pulses 

Dispersion-induced broadening is sensitive to pulse edge steepness. Generally speaking, a 

pulse with steeper leading and trailing edges broadens more rapidly with propagation 

simply because such a pulse has a wider spectrum to start with. Pulse emitted by directly 

modulated semi-conductor lasers fall in this category and cannot generally be approximated 

by a Gaussian pulse. A super-Gaussian shape can be used to model the effects of steep 

leading and trailing edges on dispersion-induced pulse broadening. For a super-Gaussian 

pulse, the incident field can be written as: 

[ 
l+iC T)om] U(O,T) = exp ---(- - , 

2 To 
(2.35) 

where the parameter m controls the degree of edge sharpness, and C stands for the prechirp. 

For m = 1 we recover the case of Gaussian pulses. For larger value of m, the pulse becomes 

square shaped with sharper leading and trailing edges. If the rise time T, is defined as the 

duration during which the intensity increases from 10 to 90% of its peak value, it is related 

to the parameter mas: 

T. T. 
T, = (ln9)-o :::::~. 

2m m 
(2.36) 

Thus the parameter m can be determined from the measurements of T, and To. 

To see how pulse broadening depends on the steepness of pulse edges, Fig. 2.1 shows the 

pulse broadening due to the fibre dispersion for the Gaussian pulse (To = SOps) and super-

Gaussian pulse (m=3, To = SOps), with raised-cosine pulses (rise time of 20,30,40, and 50 
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ps) as reference, after transmissions in SSMF (dispersion parameter: D=17 ps/nm/km or 

fJ2 = -21.68 pS2 /km, fibre loss: a =0.2 dB/km) of 50, 100, and 150 km. 
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Figure 2.1: Pulse broadening caused by fiber dispersion for Gaussian pulse, super-Gaussian 
pulse (m=3), and raised-cosine pulse (rise time for 20, 30, 40, and 50 ps) after 
transmissions in SSMF of 50, 100 and 150 km. .-

It shows that the Gaussian pulse maintains its shape and its width becomes 54.5, 66.2, and 
, 

82.0 ps after 50, 100, and 150 km transmissions respectively, the good agreements with Eqs. 

(2.30,) and (2.31). The super-Gaussian pulse not only broadens at a faster rate than the 

Gaussian pulse but also distorts in shape. For the raised-cosine pulses, it shows that the 

pulse broadens faster for the shorter rise time and the pulse shapes are also distorted. The 

significant interference with the neighbouring bits happens after 50 km transmission, the 
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severe interference after 100 km transmission, and the broadening covered 2-bit width after 

150 km transmission. 

2.3 Self-phase modulation (SPM) 

The intensity dependence of the refractive index in nonlinear optical media, i.e., the Kerr 

effect, is partially manifested through self-phase modulation (SPM), a phenomenon that 

leads to spectral broadening of optical pulses. The dispersion leads to pulse broadening and 

the SPM leads to spectral broadening of optical pulses. A general description of SPM in 

optical fibres requires numerical solutions of the pUlse-propagation equation (2.1). The 

simpler equation (2.5) can be used for pulse widths To > 5 ps. A further simplification 

occurs if the effect of GVD on SPM is negligible so that the fJ2 term in Eq. (2.5) can be set 

to zero. 

2.3.1 SPM-induced spectral broadening 

The conditions under which GVD can be ignored were discussed in Section 2.2.1 by 

.. 
introducing the length scales Lo and LNL [see Eq. 2.19]. In general, the pulse width and 

the peak power should be such that Lo » L > LNL for a fibre of length L. Equation (2.21) 

shows that the GVD effects are negligible for relatively wide pulse (To> lOOps) with a 

large peak power (Po > 1 W). 
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In terms of the normalized amplitude U(z,T) defined as in Eq. (2.17), the pulse-

propagation equation (2.18), in the limit of /32 = 0, becomes: 

(2.37) 

which can be solved by substituting U = Vexp(i¢NL) and equating the real and imaginary 

parts so that: 

av =0. 
az ' (2.38) 

As the amplitude V does not change along the fibre length L, the phase equation can in 

integrated analytically to obtain the general solution: 

U(L,T) = U(O,T)exp[i¢NL (L,T)] , (2.39) 

where U (0, T) is the field amplitude at Z = ° and 

¢NL (L,T) = IU(0,T)1
2 
(L~[f I L NL ), (2.40) .. 

with the effective length L~{f defined as: 

L~[f = [1-exp(-aL)]la. (2.41) 
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Equation (2.39) shows that SPM gives rise to an intensity-dependent phase shift but the 

pulse shape remains unaffected. The nonlinear phase shift ¢JNL in Eq. (2.40) increases with 

fibre length L. the quantity L,'iJ plays the role of an effective length that is smaller than L 

because of fibre losses. In the absence of fibre losses, a = 0, and LeiJ = L. The maximum 

phase shift ¢Jrn;,x occurs at the pulse centre located at T = 0. With U normalized such that 

U(O,O) = 1, it is given by: 

At = L o' / LNL = vPOL:LfJ . 'f'max (~ {.6. ( e (2.42) 

The physical meaning of the nonlinear length LNL is clear from Eq. (2.42): it is the 

effective prpagation distance at which ¢J,mx = 1. If we use a typical value y = 2 W-1km-1 in 

the 1.55-J..tm wavelength region, LNL = 50 km at a power level Po = 10 m Wand decreases 

inversely with an increase in Po' 

The SPM-induced spectral broadening is a consequence of the time dependence of ¢JNL . 

This can be understood by noting that a temporally varying phase implies that the 

instantaneous optical frequency differs across the pulse from its central value wo' The 

.-
difference Sen is given by: 

Ow(T) = - a¢JNL = _(L~ff )~IU(O'Tf. 
aT LNL aT 

(2.43) 

The time dependence of om is referred to as frequency chirping. The chirp induced by 

SPM increases in magnitude with the propagated distance. In other words, new frequency 
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components are generated continuously as the pulse propagates down the fibre. These 

SPM-generated frequency components broaden the spectrum over its initial width at z = 0. 

The extent of spectral broadening depends on the pulse shape. Consider, for example, the 

case of a super-Gaussian pulse with the incident field U(O,T) given by Eq. (2.35), the 

SPM-induced chirp &v(T) for such a pulse is: 

&v(T) = 2m ~/T ~ exp _ ~ , L (J2111-1 [( J2111 1 
To LNL To To 

(2.44) 

where m is the super-Gaussian index. The maximum frequency chirp and its positions are 

respectively found as: 

) 
2111-1 - 2111-1 

m 1hl (1 - e -ll:'; (2m - 1) 2m --8m = 11'0 e 2m 
max JtI'0 a 2m ' 

(2.45) 

and 

_ (2m-I) I/2111 
Tmax - To 2m . 

.-
(2.46) 

'. 

Fig. 2.2 shows the SPM-induced frequency chirp for the Gaussian pulse, super-Gaussian 

pulse, and raised-cosine pulses (rise time of 20 ps and 40 ps) after transmission of 50, 100, 

150 km, where the input peak power is 23 dBm, the nonlinear coefficient of fiber is 
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1.37 W-1km-1, and fibre loss is 0.2 dB/km. For the Gaussian and super-Gaussian (m=3) 

pulses, the maximum frequency chirps are around 15 and 40 GHz respectively after 50 km 

transmission. The maximum frequency chirp and its position agree with Eqs. (2.45) and 

(2.46). For raised-cosine pulse, the maximum frequency chirp is around 40 GHz for rise 

time of 20 ps and 20 GHz for rise time of 40 ps after 50 km transmission. It is found from 

this figure that the larger maximum frequency chirp happens for the steeper edge of the 

pulse. 
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Figure 2.2: SPM-indueed frequency chirp for (a). Gaussian pulse, (b). super-Gaussian pulse, I 

and raised-cosine pulse (rise time of (c). 20 ps and (d). 40 ps) after transmission of 50, 100, 
150 km. 
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2.3.2 Interplay between SPM and GVD 

The SPM effects discussed in Section 2.3.1 describe the propagation behaviour realistically 

only for relatively long pulses (To> 100 ps) for which the dispersion length LD is much 

larger compared with both the fibre length L and the nonlinear length L NL • As pulses 

become shorter and the dispersion length becomes comparable to the fibre length, it 

becom~s necessary to consider the combined effects of GVD and SPM. In the anomalous-

dispersion regime of an optical fibre, the two phenomena can cooperate in such a way that 

the pulse propagates as an optical soliton [1]. In the normal-dispersion regime, the 

combined effects of GVD and SPM can be used for pulse compression. 

The starting point is the NLS equation (2.5) or Eq. (2.18). The later equation can be written 

in a normalized form as: 

.oU _ ({1 ) 1 02U N 2 -ll:1IUI2U z--sgn ---- e , oq 2 2 OT 2 
(2.47) 

where q and T represent the normalized distance and time variables defined as: 

-. 

(2.48) 

an~ t,he parameter N is introduced by using: 

(2,49) 
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As evident from Eq. (2.49), N governs the relative importance of the SPM and GVDeffects 

on pulse evolution along the fibre. Dispersion dominates for N «1 while SPM dominates 

for N» 1. For values of N - 1, both SPM and GVD play an equally important role 

during pulse evolution. In Eq. (2.47), sgn(/32) = ±1 depending on whether GVD is nOlmal 

(/32 > 0) or anomalous (/32 < 0). The split-step Fourier method of Section 2.1.2 can be 

used to. solve Eq. (2.47) numerically. 

For the case of N - 1, in the normal-dispersion regime, the pulse broadens much more 

rapidly compared with the N = 0 case (no SPM). This can be understood by noting that 

SPM generates new frequency components that are red-shifted near the leading edge and 

blue-shifted near the trailing edge of the pulse. As the red components travel faster than the 

blue components in the normal-dispersion regime, SPM leads to an enhanced rate of pulse 

broadening compared with that expected from GVD alone. This in tum affects spectral 

broadening as the SPM-induced phase shift ¢NL becomes less than that occurring if the , 

pulse shape were to remain unchanged. 

The situation is different for pulses propagating in the anomalous-dispersion regime of the 

fibre. The pulse broadens initially at a rate much lower than that expected in the absence of 

SPM and then appears to reach a steady state for z > 4Lo . At the same time, the spectrum 
, 

nan·ows rather than exhibiting broadening expected by SPM in the absence of GVD. This 

behaViour can be understood by noting the SPM-induced chirp given by Eq. (2.44) is 

positive while the dispersion-induced chirp given by Eq. (2.34) is negative for /32 < o. The 

two chirp contributions nearly cancel each other along the centre portion of the Gaussian 
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pulse when LD = LNL (N = 1). Pulse shape adjusts itself during propagation to make such 

cancellation as complete as possible. Thus, GVD and SPM cooperate with each other to 

maintain a chirp-free pulse. 

2.3.3 Higher-order nonlinear effects 

The discussion of SPM so far is based on the simplified propagation equation (2.5). For 

ultrashort optical pulse (To < 1 pS), it is necessary to include the higher-order nonlinear 

effects through Eg. (2.1). If Eg. (2.17) is used to define the normalized amplitude U, this 

equation takes the form: 

(2.50) 

where LD, L~ and LNL are the three length scales defined as: 

(2.51) 

The parameters sand T R govern the effects of self-steeping and intrapulse Raman 

-, 
scattering, respectively, and are defined as: 

(2.52) 

32 



Both of these effects are quite small for picosecond pulses but must be considered for 

ultrashort pulses with To < 0.1 ps. 

Before solving Eq. (2.50) numerically, it is instructive to consider the dispersionless case 

by setting fJ2 = fJ, = O. Equation (2.50) can be solved analytically in this specific case if 

we also set r R = O. Defining a nOlmalized distance as Z = z / LNL and neglecting fibre 

losses (a = 0), Eq. (2.50) becomes: 

(2.53) 

Using U = Ji exp(i¢) in Eq. (2.53) and separating the real and imaginary parts. We obtain 

the following two equations: 

af af 
-+3sf-=0, az ar (2.54) 

a¢ a¢ 
-+sI-=I. az ar (2.55) 

Since the intensity equation (2.54) is decoupled from the phase equation (2.55), it c~n be 

solved easily using the method of characteristics. Its general solution is given by: 

f(Z,r) = !(r-3sfZ), (2.56) 
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where we used the initial condition 1(0,1') = f(r), where fer) describes the pulse shape at 

z = O. Equation (2.56) shows that each point l' moves along a straight line from its initial 

value, and the slope of the line is intensity dependent. This feature leads to pulse distortion. 

As an example, consider the case of a Gaussian pulse for which: 

1(0,1') = fer) = exp(-1'2). (2.57) 

From Eq. (2.56), the pulse shape at a distance Z is obtained by using: 

I(Z,1') = exp[-(1'-3sIZ)2]. (2.58) 

The implicit relation for I(Z,r) should be solved for each l' to obtain the pulse shape at a 

given value of Z. 

Self-steepening of the pulse eventually creates an optical shock, analogous to the 

development of an acoustic shock on the leading edge of a sound wave. The distance at 

which the shock is formed is obtained from Eq. (2.58) by requiring that al / ar be infinite 

at the shock location. It is given by: 

z. =!!.. ~ z 0.39(LNL / s). 
( )

1/2 L 

., 2 3s 
(2.59) 

Self-steepening also affects SPM-induced spectral broadening. In the dispersionless case, 

¢(Z,r) is obtained by solving Eq. (2.55). It can then be used to calculate the spectrum 

using: 
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2 

S(m) = f[I(z, T)]1/2 exp[i¢(z, T) + i(m - mo)T]dT (2.60) 

2.4 Cross-phase modulation (XPM) 

When two or more optical fields having different wavelengths propagate simultaneously 

inside a fibre, they interact with each other through the fibre nonlinearity. In general, such 

an interaction can generate new waves under appropriate conditions through a variety of 

nonlinear phenomena such as stimulated Raman or Brillouin scattering, harmonic 

generation, and four-wave mixing. The fibre nonlinearity can also couple two fields 

through cross-phase modulation (XPM) without including any energy transfer between 

them. XPM is always accompanied by SPM and occurs because the effective refractive 

index seen by an optical beam in a nonlinear medium depends not only on the intensity of 

that beam but also on the intensity of other co-propagating beams. 

2.4.1 Nonlinear refractive index 

In the quasi-monochromatic approximation, it is useful to separate the rapidly varyini part 

of the electric field by writing it in the form: 

E(r,t) = ~x[EI exp(-im1t) + E2 exp(-im2t)] + c.c., 
2 
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where x is the polatization unit vector, WI and w2 are the carrier frequencies of the two 

pulses, and the corresponding amplitudes EI and E2 are assumed to be slowly varying 

functions of time compared with an optical period. This assumption is equivalent to 

assuming that the spectral width of each pulse satisfies the condition I1w j «Wj (j = 1, 2), 

and holds quite well for pulse widths >0.1 ps. 

To see the origin of XPM, the nonlinear polarization can be written as: 

P NL (r,t) = ~ X[PNL (WI) exp( -iwJ) + PNL (w2) exp( -iw2t) 

+ PNL (2wI - ( 2 ) exp[ -i(2wI - w2 )t] 

+ PNL (2w2 - WI) exp[ -i(2w2 - WI )t] + c.c., 

where the four terms depend on EI and E2 as: 

PNL(WI) = x~ff(IEI12 +2IEl)El' 

PNL (w2) = X~lr (IE212 + 21EI12 )E2' 

2 • PNL (2wI - ( 2) = Xe./J EI E2, 

2 • PNL (2W2 - WI) = X~ff E2 EI ' 

where X~ff = (3£0 / 4)x~:L acting as an effective nonlinear parameter. 

(2.62) 

(2.63) 

(2.64) 

(2.65) 

(2.66) ' .. 

The induced nonlinear polarization in Eq. (2.62) has terms oscillating at the new 

frequencies 2wI - w2 and 2W2 - WI . These terms result from the phenomenon of four-

36 



wave mixing discussed in the next section. It is necessary to satisfy the phase-matching 

condition if the new frequency components are to build up significantly, a condition not 

generally satisfied in practice unless special precautions are taken. The FWM terms are 

neglected in this section after assuming that phase matching does not occur. The remaining 

two terms provide a nonlinear contribution to the refractive index. This can be seen writing 

PNL (m) in the form (j = 1,2): 

(2.67) 

and combining it with the linear part so that the total induced polmization is given by: 

(2.68) 

where 

L NL (L A )2 £. = £. + £. = n,. + till). , 
) ) ) . (2.69) 

n~ is the linear part of the refractive- index and I1n j is the change induced by the third-.. 
order nonlinear effects. Using the approximation 1111 j «11 ~, the nonlinear part of the 

refractive index is given by: 

(2.70) 
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where niL :::::: 11~ = n has been assumed. The nonlinear parameter 112 is defined as: 

3 (3) 
112 = -Re(xxxxx)' 

811 
(2.71) 

Equation (2.70) shows that the refractive index seen by an optical field inside an optical 

fibre depends not only on the intensity of that field but also on the intensity of other 

copropagating fields. As the optical field propagates inside the fibre, it acquires an 

intensity-dependent nonlinear phase shift: 

(2.72) 

where j = 1 or 2. The first term is responsible for SPM. The second term results from phase 

modulation of one wave by the copropagating wave and is responsible for XPM. The factor 

of 2 on the right-hand side of Eq. (2.72) shows that XPM is twice as SPM for the same 

intensity. 

2.4.2 Coupled NLS equations 

Assuming that the nonlinear effects do not affect significantly the fibre modes,_ .the 

transverse dependence can be factored out writing E j (r,t) in the form: 

(2.73) 

38 



where F/x, y) is the transverse distribution of the fibre mode for the j-th field (j = 1, 2), 

Aj (z,t) is the slowly varying amplitude, and /3o j is the corresponding propagation 

constant at the carrier frequency w j • The dispersive effects are included by expanding the 

frequency-dependent propagation constant /3/w) for each wave and retaining only up to 

the quadratic term. The resulting propagation equation for Aj (z,t) becomes: 

aAj /3 aAj i/32j a2 
Aj a j A _ 

-+ .-+----+- .-az IJ at 2 at 2 2 J 

i112(W j / c)(liiIAX + 21j k IAk 12) 
(2.74) 

where k * j, /31j = 1/ v IU ' V IU is the group velocity, /32j is the GVD coefficient, and a j is 

the loss coefficient. The overlap integral Ijk is defined as: 

(2.75) 

The differences among the overlap integrals can be significant in multi-mode fibres if the 

two waves propagate in different fibre modes. Even in single-mode fibres, 112' 122 and' 121 

differ from each other because of the frequency dependence of the modal distribution 

F/x, y). The difference is small, however, and can be neglected in practice. In that case, 

'. 
Eq. (2.74) can be written as the following set of two coupled NLS equations [4,5]: 

aAI 1 aAI i/321 a
2
AI a l A -' (IA 12 21A 12)A -+--+----2-+- I -lYI I + 2 I' az v III at 2 at 2 

(2.76) 
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aA2 _1_aA2 i!322 a2A2 a2A =' (IAI2 21A12)A + + 2 + 2 lY2 2 + , 2' 
az v g2 at 2 at 2 

(2.77) 

where the nonlinear parameter is defined as (j = 1,2): 

(2.78) 

and A<:IJ is the effective core area (A<:IJ = 11 ill)' assumed to be the same for both optical 

waves. Typically A<:IJ = 50 Ilm 2 in the 1.55-JLm wavelength region. The corresponding 

values of y, and Y2 are -1 W-'/km depending on the frequencies (j), and (j)2' Generally, 

the two pulses not only have different GVD coefficients but also propagate at different 

speeds because of the difference in their group velocities. The group-velocity mismatch 

plays an important role as it limits the XPM interaction as pulses walk off from each other. 

One can define the walk-off length Lw, as a measure of the fibre length during which two 

overlapping pulses separate from each other as a result of the group-velocity mismatch. 

In a birefringent fibre, the state of polarization of both wave changes with propagation. The 
,. . 

orthogonally polarized components of each wave are then mutually coupled through XPM. 

The total optical field can be written as: 

E( ) Ir A A) -iw,{ ( AE AE) -iW,{] r,t =-l(xE, + yE, e + x 2x + Y 2v e - +c.c .. 2 x y . 
(2.79) 
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The slowly varying amplitudes Alx ' Aly ' A2x and A2y can be introduced similarly to Eq. 

(2.73) and the coupled amplitude equations for them are obtained by following the same 

method. These equations are quite complicated in the general case that includes the 

coherent-couplings terms. However, they are considerably simplified in the case of high-

birefringence fibres because such terms can then be neglected. The resulting set of four 

coupled NLS equations becomes [6]: 

dAIP 1 dAIP i/321 d
2 
AlP a l --+----+---+-A 

dz V illp dt 2 dt 2 2 Ip (2.80) 

=iYI(IAIP I
2 

+21A2P12 +BIAlqI2 +BIA2QI2)AIP' 

dA2p 1 dA2P i/322 d
2 
A2P a2 A 

--+----+-- +-
dz V II2p dt 2 dt 2 2 2p (2.81) 

= iY2 (IA2P I
2 

+ 21AIPI2 + BIAIQl2 + BIA2QI2)A2P' 

where p = x', y and q = x, Y such that p * q . The parameter B is defined as: 

B = 2 + 2sin 2 e , 
2 +cos 2 e 

(2.82) 

where e is the ellipticity angle. B equals 2/3 for linearly birefringent fibres. Equat(ons 

(2.80) and (2.81) reduce to Eqs. (2.76) and (2.77) when both waves are polarized along a 

principal axis (Aly = A2y = 0). 
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2.5 Four-wave mixing (FWM) 

2.5.1 Coupled amplitude equations 

Four-wave mixing (FWM) transfers energy from a strong pump wave to two sideband 

waves, upshifted and downshifted in frequency from the pump frequency. Consider four 

optical ~aves oscillating at frequencies w, ' w2 ' w3 ' and w4 and linearly polarized along 

the same axis x. The total electric field can be written as: 

(2.83) 

where the propagation constant k. = nw. / C, n· is the refractive index, and all four waves 
J J J J 

are assured to be propagating in the same direction. The induced nonlinear polmization can 

be given as: 

(2.84) 

we find that Pj (j = 1 to 4) consists of a large number of terms involving the products, of 

three electric fields. For example, P4 can be expressed as: 

3Eo (3) ~ 12 fJ 12 I 12 IE 12)E P4 = 4 Xx:ux~E4 E4 + 2~E, + E2 + 3 4 
(2.85) 

+ 2E,E2E3 exp(iB+) + 2E,E2E; exp(iB_) + ... 
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where B+ and B_ are defined as: 

B+ = (k l + k2 + k3 - k 4 )z - (WI + w2 + W3 - ( 4 )t , 

B_ = (k l +k2 -k3 -k4 )z-(wl +W2 -W3 -(4 )t. 

(2.86) 

(2.87) 

The first four terms containing E4 in Eq. (2.85) are responsible for the SPM and XPM 

effects. The remaining terms result from FWM. How many of these are effective in 

producing a parametric coupling depends on the phase mismatch between E4 and P4 

governed by B+ and B_, or a similar quantity. 

Significant FWM occurs only if the phase mismatch nearly vanishes. There are two types 

of FWM terms in Eq. (2.85). The term containing B+ corresponds to the case in which 

three photons transfer their energy to a single photon at the frequency w4 = WI + w2 + w3 • 

This term is responsible for the phenomena such as third-harmonic generation 

(WI = w2 = ( 3 ), or frequency conversion when WI = w2 ::f:. w3 • In general, it is difficult to 

satisfy the phase-matching condition for such processes to occur in optical fibres with high 

efficiencies. The term containing B_ in Eq. (2.85) corresponds to the case in which two 

photons at frequencies WI and w2 are annihilated with simultaneous creation of two 

photons at frequencies W3 and W 4 such that: .. 

(2.88) 

The phase-matching requirement for this process to occur is: 

43 



!l.k = k3 +k4 -kl -k2 

= (n 3(J)3 + n 4(J)4 - nl(J)1 - n 2(J)2)/ C = O. 
(2.89) 

It is relatively easy to satisfy !l.k = 0 in the specific case (J)I = (J)2' This partially degenerate 

case is most relevant for optical fibres. A strong pump wave at (J)I creates two sidebands 

located symmetrically at frequencies (J)3 and (J)4 with a frequency shift: 

(2.90) 

where we assumed for definiteness (J)3 < (J)4' The low-frequency sideband at (J)3 and the 

high-frequency sideband at (J)4 are referred to as the Stokes and anti-Stokes bands. 

If only the pump wave is incident at the fibre, and the phase-matching condition is satisfied, 

the Stokes and anti-Stokes waves at the frequency (J)3 and (J)4 can be generated from noise 

by the stimuiated scattering processes. On the other hand, if a weak signal at (J)3 is also 

launched into the fibre together with the pump, the signal is amplified while a new wave at 

(J)4 is generated simultaneously. The gain responsible for such amplification is called the 

parametric gain. 
. . 

We substitutes Eqs. (2.83) and (2.84) in the wave equation, together with a simllar 

expression for the linear part of the polarization, and neglect the time dependence of the 

field components E j (j = 1 to 4) assuming quasi-CW conditions. Their spatial dependence 

is included using: 
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(2.91) 

where Fj (x, y) is the spatial distribution of the fibre mode in which the j-th field 

propagates inside the fibre. Evolution of the amplitude Aj (z) inside a multimode fibre is 

governed by a set of four coupled equations which, in the paraxial approximation, can be 

written as: 

(2.92) 

(2.93) 

(2.94) 

(2.95) 

where the wave-vector mismatch 11k is given by: 

(2.96) 

The refractive indices n, to n
4 

stand for the effective indices of the fibre modes. Note that 

n, an~. n2 can differ from each other when the pump waves A, and A2 propagate in 

different fibre modes even if they are degenerate in frequencies. The overlap integral fijk/ 

is given by: 
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_. (F/ Fj* FkF;) 

!,,, - [(IF, I' )(1 Fl )(IF.!' )(1 F, I' ) r (2.97) 

where angle brackets denote integration over the transverse coordinates x and y. 

2.5.2 Approximate solution 

Equations (2.92)-(2.95) are quite general in the sense that they include the effects of SPM, 

XPM, and pump depletion on the FWM process; a numerical approach is necessary to 

solve them exactly. Considerable physical insight is gained if the pump waves are assumed 

to be much intense compared with the Stokes and anti-Stokes waves and to remain 

undepJeted during the parametric interaction. As a further simplification, we assume that all 

overlap integrals are nearly the same, that is: 

(i,j = 1,2,3,4), (2.98) 

where A~lr is'the effective core area. This assumption is valid for single-mode fibres. The 

analysis can easily be extended to include differences in the overlap integrals. 

We can now introduce the nonlinear parameter Yj using the definition: 

.. 

(2.99) 

where Y is an average value if we ignore relatively small differences in optical frequencies 

of four waves. Equations (2.92) and (2.93) for the pump fields are easily solved to obtain: 
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(2.100) 

A2 (z) = jP; exp[iy(P2 + 2~ )z], (2.101) 

where Pj = IAj (Of, and ~ and P2 are the incident pump powers at Z = O. This solution 

shows that, in the undepleted-pump approximation, the pump waves only acquire a phase 

shift occurring as a result of SPM and XPM. 

Substituting Eqs. (2.100) and (2.101) in Eqs. (2.94) and (2.95), we obtain two linear 

coupled equations for the signal and idler fields: 

(2.102) 

dA;. )A* r;;r;-P, p -i(JA] -=-2lY[(~ +P2 4 +V'I'2 e 3' 
dz 

(2.103) 

where: 

(2.104) 

To solve these equations, we introduce: 

B. =A.exp[-2iy(~ +P2 )z], (j=3,4). 
J J 

(2.105) 

Using Eqs. (2.102)-(2.105), we then obtain: 

dB) . ~ (. )B' - = 2lYV~P2 exp -lKZ 4' 
dz 

(2.106) 
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(2.107) 

where the net phase mismatch is given by: 

(2.108) 

Equations (2.106) and (2.107) govern growth of the signal and idler waves occurring as a 

result of FWM. Their general solution is of the form: 

(2.109) 

(2.110) 

where Q3' bJ , Q 4 and b4 are determined from the boundary conditions. The parametric 

gain g depen?s on the pump power and is defined as: 

(2.111) 

where we have introduced the parameters r and Po as: 

(2.112) 
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The solution given by Eqs. (2.109) and (2.110) is valid only when the conversion efficiency 

of the FWM process is relatively small so that the pump waves remain largely undepleted. 

Pump depletion can be included by solving the complete set of four equations (2.92)-(2.95). 

2.6 Stimulated Brillouin scattering (SBS) 

The high transmitter power is required for long distance WDM optical fibre transmission. 

When high transmitter power is launched into an optical fibre, a nonlinear effect, i.e. 

Stimulated Brillouin scattering (SBS), causes most of the launched power to be reflected 

back towards the transmitter, once the Brillouin threshold is reached, causing a severe 

degradation of the optical pulses at the receiver. 

The attention has been focused upon the consequences of the SBS effect in long distance 

WDM transmission systems because of the uses of high power and nmTowband 

transmitters (high transmitter power input compensates the fibre loss and narrowband 

transmitter reduces the effect of fibre dispersion). In this section, the analytical model for 

SBS effect is described. The Brillouin gain and SBS threshold are given for both CW and 

modulated pump. The methods to increase SBS threshold and suppress the SBS are also . 
summarised. 

When"low transmitter power launched into an optical fibre, the reflected and transmitted 

power increases linearly with the transmitter power, in which the ratio between transmitter 

power and reflected/transmitted powers are determined by the Rayleigh backscattering 

coefficient and fibre loss. If the transmitter power is increased above a certain level (the 
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SBS threshold), SBS occurs in the fibre, i.e. the reflected power is increasing rapidly, 

whereas the transmitted power is flattening off. This is because most of the input light is 

converted into the backward-travelling Stokes light during optical transmission. As a result, 

the forward-travelling input (signal) light suffers additional nonlinear loss. 

The process of SBS can be described classically as a parametric interaction among the 

pump wave, the Stokes wave, and an acoustic wave. The pump wave generates acoustic 

waves through the process of electrostriction which in tum causes a periodic modulation of 

the refractive index. The pump-induced index grating scatters the pump light through 

Bragg diffraction. The scattered light is downshifted in frequency because of the Doppler 

shift associated with a grating moving at the acoustic velocity v A • This frequency shift is 

given by [1, 7]: 

2nOVA 
()) =--

B A (2.113) 

where no is the fibre refractive index and A is the wavelength of the pump. Taking the 

following values for fused silica: v A = 5960ms-1 
, A = 1550nm , no = 1.44 gives 

())B = 11.IGHz [7]. 
, . 

The pump wave I p and the backscattered Stokes wave Is can be described by the two 

coupled differential equations [I]: 
,', 

(2.114) 
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(2.115) 

where I p and Is are the intensity of the pump and Stokes wave respectively, a is the fibre 

loss, and GB(w) is the Brillouin gain coefficient which is given by [1, 8]: 

(2.116) 

where G BGP (w) is the Brillouin gain profile, and g B is the peak value of the Brillouin gain 

coefficient occurring at W = wB which is given by [1]: 

(2.117) 

where Pl2 is the longitudinal elasto-optic coefficient (P12 = 0.286 for fused silica [7]), c is 
'. 

light velocity in vacuum, p is material density (p = 2.21 X 103 kg.m-3 for fused silica [7]), 

and I!1wB is the Brillouin linewidth (FWHM) which is related to the acoustic phonon 

lifetime by [7]: 

I!1WB = r/n (FWHM). (2.118) 

The Br1110uin linewidth depends on the intrinsic physical parameters of the medium. For 

fused silica I!1wB is found to be 16 MHz at wavelength A =1550 nm [7]. Taking the 

previous parameter values g B is found to be 4.3 x 10-11 m I W. 

51 



By solving the coupled differential equations (2.114) and (2.115), the Stokes intensity 

Is (ms' z) at Z in the fibre is found to grow exponentially in the backward direction 

according to the following relation [8,9]: 

where Po is the signal (pump) power, A~ff is the effective core area of fibre, Pps (m) is the 

modulated LD (pump) spectrum, L is the fibre length, and L~ff is the effective length which 

is defined as: 

1- exp( -aL) 
Leff = a . (2.120) 

The Bril1ouin,gain C(m), which is defined by Is (0) = Is (L) exp( G - aL), along a fibre of 

length L is given by [1, 8,9]: 

(2.121) 

.. 

Assuming that the power spectrum density (PSD) of the modulated LD signal, Pps (m), dm 

be expressed as the convolution integral between the PSD of the signal, S(m), normalised 

by the power of the carrier, with negligible linewidth and the spectral profile of the LD, 

Gwsp (m), we have: 
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(2.122) 

Assuming that the G BGP (w) and G LDSP (w) are Lorentzian spectral profiles and substituting 

Eg. (2.122) into Eg. (2.121), the BrilIouin gain is given by [8]: 

where D.Wp is the LD (pump) Iinewidth (FWHM) and Gcw(D.Wp =0) is the Brillouin gain 

for unmodulated LD (CW) with negligible linewidth which is given by [9]: 

(2.124) 

The SBS threshold for a CW pump is given by [7-11]: 

(2.125) .' 

where K is the polarisation factor (1::; K::; 2) [12], K=l for the polarisation of the pump 

wave and the Stokes wave maintaining throughout fibre, and K=2 for the complete 

polarisation scrambling as in SSMF. As an example, the CW SBS threshold for SSMF with 

A~ff = 80j.1m2 and a = O.2dB / km is 3.3 mW (+5.3 dBm). 
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It is reasonable for SBS to occur when Gmax = Gcw (~((}p = 0), where G
max 

is the 

maximum SBS gain for the modulated LD (pump) signal [13]. Thus the SBS threshold for 

the modulated LD (pump) signal is expressed by [8]: 

(2.126) 

By using the Brillouin gain for CW pump with negligible linewidth, the SBS threshold is 

given by: 

(2.127) 

This is the equation to estimate the SBS threshold for the modulated LD (pump) signal by 

calculating the maximum SBS gain for modulated pump in Eq. (2.123) and the SBS gain 

for CW pump in Eq. (2.124). 

To suppress the SBS, several approaches have been presented and demonstrated [14-20]. A 

brief summarization is given below. 
.' 

If the backward travelling Stokes waves are blocked and the build-up of the Stokes wave is 

prevented, arbitrary high SBS threshold can be, in theory, obtained. A method was ./ 

proposed by inserting isolators in the fibre span [16]. However, it leads to increased 

complexity, cost, and loss, and a potential decrease in reliability. 
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It shows from Eqs. (2.123) and (2.127) that the SBS threshold can be increased by 

changing fibre parameters to reduce the maximum SBS gain. In this way the Brillouin 

bandwidth or acoustic frequency along fibre is changed. By using non-uniform fluorine 

doping of single-mode fibre, a 6 dB increase in SBS threshold was obtained [14]. By 

making the core radius nonuniform along the fibre, a 3.5 dB reduce of the effective 

Brillouin gain was achieved [15]. By concatenation of different types of fibres, a 1.8 dB 

increase in, SBS threshold was realised [16]. By using a fibre with periodically induced 

residual-strain, a 3 dB increase in SBS threshold was obtained [17]. However, the methods 

by changing the fibre parameters are considered less feasible in a commercial system 

because of the careful fibre manufacturing, increasing cost and potentially decreasing 

reliability. 

It shows from Eqs. (2.123) and (2.127) that the SBS threshold can be increased by reducing 

the maximum SBS gain for the modulated LD (pump) signal. Using phase-modulation 

superposed int~nsity-modulation technique [18, 21] the SBS threshold can be increased 

greatly by changing the input signal PSD in Eq. (2.123). By using a phase modulator 

following the amplitude modulator and applying one or more radio-frequency (RF) signals, 

a phase-modulation of the amplitude-modulated optical signal is generated. In theory the 

SBS threshold can be increased almost infinitely in principle and a +23.2 dBm of SBS 

threshold has been demonstrated [21]. However, the technique makes the transmitter more 

complex and expensive due to the requirements of an additional modulator and electronics 

to gene~ate the RF signal. 

Using alternative modulation schemes such as FSK, CPFSK and PSK, the input signal PSD 

is changed and the SBS threshold can be increased [8, 9, 11, 19,20] further compared with 
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ASK. For a CW, ASK, FSK,and PSK signal the SBS thresholds are about +6, +9, +12, and 

+10 dBm respectively [11, 20]. For CPFSK signal the highest power up to +21 dBm is 

possible [22]. 

The technique of low frequency bias current amplitude modulation (dither) is the simplest 

and most easily realisable way to increase the SBS threshold and is the most feasible way 

for commercial systems. A large number of experiments have been repOlted by using this 

technique [23-27]. The SBS threshold up to +24 dBm is obtained [27]. 

2.7 Summary 

In this chapter, the pulse propagation in optical fibres is investigated. The NLS equation is 

presented, several numerical approaches to the NLSE are introduced, among which the 

split-step Fourier method is the most widely used approach . 
. , 

The theoretic model of GVD is presented. Optical fibre nonlinear effects including SPM, 

XPM, FWM and SBS are investigated. Analytical models for these effects are presented, 

which will be the foundation of the following chapters, and provide theoretical guidance 
, . 

for WDM system design. 
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Chapter 3 

Numerical Simulation of WDM Transmission Systems 

The design of photonic systems has reached a stage where simulation is no longer a 

luxury, but a necessity. This situation has arisen over only a few years, because 

systems perfOlmance has reached a number of limits. Until the last decade, optical 

communications systems were chiefly limited by loss, dispersion, and transmitter & 

receiver performance. However, loss is easy to calculate on the back of an envelope, 

and dispersion can be estimated by rule of thumb, aided by experience. It is the advent 

of optical amplifiers, enabling high powers and long un-regenerated distances that 

have caused significant fibre nonlinearity that necessitated the use of numerical 

modeling: to calculate the spectral broadening caused by SPM, amplitude modulation 

due to XPM, crosstalk due to FWM, and the interplay of nonlinearity and dispersion. 

To achieve optimized transmission on optical links, equipment-makers and system 

integrators are assessing trade-offs between design variables including power range, 
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fibre nonlinearities, temperature stability, gain-shaping and dispersion management. 

At the same time, component manufacturers are expected to deliver significant annual 

price decreases even as the development of multi-port, wavelength specified 

components (such as add-drop multiplexers, transmitters, and wavelength routers) 

becomes increasingly complex, quality standards increase and tolerances grow tighter. 

Many of t~ese problems can be addressed with the help of automated software design 

tools. Just as Electronic Design Automation (EDA) tools have become an essential 

part of semiconductor and electronics industry development, Photonic Design 

Automation (PDA) tools can advance telecommunications infrastructure development. 

In this chapter, we first introduce the typical WDM system and discuss the technology 

directions along which WDM systems can evolve to meet bandwidth capacity 

demands. Then the expressions of signal and noise for the Optical Pre-amplifiers 

(OPRs) at the decision point are derived. A method to evaluate average Q-factor from 

the eye diagrams and amplitude histograms, and thus evaluate BER through the Q­

factor, is also introduced. Finally the implementation of simulations is presented. 

3.1 Typical WDM system 

Wav~length Division Multiplexing (WDM) has provided the scalability to cope with 

the capacity demands of data-driven communications. A typical point-to-point WDM 

system comprises: 
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• A number of transmitters; which can be either: 

+ a directly-modulated laser 

+ a laser operated CW with an external modulator 

Each transmitter produces an Optical Channel which is a single optical carrier. 

• A multiplexer, which can be: 

+ ~avelength selective, giving low excess loss 

+ flat-passband giving a loss proportional to the number of inputs 

The multiplexer combines Optical Channels into an Optical Multiplexer Section 

(OMS). The OMS ends at the demultiplexer that regains the individual optical 

channels. That is it includes the optical amplifier sections between the two 

multiplexers. 

• Optical fibre plant, comprising 

+ transmission fibre 

+ (optional) dispersion compensating devices (e.g. fibre or grating) 

+ in-line optical amplifier 

• (optional) Optical Add-Drop multiplexer (OADM) 

• Optical demultiplexer 

• Optical receivers for each channel. 

Figure 3.1 shows a schematic showing the layout of components in a typical WDM 

transmission system. 
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Boost OA OA Preamp 

Fibre 

Figure 3.1: Typical structure of WDM transmission system 

Ideally WDM channels do not interact (there is no optical crosstalk), and as many 

channels can be added and required, each operating at a high data rate. In practice, 

interaction occurs, and the number of channels is limited by the performance of the 

components [1]. 

We can identify three orthogonal requirements for providing a higher bit rate WDM 

link: 

• higher total optical bandwidths (using more of the fibre's low-loss regions to get 

80nm of oprical bandwidth or more) [2, 3]; 

• higher bit rates per channel (say from 2.5 Gbitls to 40 Gbitls) [4,5]; and 

• higher density of individual channels (thus, reduced channel spacing, say from 

100 to 20 GHz) [6, 7]. 

These requirements can be arranged as the axes [B, C, D] of a cube (Figure 3.2). The 

total capacity of the system is the cube's volume B·C·D. 
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Figure 3.2: WDM capacity cube 

3.2 Expressions of signal and noise 

Now we start the derivations of the expressions of signal and noise at the decision 

point for the Optical Pre-amplifiers (OPRs). The configuration of the OPRs is shown 

in Fig. 3.3. 

Input 

Signal 

Optical 

Filter 

Electrical 
Filter 

Figure 3.3: Configuration of the OPRs 
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The received signal for this model can be amplitude and/or frequency modulated, with 

arbitrary pulse shape (including frequency chirp). It can be deteriorated by optical 

fibre transmission including fibre dispersion and SPM. When the received signal is a 

FM signal, a FM/AM converter is inserted between optical preamplifier and PIN 

diode. Its frequency response can be combined with the transfer function of optical 

bandpass fi Iter. 

The optical amplifier is modelled by assuming that the input signal power is 

instantaneously amplified by a constant optical gain and that the noise due to 

spontaneous emission is assumed to be an additive, wide-sense stationary Gaussian 

noise process [8]. 

The generation of photo current is assumed to be an instantaneous process due to a 

simple ideal sq~are law detection performed by the PIN diode. The analysis of the 

shot noise in the receiver is according to the theory in [9]. The PIN detector is 

assumed to be ideal with a unity intrinsic frequency transfer function because the 

frequency responses of the detector and the electrical amplifiers in the baseband 

receiver can be combined with the transfer function of the electrical filter. 

For simplicity, all noise contributions to the baseband receiver are assumed to be 

mutually. statistically independent noise processes. This is the ordinary treatment in 

the most of receiver models in the literature. Actually, there is some degree of 

correlation for the noise samples when non-ideal lowpass filtering is considered. In 

[10], it is possible to include this noise correlation to account for lSI effects and some 
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degradation in sensitivity due tei the correlation effects have been reported for CPFSK 

systems. But the theory for the noise correlation is very complicated, especiaIly for 

numerical calculation. In order to simplify the receiver model, the noise correlation 

effects are not considered in our accurate model. 

The foIlowing results are derived from the bandpass signal theory which means that 

any reference frequency must be sufficiently high so that the spectral bandwidth of 

any arbitrary function in concem relative to the reference frequency is less than 200% 

[11]. This restriction, however, has no practical impact in optical communication 

systems due to the extremely high optical carrier frequency. 

The electrical field of the received signal is resolved in two orthogonal polarisation 

states as shown in Fig. 3.4. We can define: 

2 

es (t) = I e"k (t). ek ' k = 1,2 (3.1) 
k=l 

e . . (t) = Re{e. (t)e j21
!h

l
} .I,k .I,k 

(3.2) 

- (t) = fa s (t)e j2
tif.,.k

l 

es,k "I/U k k 
(3.3) 

(3.4) 

(3.5) 

where es (t) is the instantaneous electrical field vector of the input signal to the 

optical preamplifier. ek (k=I,2) are the mutuaIly orthogonal unit vectors. e"k(t) are 

the polarisation components of es (t) as shown in Fig. 3.4. e"k (t) is the complex 
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envelope of e"k (t). fk is a reference frequency associated with the polarisation states 

of optical bandpass filters. f, is the signal carrier frequency. fs,k is the detuning of 

the optical filter. a k (a l + a 2 = 1) denotes the coupling coefficient of signal power 

into each of the two orthogonal polarisation components. Sk (t) is the total modulation 

of the input signal and (j k (t) and f) k (t) are respectively the amplitude modulation 

and the phase modulation of the input signal. The detuning of the optical filter is 

shown in Fig. 3.5 schematically. The reference frequency fk is selected as the central 

frequency of optical bandpass filter. For a CPFSK signal, it is optically demodulated 

by a Mach-Zehnder FM! AM converter. The demodulation curve is periodical (as 

shown in Fig. 3.5) with a period of the reciprocal of the delay td of the FM!AM 

converter. The offset of the central frequency between optical demodulation and 

optical filter is represented by the reference phase V kd • For an ASK signal, the optical 

demodulation is not required, so the reference frequency fk is the signal carrier 

frequency and then f',k = O. 

x 
e,,1 

z 

y 

Figure 3.4: The schematic of the electrical field vectors of the input signal 
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.f, .ft frequency 

Figure 3.5: The schematic of the detuning of optical bandpass filter 

In the frequency domain, Eqs. (3.1) - (3.3) become: 

2 

E"U)= IE',kU)'ek (3.6) 
k=l 

E",k U) = ~ [E",k U - fk ) + E,;,k (- f - fk )] (3.7) 

E,',k U) = ra;Sk (J - fs,k ) (3.8) 

Now, consider the spontaneous emission generated by the optical preamplifier. The 

two polarisation states of the spontaneous emission are assumed to be identical, 

mutually statistical independent, additive, and wide-sense stationary Gaussian noise 

process [12]. Since the optical amplifier has a finite bandwidth and the optical 

bandpass filter is used in the OPRs, the spontaneous emission is band-limited. Thus 

the spectral noise density of the spontaneous emission for each polarisation state, as 

shown in Fig. 3.6 schematically, can be written as: 

S'P (f) = N,p (t - /.,p ) + N,p ( - f - /.,p ) (3.9) 
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where j ,,, is the centre frequency of the positive frequency contents of the 

spontaneous emission. N ,,, Cr) is the lowpass spectral noise density of the 

spontaneous emission. 

The instantaneous electrical field of the spontaneous emission can be defined as: 

2 

e,,, (t) = L e,,, .k (t) · ek (3.10) 
k = 1 

() R f- () j2 tdiJ } e,,,.k 1 = ele,,,.k t e (3.11) 

(i.,,, .k (t) = ei.k (t) + je q,k (t) (3.12) 

where e,,, (l) is the instantaneous electrical field vector of the spontaneous emission, 

e,,, ,k (l) and e,,, ,k (t) are the polarisation components and cOlTesponding complex 

envelope of the ~pontaneous emission electrical field, respectively, ei ,k (l) and eq ,k (l) 

are, respectively, the inphase and quadrature modulation components of the 

spontaneous emission electrical field with respect to the reference frequency Ik' 

N ,,, ( - f - I ,,, ) 8,,, (1) ( ' ) 
N ,,, 1 - ./") 

f -I,,, o I ,,, f 

Figure 3,6: Illustration of N,,, (1) and 8"Jr) for an optical amplifier. 
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According to the signal theory in [13, 14], an arbitrary random process can be 

represented by its Fourier transform. The properties of the Fourier transform of a 

random process can be found in [13, 14]. Thus, from Eqs. (3.10) - (3.12) the 

spontaneous emission of the optical amplifier can be expressed in the frequency 

domain as the following forms: 

2 

E,P (J) = LE"p,k (J). ek (3.13) 
k=l 

E,p,k (J) = ~[E"P'k (J - fk) + E':P'k (- f - fk)] (3.14) 

E"P,k (J) = Ei.k (J)+ jEq,k (J) (3.15) 

The output signal of the optical preamplifier can be written as: 

2 

EOA(J) = LEoA,k(J)'ek 
(3.16) 

k=l 

EOA,k (J) = JGE.-.k (J)+ E"P,k (J) (3.18) 

where G is the power gain of the optical preamplifier. The output signal of the optical 

bandpass filter is given by: 

2 

EOF(J) = LEoF.k(J)·ek 
(3.19) 

k=l 
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where ilk (I) is the complex en~elope of the transfer function of the optical filter for 

each polarisation state. 

For convenience the factor of one-half is omitted in Eq. (3.21). This is due to a 

common practice of referring to a unity power transfer function of the envelope of 

lossless optical filters. The applied convention implies that an optical bandpass filter 

with a frequency transfer function Hk (I) is represented by the complex envelope 

ilk (I), with respect to the reference frequency Ik, defined as: 

(3.22) 

Since the two polarisation states of the total electrical field incident on the PIN diode 

are orthogonal, the equivalent (i.e. noise free) photo current generated by the 

detection can be represented by: 

2 

i(PD)(t) = LiYO)(t) (3.23) 
k=1 

'(PO)( ) _ !~I_ ( ~2 
lk t - eOF k t 

2 hv . 
(3.24) 

where 1] is the quantum efficiency of PIN diode, h is the Planck's constant, v is the 

optical signal frequency and e is the electron unity charge. In the frequency domain, 

Eqs. (3.2~).and (3.24) become: 

(3.25) 

(3.26) 
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where IYD)(/) is the Fourier transfOlm of the equivalent photo current ikPD)(t) 

generated by the detection of each polarisation component. Substituting Eq. (3.21) 

into Eq. (3.26), we have: 

I;PD)(J) = ~ ,~: c[ilk (J)ES'k (J)]® [il;(- I)E.:.k(- I)] 

+~ l~: rc~ilk(J)E".k(J)]®[il;(- I)E':P,k(- I)] 

+ [il;(- I)E.:'k (- I)]® [ilk (J)E"P,k (J)D 

+ ~ ~: [ilk (J)E"P,k (J)]® [il;(- I)E':P'k (- j)] 

From Eq. (3.27) we can define the detected signal and noise as follows: 

(3.27) 

The Fourier transform of the equivalent instantaneous optical signal power at the 

input of the PIN diode is: 

P,.\/) = iP',k(J) (3.28) 
k=l 

The Fourier transfOlm of the equivalent instantaneous signal photo-current at the 

output of the PIN diode is: 

2 

IYD)(J) = I l~~D)(J) 
k=l 

I.~:D)(J)= ~ ,~: G[ilk (J)E".k (J)]® [il;(- I)E.:.k(- j)] 

=~P (I) hv ".k 
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The Fourier transform of the equivalent instantaneous signal-spontaneous emission 

beat noise current at the output of PIN diode is: 

, 
l~~.~) (J ) = ! l~~~~k (J ) 

k=1 

1~~.~~k(J)= ~ ~: rc~Iik(J)E".k(J)]®[Ii;(- f)E.:.k(- f)] 

+ [Ii;(- f)E.:.k(- f)]®[Iik(J)E"p.k(J)D 

(3.32) 

(3.33) 

The Fourier transform of the average optical spontaneous emission power incident on 

the PIN diode is: 

p"p (J) = ± P"p.k (J) (3.34) 
k=1 

p'P•k (J) = ~ [Ii k (J )EsP.k (J )]® [Ii; (- f )E.:P.k (- f)] (3.35) 

and the Fourier transform of the corresponding equivalent DC current is: 

-- 2 __ 

/(PD)(f)= ,,/(PD)(f) 
"P ~ "p,k 

k=1 

/(PD)(f) - rye -(f) sp.k - -} - psp.k 
IV 

(3.36) 

(3.37) 

The Foutjer transform of the equivalent spontaneous-spontaneous emission beat 

current at the output of PIN diode is: 

2 

/(PD) (f) =" (PD) (f) sp-sp ~ /"P-sP.k (3.38) 
k=1 
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(po) ( )_1 lJe [- ()- ()] [-*( )-. ( )] (PD)( ) 
l,p-sp,k f - 2' h v H k f E,p,k f ® H k - f E,p,k - f - ISP,k f (3.39) 

In Eq. (3.27) the last term includes the spontaneous shot noise and the spontaneous-

spontaneous beat noise. We have defined the spontaneous shot noise in Eq. (3.37), so 

we have the form of the spontaneous-spontaneous beat noise as Eq. (3.39). 

For simplicity, all noise contributions are assumed to be mutually statistically 

independent noise processes (i.e. the variance of the total noise current is the sum of 

the variances for each noise current contributing to the total noise). Since the time 

impulse response of the electrical filter is real, its transfer function has the following 

property: 

H:(- f)=He(J) (3.40) 

The signal and noise at the output of the baseband receiver (i.e. the decision point) . 
can be written as follows: 

. The equivalent signal CUlTent is: 

2 

i, (t) = I i"k (t) (3.41) 
k=i 

(3.42) 

where he(t) is the time impulse response of the electrical filter. By using Eq. (3.31) 

and Fourier transforms, Eq. (3.42) becomes: 

71 



i."k (t) = ~: Fi1 {H e (j )Ps,k (j)} (3.43) 

The mean square current of the shot noise due to the signal current is: 

(3.44) 

(3.45) 

By using Fourier transforms, Eq. (3.45) becomes: 

The mean square current of the signal-spontaneous emission beat noise is: 

_ 2 __ 

·2 () _ " ,2 (t) ls_"p t - ~ ls-sp,k (3.47) 
k=l 

(3.48) 

By using ~ourier transforms, Eq. (3.48) becomes: 

72 



The mean square current of the shot noise due to the average spontaneous emission 

power incident on the PIN diode is: 

2_ 
·2 ".2 
lsp = L..,.lsp.k 

k=1 

By using Fourier transforms, Eq. (3.51) becomes: 

(3.50) 

(3.51) 

(3.52) 

The mean square CUITent of the spontaneous-spontaneous emission beat noise is: 

2 __ 

·2 ".2 
l"p-sp = L..,.l"p-sp,k (3.53) 

k=1 

-.2 - = 1[, ()0 .(PD) ]2) 
lsp_"p,k \ 1e t lsp-sp.k (3.54) 

By using Fourier transforms, Eq. (3.54) becomes: 

(3.55) 

After long and complicated derivations, we can get the expressions of signal and noise 

at the output of the baseband receiver as follows: 

The equivalent optical signal power at the input of the PIN diode is given by: 
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2 

Ps (t) = L Ps.k (t) (3.56) 
k=1 

The equivalent signal current is given by: 

2 

i, (t) = Li,.k (t) (3.58) 
k=1 

The mean square current of the shot noise due to the signal current is given by: 

_ 2_ 

i; (t) = L e.k (t) (3.60) 
k=1 

(3.61) 

., 

The mean square current of the signal-spontaneous emission beat noise is given by: 

(3.62) 
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iL", (t) = 2a.(::: r GFr-' {!dY[[H,(t + Y)H; (y)]0 [Iii • (yf N"V •. " + y l]] 
. ii k (j + y)ii; (y )Sk (J + y - /"k )Sk* (y - /',k)} 

(3.63) 

The mean square current of the shot noise due to the average spontaneous emission 

power incident on the PIN diode is given by: 

2_ 
·2 ",2 
lsI' = ~ l"p,k 

k=l 

~ r;e +f~ 1- ( ~ 2 ( )+f~ I (~2 
l,lp,k = 2e h v dx H k X ~ Nsp fk"p + X dy HeY J\ 

-~ -~ 

(3.64) 

(3.65) 

The mean square current of the spontaneous-spontaneous emission beat noise is given 

by: 

__ 2 __ " 

·2 "·2 
lsp-sp = ~ 1 sp-sp,k (3.66) 

k=l 

(3.67) 

Eqs. (3.56) ~o (3.67) are the basic formulas to calculate the signal and the noise for the 

simulation. 
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3.3 System performance estimation 

As far as WDM signal waveforms (and thus the eye diagrams) can be reconstructed in 

electrical domain, it is not always necessary to use optical method to obtain WDM 

transmission quality information. Several reports have evaluated amplitude 

histograms, Q-factors and bit error rate (BER) obtained by the electrical technique [15, 

16, 17]. Reference [15] confirmed that the degradation of an optical signal due to 

noise, crosstalk and chromatic dispersion can be detected from amplitude histograms. 

However, it is difficult to evaluate signal-to-noise ratio (SNR) degradation 

quantitatively because the mark level peak in the histograms is not clear when the 

chromatic dispersion is large. Reference [16] defined a method to evaluate average Q-

factor from the eye diagrams and amplitude histograms. This method has sensitivity 

to both the SNR degradation and pulse distortion of optical signals influenced by 

chromatic dispersion in transmission fibre. Reference [17] introduced a technique to 

evaluate BER through the Q-factor. 

As described in Fig. 3.7, the average Q-factor (QavM) is expressed by [16]: 

(3.68) 

where Pi,avii and ai,avii are the mean and standard deviation of the mark (i = 1) and 

space (i = 0 ) levels of all sampled data, respectively. P is set to the difference of the 
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mean of the mark and the space levels. Two thresholds are defined with coefficient a 

lies between 0 and 0.5: 

Do.1 = ILo. 1 ± aJL , 0< a < 0.5 (3.69) 

Amplitude Ampl i tude 

1-1 

1-'0.",. ' .~ 
0.",'" 

Number of Times Ti me 

Figure 3.7: Definition of averaged Q-factor 

Histograms with amplitudes larger than ILl - aJL are regarded as mark level 

distributions, while histograms with amplitudes smaller than ILo + aJL are regarded as 

space level distributions. This masking process removes the cross-point data and 

improves measurement accuracy [18]. 

While the exact probability density function for optical noise is not exactly Gaussian, 

a Gaussian approximation can lead to good BER estimates [17]: 

(3.70) 
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where J.io,) and 0"0,) are the mean and standard deviation of the mark and space data 

rails, D is the decision level, and erfc(x) is a form of the complementary error 

function given by: 

1 f 2 1 2 erfc(x) = -- e- f3 /2dfJ::::: e-x /2 

.. h7r . x.J 27r 
(3.71) 

where the approximation is nearly exact for x> 3. 

In a high-performance optical transmission system, the bit error rate is very low, 

traditional quality monitoring methods need very long time to detect errors in 

transmission. Eqs. (3.68) and (3.70) provide fast and simple evaluations of WDM 

optical transmission quality with acceptable accuracy, as demonstrated in the 

following chapters. 

3.4 Implementation of simulation 

In this section the implementation of the simulation is presented. The generation of 

the pseudo random binary sequence (PRBS) with different sequence length is 

described. The procedure of the implementation of the system-level simulation is 

given. The method to calculating the signal-spontaneous emission beat noise, which is 

more complicated and time consuming than any other calculations, is described. 
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1. PRBS 

A n-stage shift register PRBS generator, which produces a 2n -1 PRBS, is shown in 

Fig. 3.8. The number of possible PRBS obtainable from an n-stage shift register is 

listed in table 3.1 [19]. As an exception, for an 8-stage shift register more than 1 tap 

registers have to be used to produce a PRBS. The sequence length of the PRBS 

produced by t~e 8-stage shift register is 255 and the number of the possible PRBS is 

16. As an example, the tap register can be 4,5 and 6. 

Clock 

, 
~ 1 2 3 i- i i+1 n-2 n-l n .. .. .... 
~ Out put 
Buffer Tap 

f l'\ 
'- L./ 

Mod 2 

Figure 3.8: A n-stage shift register PRBS generator 

The FFT is an efficient tool for the calculations of signal and noise. The FFT with the 

sample number of 2n is much more efficient than that with any other sample numbers. 

To speed up the calculations, the sequence length of the PRBS is selected as 2 n 

instead of 2/1 -1. Since the PRBS sequence has 2/1-1 bits of one and 2 n
-

1 -1 bits of 

zero, the extra bit, a zero, is inserted in the sequence. The largest number of the 

consecutive bits of one in the sequence is 11 whereas the largest number of the 

consecutive bits of zero is 11-1. So the extra bit of zero is included after the last zero of 

the longest group of zeros. 
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Table 3.1: Number of PRBS obtainable from an n-stage shift register 

Number of Stages Sequence Length Number of PRBS Example Tap Register 
3 7 2 2 
4 15 2 3 
5 31 6 3 
6 63 6 5 
7 127 18 6 
9 511 48 5 
10 1024 60 7 
11 - 2047 176 9 

In this thesis, a 128-bits PRBS is used for trading off of the implementation time and 

the accuracy of the simulations in the optical nonlinear transmission and the accurate 

model. The bit numbers per sample used is usually chosen as 32 bit/sample. But when 

the optical nonlinear transmissions are considered and the transmitter power is very 

high, the bit number per sample has to increase to ensure the calculation accuracy. For 

example, when the peak power is larger than 25 dBm, the bit number per sample 

should be increased to 64 and when it is larger than 30 dBm, the bit number per 

sample should be increased to 128. 

2. Procedure for calculation of signal-spontaneous emission beat noise 

It is easy to see from the expressions of signal and noise that the signal-spontaneous 

emission beat noise is the most complicated term and the most time consuming for the 

calculations of signal and noise. The implementation time of the whole system is 

highly dependent on the calculation speed of this term. 
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Since the nOIse is real at the decision point of the baseband receiver, its Fourier 

transform has a symmetry with its complex conjugate as the form: F* (I) = F( - I). 

By using this symmetry, only half of the spectrum needs to be calculated. Since the 

amplitude of the Fourier transform approaches zero with the increasing frequency, the 

integral in Eq. (3.63) only needs to be calculated to the frequency where the integral 

satisfies a given accuracy of the calculations. Therefore, the calculation of this term 

can be greatl), speeded up compared to the calculation over the whole sampling 

frequency range. 

The procedure of the calculation of the signal-spontaneous emission beat noise IS 

shown in Fig. 3.9. 

81 



Calculate signal spectrum 
at input of preamplifier 

Calculate optical filter response 

Calculate electrical filter response 

Calculate spontaneous emission 
spectral noise density 

Calculate convolution in Eq. (3.63) 

Calculate integrand in Eq. (3.63) 
for each sample of y 

Do summation for calculating 
integral of Eq. (3.63) 

Yes 

Calculation end 

No 

Figure 3.9: Procedure to calculate signal-spontaneous emission beat noise 
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3. Procedure of implementation of simulation 

To calculate the BER and the receiver sensitivity of the OPRs, the signal and noise 

have to be calculated efficiently. When the input signal is a long sequence such as a 

long PRBS, the FFf is a very efficient tool for the calculations. By using Egs. (3.56) 

to (3.67), the signal and noise can be calculated. Then by using Egs. (3.68) and (3.70) 

the BER can be obtained. The procedure of the calculations is described in Fig. 3.10. 

Produce PRBS sequence 

Calculate transmitter output 
signal for each channel 

Calculate WDM signal 

! Yes 

No 

Calculate fibre dispersion & nonlinear effects 

Calculate DWDM signal 

Calculate optical filtering for 
each channel 

Calculate electrical filtering for 
each channel 

Calculate signal & noise 

Figure 3.10: Procedure of the implementation of the simulation. 
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3.5 Summary 

In this chapter, typical WDM system is introduced, three technology directions are 

identified for providing a higher bit rate WDM link: higher total optical bandwidths, 

higher bit rates per channel, and higher density of individual channels. 

The expressions of signal and noise at the decision point for the Optical Pre­

amplifiers (OPRs) are derived. It is easy to see from the expressions of signal and 

noise that the signal-spontaneous emission beat noise is the most complicated term 

and the most time consuming for the calculations of signal and noise. The 

implementation time of the whole system is highly dependent on the calculation speed 

of this term. 

A method to eval~ate average Q-factor from the eye diagrams and amplitude 

histograms, and thus evaluate BER through the Q-factor, is introduced. This method 

provides fast and simple evaluations of WDM optical transmission quality with 

acceptable accuracy. 

The implementation of the numerical simulation is presented. The generation of the 

pseudo random binary sequence (PRBS) with different sequence length is described. 

The procedyr.e of the implementation of the system-level simulation is given. The 

method to calculate the signal-spontaneous emission beat noise, which is more 

complicated and time consuming than any other calculations, is described. 

84 



Chapter 4 

Receiver Analysis -100/150 km WDM Transmission 

From the previous chapter, the nonlinear effect denoted SPM is present in the optical 

fibre due to power dependence of the refractive index of fibre. SPM-induced frequency 

chirp has an opposite sign to that of the dispersion-induced frequency chirp and is 

proportional to the peak-power of optical pulses. Hence, some amount of dispersion 

compensation is expected. Using prechirp, the dispersion-induced chirp can also be 

compensated partially. It is shown in this chapter that the receiver sensitivity can be 

improved by using a favourable extinction ratio of the input signal. In this chapter, the 

influence of variations in fibre dispersion, fibre loss and effective core area on system 

performance is investigated. Then the effects of prechirp, extinction ratio and rise time of 

the input sign'al on system pelformance are studied. Finally, the influence of the sequence 

length used in simulations is discussed. 
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In this chapter, investigations are based on an 8xlOGb/s WDM System. The fibre 

parameters used in simulations are the fibre loss of 0.2 dB/km, fibre dispersion of 17 

ps/km/nm, higher order dispersion of 0.06 ps / km / nm2 and nonlinearity coefficient of 

1.37 W- I km-' . The Optical Pre-amplified Receiver (OPR) parameters used in 

simulations are the optical gain of 40 dB, noise figure of 3 dB, reference sensitivity of the 

baseband receiver of -15.5 dBm, a Lorentzian shaped optical filter of 20 GHz bandwidth 

and a 5th order Bessel electrical filter of 7 GHz bandwidth. The transmitter parameters 

used in simulations are a chirp-free 128-bits PRBS with raised-cosine pulse (rise time of 

20 ps) and extinction ratio of infinity (corresponding to the normalised bias voltage of -1, 

modulation depth of 1 and asymmetry factor of 0). These values are used throughout this 

chapter except that those parameters are investigated. 

4.1 Influence of variation in fibre parameters 

In this section, the influence on system performance in optical transmission of variation 

in fibre parameters is investigated. The eye closure penalty and the receiver sensitivity of 

the receivers are calculated with the varying transmitter power. 

4.1.1 Variation of fibre loss 

Fig. 4.1 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 100 

km transmission versus the average transmitter power for 3 different fibre loss (0.2, 0.25 

and 0.3 dB/km). At very high transmitter power, the sensitivity has a rapid increase in 

penalty. The curves have similar shapes for different fibre losses but the optimum 
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transmitter power increases with an increasing fibre loss. The optimum sensitivities are 

nearly the same for different fibre losses. The sensitivity has a ripple when the transmitter 

power exceeded a certain level which increases with an increasing fibre loss. The 

allowable transmitter power range increases rapidly with an increasing fibre loss. 

Fig. 4.2 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 

150 km transmission versus the average transmitter power for 3 different fibre loss (0.2, 

0.25 and 0.3 dB/km). At very high transmitter power, the sensitivity has a rapid increase 

in penalty. The eye closes completely for low transmitter power and high transmitter 

power which is dependent on the fibre loss. The curves have similar shapes for different 

fibre losses but the optimum transmitter power increases with an increasing fibre loss. 

The optimum sensitivity increases in penalty with an increasing fibre loss. The allowable 

transmitter power range decreases rapidly with an increasing fibre loss. 
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Figure 4.1: (a) Eye closure penalty and (b) receiver sensitivity for 100 km transmission 
versus average transmitter power with fibre loss as a parameter. 
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Figure 4.2: (a) Eye closure penalty and (b) receiver sensitivity for 150 km transmission 
versus average transmitter power with fibre loss as a parameter. 

4.1.2 Variation of fibre effective core area 

Fig. 4.3 shows the (a) eye closure penalty, and (b) receiver sensitivity of the OPRs for 

100 km transmission versus the average transmitter power for 5 different fibre effective 

core area (70, 75, 80, 85 and 90 JlITl2). At very high transmitter power, the sensitivity has 

a rapid increase in penalty. The curves have similar shapes for different fibre effective 

core areas but the optimum transmitter power increases with an increasing fibre effective 

core area. The optimum sensitivities are nearly the same for different fibre effective core 

area. The sensitivity has a ripple when the transmitter power exceeded a certain level 

which increases with an increasing fibre effective core area. The allowable transmitter 

power range increases with an increasing fibre effective core area. 

Fig. 4.4 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 

150 km transmission versus the average transmitter power for 5 different fibre effective 

core area (70, 75, 80, 85 and 90 Jlm2). At very high transmitter power, the sensitivity has 
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a rapid increase in penalty. The eye closes completely for high transmitter power which 

depends on the fibre effective core area. The curves have similar shapes for different 

fibre effective core areas but the optimum transmitter power increases with an increasing 

fibre effective core area. The optimum sensitivities and allowable transmitter power 

ranges are very close for different fibre effective core areas. 
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Figure 4.3: (a) Eye closure penalty, and (b) receiver sensitivity for 100 km transmission 
versus average transmitter power with fibre effective core area as a parameter. 
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Figure 4.4: (a) Eye closure penalty, and (b) receiver sensitivity for 150 km transmission 
versus average transmitter power with fibre effective core area as a parameter. 
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4.1.3 Variation of fibre dispersion 

Fig. 4.5 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 

100 km transmission versus the average transmitter power for 3 different fibre dispersion 

(15, 17, and 19 ps/nm/km). At very high transmitter power, the sensitivity has a rapid 

increase in penalty. The curves have similar shapes for different fibre dispersions but the 

optimum sensitivity increases in penalty with an increasing fibre dispersion. The 

optimum transmitter powers for different fibre dispersions are very close, around 15.5 

dBm. The sensitivity has a ripple when the transmitter power exceeded about 19 dBm. 

The allowable transmitter power ranges are very close for different fibre dispersions. 

Fig. 4.6 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 

150 km transmission versus the average transmitter power for 3 different fibre dispersion 

(15, 17, and 19 ps/nm/km). At very high transmitter power, the sensitivity has a rapid 

increase in penalty. The eye closes completely for low transmitter power and high 

transmitter power which is critical1y dependent on the fibre dispersion. The optimum 

sensitivity increases in penalty fast and the al10wable transmitter power range decreases 

fast with an increasing fibre dispersion. The optimum transmitter powers are close, 

around 15.5 dBm for different fibre dispersions. 
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Figure 4.5: Eye closure penalty (a) and receiver sensitivity (b) for 100 km transmission 
versus average transmitter power with fibre dispersion as a parameter. 
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Figure 4.6: Eye closure penalty (a) and receiver sensitivity (b) for 150 km transmission 
versus average transmitter power with fibre dispersion as a parameter. 

4.2 Influence of prechirp 

In this section, it will be shown that the fibre dispersion can be paltially compensated by 

the negative prechirp. The influence of prechirp in optical transmission is studied by 

varying the chirp parameter from -1.0 to 1.0 and the transmitter power from 0 to where 

the eye closes completely. 
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The chirp parameter used corresponds to the degree of asymmetry of the frequency chirp 

of an optical pulse. The frequency chirp mentioned in this section is simulated as the 

chirp from an asymmetrically driven Mach-Zehnder modulator, where the obtainable 

values of chirp parameter is limited to the range from -1 to +1, corresponding to the two 

situations with single-ended modulation. A negative chirp (i.e. negative chirp parameter) 

corresponds to a blueshift on the leading edge of the pulse and a redshift on the trailing 

edge of the pulse, i.e., the frequency chirp is positive on the leading edge and negative on 

the trailing edge. For a positive chirp (i.e. positive chirp parameter), the frequency chirp 

is just opposite to that for a negative chirp. Fig. 4.7 shows the super-Gaussian pulses 

(M=l and 3) and raised-cosine pulse (rise time of 20 and 40 ps) and the cOlTesponding 

frequency chirp for two opposite chirp parameters (+1.0 and -1.0) respectively. It is 

shown from the figures that the steep edge produces more frequency chirp. 
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Figure 4.7: Input amplitude and frequency chirp of Mach-Zehnder modulator for super­
Gaussian pulses «a) for M=l and (b) for M=3) and raised-cosine pulses «c) for rise time 
of 20 ps and (d) for rise time of 40 ps) 

Fig. 4.8 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 

100 km transmission versus the average transmitter power for 5 different chirp 

parameters (-1.0, -0.4, 0, 0.4 and 1.0). Fig. 4.9 shows the contour curves of eye closure 

penalty (a) and receiver sensitivity of the OPRs (b) for 100 km transmission versus the 

average transmitter power and chirp parameter. The optimum transmitter power increases 

with a decreasing chirp parameter. For the transmitter power lower than the optimum, the 

better sensitivity is' obtained by the larger chirp parameter. For the transmitter power 

higher than the optimum, the sensitivity penalty increases fast with an increasing 

transmitter power. The sensitivity has a ripple when the transmitter power exceeded a 

certain level which depends on the chirp parameter. The optimum sensitivity is -39.9 

dBm at the transmitter power of 15.5 dBm and chirp parameter of 0, but the largest 

system gain of 56.2 dB is obtained at the transmitter power of 17 dBm and chirp 

parameter of -0.8. The optimum receiver sensitivity occurs around the chirp parameter of 

o because the SPM-induced frequency chirp is small and the prechirp is not expected for 

short distance transmission. The allowable transmitter power range increases with an 

increasing chirp parameter. 
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The BER curves of the optimum sensitivity for 100 km transmission and the 

corresponding back-to-back case is shown in Fig. 4.12. The sensitivity for 100 km 

transmission is 1.4 dB worse than that for back-to-back with the same transmitter and 

recei ver parameters. 
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Figure 4.8: Eye closure penalty (a) and receiver sensitivity of the OPR (b) for 100 km 
transmission versus average transmitter power with chirp parameter as a parameter. 
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Figure 4.9: Contour curves of eye closure penalty (a) and receiver sensitivity of the OPR 
(b) for 100 km transmission versus chirp parameter and average transmitter power. 

Fig. 4.10 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) for 

150 km transmission versus the average transmitter power for 5 different chirp 

parameters (-1.0, -0.4, 0, 0.4 and 1.0). Fig. 4.11 shows the contour curves of eye closure 

penalty (a) and receiver sensitivity of the OPRs (b) for 150 km transmission versus the 
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average transmitter power and chirp parameter. The optimum transmitter power increases 

with a decreasing chirp parameter. A great sensitivity improvement is obtained by using a 

negative prechirp. For the transmitter power lower than the optimum the sensitivity 

penalty increases not very fast with a decreasing transmitter power. For the transmitter 

power higher than the optimum the sensitivity penalty decreases fast with an increasing 

transmitter power. The optimum sensitivity and the largest system gain of are obtained to 

be -34.7 dBm and 52.2 dB, respectively, at the transmitter power of l7.5 dBm and chirp 

parameter of -1.0. The optimum transmitter power becomes higher and the optimum 

chirp parameter becomes negative for 150 km transmission because the transmission 

distance is long and more chirp compensation is expected. The allowable transmitter 

power range increases with an increasing chirp parameter. 
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Figure 4.10: Eye closure penalty (a) and receiver sensiti vity of the OPR (b) for 150 km 
transmission versus average transmitter power with chirp parameter as a parameter. 
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Figure 4.11: Contour curves of eye closure penalty (a) and receiver sensitivity of the OPR 
(b) for 150 km transmission versus chirp parameter and average transmitter power. 

The BER curves of the optimum sensitivity for 150 km transmission and the 

corresponding back-to-back case is shown in Fig. 4.12. It shows that the slope of the BER 

curve for long distance transmission is slightly different from the back-to-back case. The 

sensitivity for 150 km transmission is 6.5 dB worse than that for back-to-back with the 

same transmitter and receiver parameters. 
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Figure 4.12: BER curves for the optimum sensitivity of 100 km and 150 km 
transmissions and the corresponding back-to-back cases, calculated for the optimum 
prechirp and the optimum transmitter power. 
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It is shown from the simulations .carried out in this section that the prechirp is not 

necessary for the short distance transmission but for long distance transmission the big 

sensitivity improvements are obtained by using negative prechirp. The optimum 

transmitter power increases a great deal but the allowable transmitter power range 

decreases with a decreasing chirp parameter. 

4.3 Influence of rise time 

To clarify the influence of rise time, the simulations are carried out for varying 

transmitter power and rise time from 10 to 40 ps. The maximum rise time for a perfect 

raised-cosine pulse is around 41 ps. The investigation is performed by chirp-free pulses. 

Fig. 4.13 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) 

versus the average transmitter power for 4 different rise times (10, 20, 30 and 40 ps) for 

100 km transmission and a chirp-free input. Fig. 4.14 shows the contour curves of eye 

closure penalty (a) and receiver sensitivity of the OPR (b) versus the average transmitter 

power and rise time for 100 km transmission and a chirp-free input. The optimum 

sensitivities and the optimum transmitter powers are very close for different rise times. 

For the transmitter power lower than the optimum, the sensitivity difference is small for 

different rise times and the better sensitivity is obtained for shorter rise time. For the 

transmitter power higher than the optimum, the sensitivity penalty increases fast with an 

increasing tr~nsmitter power. The sensitivity has a ripple when the transmitter power 

exceeds a certain level, around 19 dBm, and the rise time is less than 30 ps. No sensitivity 

ripple is found for the rise time of 40 ps. The optimum sensitivity is -40.1 dBm at the 

transmitter power of 15 dBm and rise time of 40 ps. 
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Figure 4.13: Eye closure penalty (a) and receiver sensitivity (b) for 100 km transmission 
versus average transmitter power with rise time as a parameter for chirp-free input. 
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Figure 4.14: Contour of eye closure penalty (a) and receiver sensitivity (b) for 100 km 
transmission versus transmitter power and rise time for a chirp-free input. 

The BER curves of the optimum sensitivity for 100 km transmission and the 

corresponding back-to-back case is shown in Fig. 4.17. The sensitivity for 100 km 

transmission is 0.3 dB worse than that for back-to-back with the same transmitter and 

receiver parameters. 
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Fig. 4.15 shows the eye closure penalty (a) and receiver sensitivity of the OPRs (b) 

versus the average transmitter power for 4 different rise times (10, 20, 30 and 40 ps) for 

150 km transmission and a chirp-free input. Fig. 4.16 shows the contour curves of eye 

closure penalty (a) and receiver sensitivity of the OPR (b) versus the average transmitter 

power and rise time for 150 km transmission and a chirp-free input. The optimum 

sensitivity becomes better for larger rise time. The optimum transmitter power decreases 

slightly with an increasing rise time. For the transmitter power lower than the optimum, 

the sensitivity penalty increases, not very fast, with a decreasing transmitter power and 

the better sensitivity is obtained for larger rise time. For the transmitter power higher than 

the optimum, the sensitivity penalty increases fast with an increasing transmitter power. 

The eye closes completely for low transmitter powers and high transmitter powers which 

are dependent on different rise time. The optimum sensitivity is -35.5 dBm at the 

transmitter power of 15 dBm and rise time of 40 ps. The allowable transmitter power 

range increases with an increasing rise time. 
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Figure 4.15: Eye closure penalty (a) and receiver sensitivity (b) for 150 km transmission 
versus average transmitter power with rise time as a parameter for chirp-free input. 
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Figure 4.16: Contour of eye closure penalty (a) and receiver sensitivity (b) for 150 km 
transmission versus transmitter power and rise time for a chirp-free input. 

The BER curves of the optimum sensitivity for 150 km transmission and the 

corresponding back-to-back case is shown in Fig. 4.17. It shows that the slope of the BER 

curve is slightly different from the back-to-back case. The sensitivity for 150 km 

transmission is 4.9 dB worse than that for back-to-back with the same transmitter and 

receiver parameters. 
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Figure 4.17: BER curves for the optimum sensitivity of 100 km and 150 km 
transmissions and the corresponding back-to-back cases, calculated for a chirp-free input, 
optimum rise time and optimum transmitter power 
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For a short transmission distance, the influence on sensitivity of the rise time is not 

serious, the optimum sensitivity and the optimum transmitter power have very slight 

difference for different rise times. For a long transmission distance, a serious influence on 

sensitivity of the rise time is found. For a chirp-free input, the optimum sensitivity 

becomes much better but the optimum transmitter power decreases when rise time 

increases. The better sensitivity is obtained by larger rise times for low transmitter power 

(than the optimum). The allowable transmitter power range increases with an increasing 

rise time. 

4.4 Influence of extinction ratio 

The extinction ratio were fixed to be infinite for the previous simulations in this chapter. 

When we consider nonlinear transmission in optical fibre, the input signal with a finite 

extinction ratio can provide a receiver sensitivity improvement due to SPM effect [1,2]. 

This is because a certain amount of energy is presented in the zero's bits for the input 

signal with a finite extinction ratio. When it transmits in fibre, SPM causes a compression 

of the one's bits, while the energy of the zero's bits is transferred into the neighbouring 

bits, effectively causing the energy level of the zero's bits to be decreased, and the energy 

level of the one's bits to be increased at the same time. Then, the eye opening of the 

received signal can be improved, even better than the input in some cases. Consequently, 

the receiver ~ensitivity is improved. 

The amount of SPM generated frequency chirp is proportional to the difference in power 

between zero's and one's bits. The average power is given by: 
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(4.1) 

where PI and Po are the power level of the one's bit and zero's bit respectively. The 

difference in power between the one's and zero's is then given by: 

Therefore, the SPM-induced maximum frequency chirp ~f max has [3]: 

r-1 
~f ce-

. max 1 r+ 

(4.2) 

(4.3) 

It shows that the amount of SPM is decreased with a decreasing extinction ratio. 

For discussing the influence of the extinction ratio, the simulations of an ASK system are 

carried out. The ASK modulator is Mach-Zehnder modulator. The extinction ratio is 

varied by the asymmetrical parameter, switching voltage, and modulation voltage of the 

modulator [4]. 

The influence of extinction ratio is respectively investigated by varying the transmitter 

power and the extinction ratio from 3 dB to 20 dB. The investigations are performed by 

the input signals with chirp-free pulses. 

Fig. 4.18 shows the sensitivity for chirp free as a function of transmission distance for the 

extinction ratio of infinity and 10 dB. It shows that the sensitivity is better for infinite 

extinction ratiS' than for the extinction ratio of 10 dB when transmission distance is less 

than 110 km and it gives opposite result for longer distance. The sensitivity penalty 

increases with an increasing distance for infinite extinction ratio and this increase is very 

fast after 120 km transmission. For the extinction ratio of 10 dB the sensitivity penalty is 
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less than 1 dB for the distance within 140 km and the penalty increases very fast after 150 

km transmission. It shows that the sensitivity can be improved by the finite extinction 

ratio input after a certain distance transmission, e.g. 110 km for this case. 

-24 

-26 Extinction Ratio 

E -e- Infinity 
CD -28 --
~ -. - 10dB 
en 
<i> -30 
o 

Ii -32 
0: 
w 
CD -34 
@ 
>. 
~ -36 

'iii 
ai -38 

(/) 

-40 

-42 

o 20 40 60 80 100 120 140 160 180 200 
Distance (km) 

Figure 4.18: Sensitivity as a function of transmission distance for extinction ratio of 
infinity and 10 dB with a chirp-free input, calculated for transmitter power of 14 dBm. 

Fig. 4.19 shows the contour of receiver sensitivity versus the average transmitter power 

and extinction ratio for a chirp-free input signal, in which (a) and (b) are respectively for 

100 km and 150 km transmissions. 

For 100 km transmission, the optimum sensitivity is -40.3 dBm at the extinction ratio of 

16 dB and the transmitter power of 15.5 dBm. The optimum sensitivity is nearly the same 

for extinction i·atio larger than 15 dB. This is because this transmission distance is shorter 

and the effect of extinction ratio is small. The sensitivity is very sensitive to the low 

extinction ratio. The allowable transmitter power range increases with an increasing 

extinction ratio. 
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For 150 km transmission, the optimum sensitivity is -38.2 dBm at the extinction ratio of 

11 dB and the transmitter power of 15 dBm. The sensitivity is sensitive to extinction ratio 

and transmitter power. This is caused by SPM and the effect of extinction ratio. It shows 

the optimum extinction ratio decreases when the transmission distance is longer. The 

maximum allowable transmitter power range shifts to a certain extinction ratio which is 

dependent on the transmission distance. 
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Figure 4.19: Contour of receiver sensitivity versus transmitter power and extinction ratio 
for a chirp-free input signal and 100 km (a) and 150 km (b) transmissions. 

Fig. 4.20 shows the eye-diagrams for back-to-back (a) and 100 km transmission (b), 

simulated by the system parameters cOITesponding to the optimum sensitivity In 

Fig. 4.19(a). The eye closure penalty is 0.3 dB compared to the back-to-back case. 
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Fig. 4.20: Eye-diagrams for back-to-back (a) and 100 km transmission (b), simulated by 
the system parameters cOITesponding to the optimum sensitivity in Fig. S.3.37(a). 

Fig. 4.21 shows the eye-diagrams for back-to-back (a) and ISO km transmission (b) 

simulated by the system parameters corresponding to the optimum sensitivity in Fig. 

4.19(b). The eye closure penalty is 1.1 dB compared to the back-to-back case. 
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Fig. 4.21: Eye-diagrams for back-to-back (a) and ISO km transmission (b), simulated by 
the system parameters corresponding to the optimum sensitivity in Fig. S.3.37(b). 

Fig. 4.22 shows the BER curves of the optimum sensitivity for 100 km transmission and 

the corresponding back-to-back case, calculated by the same system parameters as Fig. 

4.20. The sensitivity for 100 km transmission is 0.3 dB better than that for the back-to-
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back case. The BER curves of the optimum sensitivity for 150 km transmission and the 

corresponding back-to-back case are also shown in Fig. 4.22, calculated by the same 

system parameters as Fig. 4.21. It shows that the slope of the BER curve is slightly 

different for long transmission distance. The sensitivity for 150 km transmission is 0.3 dB 

worse than that for the back-to-back case. 
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Figure 4.22: BER curves for the optimum sensitivity of 100 km and 150 km 
transmissions and the corresponding back-to-back cases, calculated for a chirp-free input, 
optimum extinction ratio and optimum transmitter power 

4.5 Influence of sequence length 

In this section, a serial of simulations are carried out to investigate the influence of the 

sequence length of the input signal used in the simulations of optical nonlinear 

transmission. 

106 



E 
m 
-0 

Fig. 4.23 shows the sensitivity as a function of the sequence length of the input signal 

with prechirp of -0.5, 0 and +0.5 for 100 km (a) and 150 km (b) transmissions. The 5th 

order Bessel electrical filter and the 5th order Butterworth electrical filter are used in 

simulations, respectively. For 100 km transmission, the inputs with prechirp of 0, -0.5 

and +0.5 have transmitter powers of 15.4, 16.5 and 14 dBm and extinction ratio of 

infinity, respectively. For 150 km transmission, the inputs with prechirp of -0.5, 0 and 

+0.5 have transmitter powers of 16.5, 15 and 13 dBm and extinction ratios of 12, 11 and 

10 dB, respectively. 
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Figure 4.23: Receiver sensitivity as a function of sequence length for the 5th order Bessel 
filter and the 5th order Butterworth filter for 100 km (a) and 150 km (b) transmissions. 

It shows that the influence on the receiver sensitivity of the sequence length is much 

more serious than the back-to-back case because of fibre dispersion and SPM. The 

sensitivity difference for different sequence length increases with an increasing 

transmission distance. The difference for the 5th order Bessel filter is smaller than the 5th 

order Butterworth filter since the latter has a large group delay variation. For all the cases 

in Fig. 4.23, the sensitivity difference for different sequence lengths is very small when 

the sequence length used is longer than 128-bits. This means that a 128-bits PRBS is 

reasonable for the simulations when accuracy and calculation time are traded off. 
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4.6 Summary 

In this chapter, the influence of the vatiation in fibre parameters including fibre loss, 

dispersion and fibre effective core area are investigated. The results are important for the 

system designer. 

Prechirp is not necessary for the short distance transmission but for a long distance 

transmission a big sensitivity improvement is obtained by using negative prechirp. The 

optimum transmitter power increases greatly but the allowable transmitter power range 

decreases with a decreasing chirp parameter. 

The influence on sensitivity of the rise time is not serious for the shOJi transmission 

distances. The optimum sensitivity and the optimum transmitter power have very slight 

difference for different rise times. For a long transmission distance, a serious influence on 

sensitivity of the rise time is found. The optimum sensitivity becomes much better, the 
., 

optimum transmitter power decreases and the allowable transmitter power range 

increases with an increasing rise time for a chirp-free input. 

The receiver sensitivity can be improved by an input with finite extinction ratio after a 

certain distance transmission. For a short transmission distance, the sensitivity nearly 

keeps constant for the extinction ratio over a certain value. For a long transmission 

distance, the pptimum extinction ratio decreases when the transmission distance is longer. 

The maximum allowable transmitter power range shifts to a certain extinction ratio which 

is dependent on the transmission distance. 

108 



The influence of the sequence length used in simulations is studied by using a 5th order 

Bessel electrical filter and a 5th order Butterworth electrical filter for 100 km and 150 km 

transmissions. It shows that a big receiver sensitivity difference is caused by short 

sequence length used but the sensitivity difference is very small when the sequence 

length used is longer than 128-bits. Thus, a 128-bits PRBS is reasonable for the 

transmission simulations when accuracy and calculation time are compromised. 
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Chapter 5 

Dispersion Management for WDM Systems 

In an optical fibre communication system, information is transmitted over a fibre by 

using a coded sequence of optical pulses whose width is determined by the bit rate B 

of the system. Dispersion-induced broadening of pulses is undesirable as it interferes 

with the detection process and leads to elTors if the pulse spreads outside its allocated 

bit slot (Ta = 1/ B). Due to OVD-induced limitations, 10 Obis WDM transmissions 

over ITU-T 0.652 fibre (CSMF) at the wavelength of 1.55 /-lm are very difficult with 

the fibre length longer than 100 km; Due to FWM effect, ITU-T 0.653 fibre (DSF) is 

not suitable for WDM transmission at its zero-dispersion wavelength, 1.55/-lm; ITU-T 

0.655 fibre (NZDF) shifts its zero-dispersion wavelength to either under 1540nm or 

over 1565nm: can be divided into two catalogues: NZDF(D>O) and NZDF(D<O), 

distinguished by the sign of its dispersion at the wavelength of 1550 nm. The applying 

of NZDF suppresses the FWM crosstalk in WDM systems, but is not sufficient to 

compensate the OVD and its interplay with XPM and SPM, without further dispersion 
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managing schemes. Thus, dispersion management is a key-technique for WDM 

transmissions at bit rate of 10 Gbls or even higher over long fibre length. 

In this chapter, the GVD-induced limitations are investigated. Several dispersion 

management schemes are presented. The influence of XPM and SPM effects on 

WDM transmission systems applying dispersion management are investigated. The 

noise amplification in a dispersion-managed WDM transmission system induced by 

modulation instability (MI) is investigated. Finally, example of dispersion 

management for 16-channel WDM transmission systems is presented. 

5.1 GVD-induced limitations 

The dispersion problem becomes quite serious when optical amplifiers are used to 

compensate for fibre, losses because transmission distance L can exceed thousands of 

kilometres for long-haul systems. A useful measure of the information-transmission 

capacity is the bit rate-distance product BL. This section discusses how the BL product 

is limited by fibre dispersion. 

Consider first the case in which pulse broadening is dominated by the large spectral 

width a{() of the source. For a Gaussian pulse, the broadening factor is given by [1]: 
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where CTo is the initial root-mean-square (RMS) width of the Gaussian pulse, 

Vw = 2CT wCTo and CTw is the RMS width of the Gaussian source spectrum. Assuming 

that the contribution of the fJ3 term is negligible together with C = 0 and Vw »1, 

the RMS pulse width CT is given by: 

(5.2) 

where L is the fibre-link length and CT). is the RMS spectral width of the source in 

wavelength units. The dispersion parameter D is related to the GVD parameter fJ2 as 

One can relate CT to the bit rate B by using the criterion that the broadened pulse 

should remain confined to its own bit slot (Ta = 11 B). A commonly used criterion is 

4CT < Til [2]; for a Gaussian pulse, at least 95% of the pulse energy remains within the 

bit slot when this condition is satisfied. The limiting bit rate is obtained using 

4BCT < 1. Assuming CTo «CT, this condition becomes: 

(5.3) 

As an illustration, consider the case of multi mode semiconductor lasers [3] for which 

CT). "'" 2 nm. If the system is operating near A = 1.55 /lm using CSMF, 

D "'" 17 ps/km/nm. With these parameter values, Eq. (5.3) requires BL < 8 

(Gb/s)· km. For a lOO-km-long fibre, GVD restrict the bit rate to relatively low 
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values of only 80 Mb/s. However, if the system is designed to operate near the zero-

dispersion wavelength (occurring near 1.3 !-tm) such that D < 1 ps/km/nm, the BL 

product increase to beyond 100 (Obis)· km. 

Modem fibre-optic communication systems operating near 1.55 !-tm reduce the aVD 

effects using dispersion-shifted fibres (DSF) designed such that the minimum-loss 

wavelength and the zero-dispersion wavelengths nearly coincide. At the same time, 

lasers designed to operate in a single longitudinal mode are used such that the source 

spectral width is well below 100 MHz [3]. Under such conditions, V{t) «1 in Eq. 

(5.1). If we neglect the fl3 term and set C = 0, Eq. (5.1) can be approximated by: 

(5.4) 

A compm;son with Eq. (5.2) reveals a major difference: Dispersion-induced 

" 

broadening now depends on the initial width aD. In fact, a can be minimized by 

choosing an optimum value of aD. The minimum value of a is found to occur for 

aD = ~fl2ILI2Y'2 and is given by a = ~fl2ILY'2. The limiting bit rate is obtained by 

using 4Ba < 1 or the condition: 

(5.5) 

. 
The main difference from Eq. (5.3) is that B scales as C" 2 rather than C 1

• Figure 5.1 

compares the decrease in the bit rate with increasing L by choosing D = 16 ps/km/nm 

and aA. = 0, 1 and 5 nm. Equation (5.5) was used in the case aA. = 0. 
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Figure 5.1: Limiting bit rate as a function of the fibre length for O',t = 0, 1 and 5 nm. 

The case O',t = 0 cOITesponds to an optical source whose spectral width is much 

smaller than the bit rate. Dashed line shows the case fJ2 = 0 . 

For a lightwave system operating exactly at the zero-dispersion wavelength, fJ2 = 0 

in Eg. (5.1). Assuming VlIJ «1 and C = 0, the pulse width is given by: 

(5.6) 

Similar to the ·case of Eg. (5.4), 0' can be minimized by optimising the input pulse 

width 0'0' The minimum value of 0'0 is found to occur for 0'0 = ~fJ3IL/ 4 Y'3 . The 

limiting bit rate is obtained by using the condition 4BO' < 1 and is given by [2]: 
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(5.7) 

The dispersive effects are most forgiving in this case. For a typical value 

fJ3 = 0.1 ps3/km, the bit rate can be as large as 150 Obis for L = 100 km. It decreases 

to only 70 Obis even when L increases by a factor of 10 because of the D"3 

dependence of the bit rate on the fibre length. The dashed line in Fig. 5.1 shows this 

dependence using Eg. (5.7) with fJ3 = 0.1 ps3/km. Clearly, the performance of a 

lightwave system can be considerably improved by operating it close to the zero­

dispersion wavelength of the fibre. 

5.2 Dispersion management schemes 

The general approaches to dispersion management are through combination of 

positive and negative dispersion fibres. For dispersion management of C-band (1530 

- 1565 nm) WDM transmission, there are four fibre-combination schemes: 

(i) NZDF (D > 0) + DCF, 

(iii) NZDF (D < 0) + CSMF, 

(ii) CSMF + DCF 

(iv) NZDF (D > 0) + NZDF (D < 0) 

DCF used in schemes (i) and (ii) are dispersion compensation fibres with massive 

negative dispersion [4, 5, 6]. These two schemes use positive dispersion fibres for 

transmission, DCF's are inserted in transmitter, receiver, and line amplifiers, the 

length of which is not counted into the transmission distance. In scheme (iii), CSMF 
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takes part in transmission, and is normally cascaded before NZDF. This scheme helps 

suppressing the fibre nonlinear effects, but on the other hand, it introduces 

complexities in fibre laying-down, as two different fibres have to be distinguished in 

one transmission span. Scheme (iv) encounters the same advantage and disadvantage. 

It is a comprehensive problem to choose a proper fibre-combination scheme for 

dispersion management, which has important influence on the selecting of fibre-type 

for a newly designed WDM transmission system. Comparing two catalogues of 

NZDF's, NZDF (D < 0) has the following shortcomings: (a) with the same 

manufacturing conditions and similar refractive index shapes, fibres with larger zero­

dispersion wavelength have bigger fibre loss and smaller effective area Aeff [7]; (b) 

The zero-dispersion wavelength falls into the L band (1570 - 1610 nm) of EDFA, 

which is disadvantageous for the WDM transmission in this band; (c) SPM effect 

causes pulse broadening in negative dispersion fibres, for transmission systems 

without dispersion I)1anagement (e.g., low bit-rate or short distance transmission), 

NZDF (D < 0) system has a worse performance than NZDF (D > 0). Long haul WDM 

transmission experiments demonstrate that, schemes (i) and (iv) have better 

perfOlmance than schemes (ii) and (iii), but scheme (iv) suffers the complexities of 

fibre laying-down. Thus, the author regards NZDF (D > 0) + DCF as generally the 

best fibre-combination scheme for dispersion management in WDM transmission 

systems. 

Besides DCF, chirped optical fibre Bragg gratings can produce large negative 

dispersion as well. The major advantages of DCF are its wide compensating band 

(exceeding 40 nm), and its stability; the disadvantages are its large fibre loss and 
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enormous nonlinear effects, and the maSSIve size of DCF rolls. The outstanding 

advantages of chirped Bragg grating are its tight construction and small loss, can be 

looked as ideal linear dispersion compensator; the major disadvantage is its narrow 

compensating band. From the author's point of view, DCF compensation is more 

suitable for NZDF transmission systems. As the compensation quantity needed in 

such systems is nOlmally less than 800 ps/nm, the influence of DCF-induced loss and 

nonlinear effects is not serious. 

In the following contents of this chapter, we only consider NZDF (D > 0) + DCF as 

the dispersion management scheme of WDM transmission systems. The dispersion 

parameter D of transmission fibres can vary from 1 to 20 ps/km/nm. Generally, 

distributed dispersion management systems are applied to obtain the best performance, 

as demonstrated in Fig. 5.2. DCF's are placed in the transmitter, the receiver, and the 

line amplifiers. AT and Tx' are the amplifier and other components of transmitter, 

including CW lasers, modulators, and multiplexer; AR and Rx' are the amplifier and .. 

other components of receiver, including de-multiplexer, optical filters, and electrical 

receivers. 

#1 #2 

Q [»>---+---~O ---I--il [»~Q [» I 0_ m_ 

Transmitter Line Amplifier #1 

Line Amplifier #(M-l) Receiver 

Figure 5.2: WDM transmission system using the combination of NZDF (D > 0) and 
DCF as dispersion management. 
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Currently, the dispersion parameter of DCF's used in commercial WDM transmission 

systems is around -80 - -150 ps/km/nm, the dispersion-loss ratio (so-called "DCF 

optimising factor") is about 200 ps/nm/dB. To reduce the OSNR decrease introduced 

by the DCF loss, the DCF in a line amplifier are normally placed between two optical 

amplifiers, as shown in Fig. 5.2. Thus, the ASE noise factor (NF) of the line amplifier 

can be described as: NF = NFl + NF2 I(GI • Is) , where NFl and NF2 are the noise 

factors of the pre-DCF amplifier and post-DCF amplifier, respectively, G I is the 

optical gain of the pre-DCF amplifier, and Is < 1 is the loss of DCF. 

As shown in Fig. 5.2, we investigate a dispersion-managed WDM transmission 

system contains M sections of transmission fibres, the length of each fibre span is L. 

The parameters of DCF's and transmission fibres are distinguished by the apostrophe. 

To simplify the problem, the length of DCF's in the line amplifiers are all set to L', 

in-line dispersion compensation ratio (DCR) is P = ID'L'II DL ; the length of DCF' s in 

the optical receiver and transmitter are L~ and L~, and the cOlTesponding DCR are 

PRx = ID'L~I/DL and PTx = ID'0I/DL, respectively. Refer to the analytical models 

of SPMlXPM and their interplay with GVD introduced in chapter 2, it is not difficult 

to understand that the system performance is most sensitive to the variation of P Rx ' 

and its sensitivity to the variation of in-line DCR's decreases from the (M-l)th line 

amplifier to t?~ 1st line amplifier. 

In WDM transmission systems, due to the influence of fibre dispersion slope, the 

DCR's for different wavelength channels are different: 
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(5.8) 

In the following simulation experiments of this chapter, we suppose the WDM 

transmission system contains M = 6 spans of transmission fibre, the length of each 

span is L = 100 km, bit rate Rb = 10 Gb/s, fibre parameters are shown in table 5.1. The 

transmitter outputs are chirp-free NRZ signals, with rise time of 35 ps and extinction 

ratio of 17 dB. The optical filter used in the receiver is with bandwidth of 40 GHz, 

electrical filter is 4th order Bessel filter with 7.5 GHz 3dB bandwidth. Unless stated, 

the amplified WDM signal gets into CSMF or NZDF fibre has average power of 

p = 6 dBm for each channel, and p' = 0 dBm for WDM signal gets into DCF. 

Table 5.1: Optical fibre parameters used in simulation (at 1550 nm wavelength) 

FIBRE ., a D dD/dA Y 
(dB/km) (ps/km/nm) (ps/km/nm2) (l/W/km) 

NZDF 0.25 3.5 0.1 1.4 
CSMF 0.25 17 0.06 1.2 
DCF 0.5 -100 -0.2 5.0 

5.3 Influence of XPM 

From the an~l}'tical model of XPM effect introduced in section 2.4, ignore the XPM 

induced by DCF's and erbium-doped fibres in the EDFA's, and assume the EDFA's 

compensate fibre loss ideally, the relative amplitude interference to the CW wave 
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located at wavelength Aj , from XPM effect caused by wave located at A
k

, can be 

described in frequency domain as: 

M 

ikj (I) = 4y· Pk (I)' L X kj.n eXP(ifwkj.n) (5.9) 
n:' 

X. = f e -(a-i/a'i)z sin[ -.!. 1 2 (B. - fJ z)]dz 
kJ.n 1 2 J.n 2.1 (5.10) 

(5.11) 

Wkj.n = (n -1)(dkj L + d~L') "" (n -1)(dkjL)(I- P j ) (5.12) 

as e-aL «1 , 

(5.l3) 

., 

where B. is the accumulative GVD from the n-th transmission fibre to the photo-
J.n 

detector at the wavelength of Aj • As the channel frequency space is by far larger than 

the bit rate, in the frequency range of 0 < 1/ 2J[ < 2Rb ' we always have 

If Pj = 1 for 11 = I,···M we have 

B = B - fJ L· (1- P .) and wk = 0 , then j.n j.M - 2'; RX.J J.n 

ikj(l) = 4y· Pk (I)' M . Xkj.M (5.14) 
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Let i k (/) = Pk (/)1 ~, and set Pk = 6dBm, the amplitude transfer function of XPM-

induced amplitude modulation, Ii kj (/)1 i k (/)1, can be plotted as Fig. 5.3 and Fig. 5.4, 

with NZDF and CSMF as the transmission fibre respectively. If P = PR . = 1, the J X,J 

XPM-induced amplitude modulation can be hugely reduced, but can not be 

completely removed. While Pj = 1, the XPM accumulates along the transmission; if 

PRx,j * 1, the interaction between XPM and the remaining dispersion will bJing in 

remarkable amplitude modulation. Thus, while PRx,j * 1, P j should deviate from 1 to 

reduce the influence of XPM. 
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Figure 5.3: Amplitude transfer function of XPM-induced amplitude modulation, in 

WDM transmission system with dispersion management. System contains 6 spans of 

100 km NZDF, with D j = 3.5 pslkmlnm , ~Akj = 0.8 nm . (a) in-line dispersion 

compensation ratio P = 1; (b) receiver dispersion compensation ratio PRx = 0.5. 
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Figure 504: Amplitude transfer function of XPM-induced amplitude modulation, in 

WDM transmission system with dispersion management. System contains 6 spans of 

100 km CSMF, with D j = 17ps/km/nm , ~Akj = OAnm . (a) in-line dispersion 

compensation ratio p = 1; (b) receiver dispersion compensation ratio PRx = 0.5. 

5.4 Noise amplification induced by Modulation Instability (MI) 

From the pulse propagation model introduced in Chapter 2, if the accumulation of 

SPM and GVD from the l1-th optical in-line amplifier to the photo-detector is negative, 

the Modulation Instability (MI) will amplify the ASE-signal beat noise. For optical 

fibre transmission system with positive dispersion (negative GVD), the MI-induced 

noise amplification becomes remarkable while the system is in-sufficiently 

compensated. The noise amplification factor can be described as [8]: 

K= (5.15) 
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where (J'~IN is the square deviation of the relative intensity noise. Ignore the phase 

noise of the CW source, we can plot the contour of K versus P and PRx with PTx set 

to be 0.5, as shown in Fig. 5.5. It reflects the influence of MI to the signal-ASE beat 

noise. In the simulations the gain of the in-line amplifiers and the pre-amplifier are all 

set to be 25 dB, the noise factors of all amplifiers are set to be 6 dB. If the phase noise 

of CW source is taken into consideration, the contour can be re-plotted as Fig. 5.6. 

Compare with Fig. 5.5, we find out that the influence of phase noise is unconspicuous. 

In-line Compensation Ratio 
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Figure 5.5: Contour of noise amplification factor K (dB) versus P and PRx' with 

phase noise of CW source ignored. (a) NZDF + DCF, D = 3.5ps/km/nm; (b) CSMF 

+ DCF, D = 17ps/km/nm. 
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Figure 5.6: Contour of noise amplification factor K (dB) versus p and PRx ' with 

lOMhz of CW source line-width. (a) NZDF + DCF, D = 3.5ps/km/nm; (b) CSMF + 

DCF, D = 17 ps/km/nm. 

5.5 Influence of SPM 

In a dispersion management system, the accumulation of SPM and GVD, FSI'M' can 

be desclibed as [8]: 

-2 (M -1)(M -2) 
(FSI'M 116.6Tb )=[ (l-p)+(M -1)(I-PRJ]·<1>o 

2 (5.16) 

+(M -1)·<1>, +<1>2 
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Fig. 5.7 gives the contour of Eye-diagram Open Penalty (EOP) versus P and PRx 

with only dispersion and SPM taken into consideration, and PTx is set to be 0.5. The 

dotted line corresponds to FSPM = O. It shows that, appropriate in-sufficient 

compensation results in FSPM < 0, thus reduces or even eliminates the interference 

caused by pulse broadening. 

.Q 1.6 
iii 
c:: 
c .g 1.2 

l)l 
c 
~ 0.8-
E 
c: o 
() 
~ 0.4 

. j .. 

0.0 1_..L-L-'--.-------i_~.L-..........l~___l>~ 
0.5 0.9 1.1 1.3 1.5 

In-line Compensation Ratio 

(a) 

1.S --_--___ .----.-~.-.. -

~ 1.2 

i ---,~~ 
l)l08- -~~ ~ -

i 0' 0: """"~ u ~ - I '~ 
~ , . "~ , 

: . "" 

00 . "" 
0.6 0.9 1.0 1.1 1.2 

In-line Compensalion Ralio 

(b) 

Figure 5.7: Contour of EOP (dB) versus P and PRx' in the case of single channel 

transmission with noise ignored. (a) NZDF + DCF, D = 3.5ps/km/nm; (b) CSMF + 

DCF, D = 17 ps/km/nm . 

5.6 Dispersion management: 16 x 10 Gb/s transmission system 

Let us supP?se a 16xlO ObIs WDM transmission system located at 193.8 - 192.3 THz 

(1546.9 - 1559.0 nm), the channel space is 1000Hz. Fig. 5.8 shows the contour of 

maximum Q-factor penalty of all channels versus P and PRx with PTx set to be 0.5, 

the dispersion management scheme is NZDF + DCF. Fig. 5.9 is the simulation result 
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of CSMF + DCF system. We· can see from the figures that, with dispersion 

management, the Q-factor penalty of optimized NZDF + DCF system is 2 dB, which 

of optimized CSMF + DCF system is 1 dB. There are 2 reasons for which NZDF + 

DCF system can realize smaller Q-factor penalty: first, the large dispersion of CSMF 

increases the dispersing of channels, which benefits restraining the effect of XPM, 

while XPM has serious influence on NZDF system; second, CSMF + DCF system has 

much better dispersion slope compensation than NZDF + DCF system. It is very 

difficult to realize optimum dispersion management for different wavelengths 

simultaneously with the existence of dispersion slope, so it has very serious influence 

on WDM transmission. At the same time, CSMF + DCF system has its disadvantage: 

it applies much more DCF than NZDF + DCF system, which worsens the noise factor 

of line amplifier. 
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Figure 5.8: ,Contour of maximum Q-factor penalty of all channels versus P and PRx 

with PTx set to be 0.5, for a 16x100b/s NZDF + DCF transmission with 1000Hz 

channel spacing. (a) ignore, (b) consider noise amplification factor K. 
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Figure 5.9: Contour of maximum Q-factor penalty of all channels versus P and P Rx 

with PTx set to be 0.5, for a 16x100b/s CSMF + DCF transmission with 1000Hz 

channel spacing. (a) ignore, (b) consider noise amplification factor K. 

5.7 Summary 

In this chapter, the'OVD-induced influences on an optical fibre transmission system 

are investigated, these influences can be remarkably restrained by applying proper 

dispersion management scheme. 

For C-band WDM transmission, four dispersion management schemes are presented. 

Comparing the advantages and disadvantages of different schemes, the author regards 

NZDF (D > 0) + DCF as generally the best fibre-combination scheme for dispersion 

managemen't in WDM transmission systems. 

The influence of XPM effect on WDM transmission systems applying dispersion 

management is investigated. If P j = PRx,j = 1 , the XPM-induced amplitude 
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modulation can be hugely reduced, but can not be completely removed. While 

PRx,j f:. 1, P j should deviate from 1 to reduce the influence of XPM. 

The noise amplification in a dispersion-managed WDM transmission system induced 

by modulation instability (MI) is investigated. For optical fibre transmission system 

with positive dispersion (negative GVD), the MI-induced noise amplification 

becomes remarkable while the system is in-sufficiently compensated. 

The influence of SPM effect on WDM transmission systems applying dispersion 

management is investigated. Appropriate in-sufficient compensation reduces or even 

eliminates the interference caused by pulse broadening. 

Dispersion management schemes are implemented in a 16xlOGb/s WDM 

transmission system. Simulation results show that the CSMF + DCF fibre­

combination scheme has better performance in this case. 
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Chapter 6 

WDM Channel Monitoring 

Through Blind Signal Separation 

For the proper management of WDM transmission systems and particularly optical 

networks that use OADM and axe, it is essential to monitor a variety of channel 

performance parameters such as SNR, BER, Q-factor, etc., without compromising 

transparency. Traditional methods for WDM channel monitoring use tunable optical 

filters, phased array demultiplexers, or photo-diode arrays with diffraction gratings [1]. 

The disadvantage of these methods is that complex (expensive) optical components 

are involved. 

In a bid to reduce the number of expensive optical components, cost-effective 

monitoring solutions aim to perform most of the processing electronically. The 

(spatial) independence between the transmitted WDM channels has been exploited in 

recent works [2,3,4]. 
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In this chapter, an effective technique to monitor the quality of WDM channels is 

presented. This process uses a blind signal separation (BSS) method based on higher-

order-statistics (HOS), and an optical-loop structure, to extract the baseband channels 

from the WDM transmission. From the reconstructed baseband waveforms, a series of 

WDM transmission quality parameters can be evaluated. The HOS-based BSS 

procedure provides an approximate optimal solution (in the maximum-likelihood 

sense) for the case of two channels, and entails a computational cost of O(N 5/2 )L 

when processing L-sample blocks of an N-channel WDM signal. Relative to 

previously proposed methods [5, 6, 7], the optical-loop structure presented in this 

chapter has further cost-effective features, especially when WDM signals are 

composed of a large number of channels. 

6.1 Blind signal'separation (BSS) 

Blind signal separation (BSS) is the process of recovering independent signals that 

correspond to the individual source signals using only observed linear mixture of 

these. The term 'blind' emphasized the fact that no a priori assumptions on the 

structure of the mixing mattix and the source signals are made, in contrast to ordinary 

array processing techniques. Approaches to the BSS are based on the hypothesis that 

. 
the source signals are statistically independent. 
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6.1.1 Modeling of BSS problems 

Consider the set of q source signals {x; (k), i = 1,2, ... , q} which generate the set of p 

observations or measurements {y; (k), i = 1,2, ... , p} at the sensor output, where k 

represents a time index. In the general case, the measurements can be regarded as 

mixtures of transformed versions of the sources, contaminated by some additive noise 

{n;(k),i = 1,2,.:.,p}: 

q 

Yi(k) = IHij{x/k)}+n;(k), i = 1,2, ... , p, (6.1) 
j=l 

where HuO denotes the transformation undergone by j-th source contributing to the 

i-th sensor signal. In the linear case, H ij 0 is a linear time-invaIiant (LTI) system 

operating over xi (k), Hij {x/k)}= hi) (k) * x/k), symbol * denoting the convolution 

operator. Then, the i-th measurement becomes: 

q 

y;(k)= Ihu(k)*x/k)+n;(k), i = 1,2, ... , p. (6.2) 
j=l 

This is called the convolutive mixture BSS model [8,9, 10, 11], can also be wIitten in 

MatIix form as: 

=> 

y(k) = H(k) * x(k) + n(k), (6.3) 
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contain the observations, the sources and the noise signals, respectively, with symbol 

T denotes the transpose operation. Matrix H represents the multi-input multi-output 

linear system which links sources with measurements. The matrix notation stresses 

the multi-channel nature of the problem. Figure 6.1 graphically explains the BSS 

model for convolutive mixtures, in the simplified case of two sources and two 

measurements. 

In many applications this model can be further simplified by assuming that the linear 

filters hij are composed of a single coefficient: hij(k)=mi/5(k). This occurs, for 

instance, in narrowband propagation conditions, where the propagation delays from 

source to sensors can be reduced to phase delays. As a result, the propagation effects 

are reduced to a change in amplitude, \mij\, and a phase term, ejLm;j . Under these 

circumstances, equ'}tion (6.2) becomes: 

q 

yi(k)= Imijxj(k)+ni(k), i=1,2, ... ,p, (6.4) 
j;1 

or, in matlix form: 

=> 

y(k) = Mx(k) + n(k). (6.5) 
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This is the instantaneous linear mixture BSS model. Now matrix M contains the 

coefficients of the linear transformation which represents the transfer from sources to 

observations. This matrix is denoted as mixing, transfer or channel-parameter matrix 

[12-14]. 

x, H!! I Y, 

H2! n, 

n2 

H12 

x2 H22 Y2 

SOURCE LTI 
NOISE 

SENSOR 
SIGNALS SYSTEM OUTPUT 

Figure 6.1: ConvoJutive signal separation model for the two-source two-sensor case. 

The instantaneous linear model also applies when convolutive mixtures are 

considered, but in a different domain [15, 16]. Effectively, Fomier transforming both 

sides of equation (6.3) yields in the frequency domain: 

Y(al) = H(al)X(al) + N(al), (6.6) . 

where Yew) = FT{y(k)},H(w) = FT{H(k)},X(w) = FT{x(k)} and N(w) = FT{n(k)} 

are the Fomier transforms of the measurement vector, the multi-channel system, the 
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source vector and the noise vector, respectively. Therefore, both models (6.3) and (6.5) 

are somewhat equivalent when contemplated from different domains. However, the 

coefficients of the cOlTesponding transfer matrix in (6.6) are not necessaIily constant 

as in (6.5), but they may well vary with (J). 

In both models, the goal of BSS can be stated as follows: to extract or recover the 

unknown original source signals, x, and possibly the unknown coefficients of the 

linear transfOlmation that form the mixing matrix M from the only knowledge of the 

measured signals at the sensor output, y. The first objective (so-called blind signal 

estimation [14]) involves, explicitly or implicitly the estimation of the transfer matrix 

(so-called blind channel identification [14]), so both goals are inextricably interwined. 

Figure 6.2 graphically illustrated the basic BSS set-up. 
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Figure 6.2: General Blind source separation set-up 
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6.1.2 Assumptions 

To solve a problem with a model like (6.5), further assumptions must be made about 

the characteristics of the system. These hypotheses can be divided into three 

categories, depending on whether they refer to the mixing matrix, the sources or the 

noise signals. The standard hypotheses are the following: 

AI. The mixing matrix M is full column rank, with p ~ q . 

A2. Each component of x(k), Xi (k), is a stationary zero-mean stochastic process, 

i = 1,2,,,.q. 

A3. At each time instant k, the components of x(k) are mutually statistically 

independent. 

A4. The components of x(k) are unit-power. 

AS. Each componeilt of n(k), ni (k), is a stationary zero-mean process, i = 1,2, ... P . 

A6. At each time instant k, the components of n(k) are mutually independent, as well 

as independent of the sources. 

Assumption Al states that the number of sensors must be at least equal to the number 

of sources. In general, one can recover, at most, as many sources as sensors. However, 

under certain conditions which hold in very specific problems, the extraction of more 

sources than sensors is indeed feasible [17, 18]. Similarly, the source stationarity of 

assumption A2 can sometimes be relaxed, or the lack of it can be tackled by a suitable 

adaptive implementation. 
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Assumption A3 is the crux of the blind separation. Statistical independence is 

equivalent to the factOlization of the source joint probability density function (jPDF) 

in the product of the marginal PDF's: 

q 

Px(x) = IT PX
i 
(x), (6.7) 

i=1 

where P x (x) is the source jPDF, and P Xi (Xi) the PDF of the i-th source signal. The 

above necessary and sufficient independence condition can also be stated as a 

function of the cumulants, which is often more tractable as a separation criterion: 

Cum[xi, , ... ,Xi,] = 0, V (ip ... ,ir ) not all equal, Vr E IN , (6.8) 

i.e., the source cross-cumulants are null [19, 20, 21]. Physical independence of the 

sources is a sufficient condition for their independence in the statistical sense. 

However, the aboye condition on the source cumulants is too strong and it is often 

enough to constrain independence up to order r, that is, that all sth-order cross 

cumulants be equal to zero, for s:::; r . Generally, it is chosen r = 4 , as in [22-25] and 

many other references. Third-order cumulants have not been paid attention in the 

literature because many practical distributions are symmetric. For these, the 

cumulants of such order are zero, and hence the problem becomes ill conditioned [26]. 

Assumptio}lA4 is only a normalization convention. Actually the power of the sources 

can be included in the columns of M, leaving the observations unaltered. This 

property lies in the multiplicative-group structure of the model, which makes left-

multiplication of the sources by a matrix equivalent to right-multiplication of the 
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mixing matrix by the same linear transformation [23, 27]. Let ~ be the power of the 

i-th source, 1 ~ i ~ q, if x has not unit-power signals, the equivalent set of sources 

I 

X = R 2X x , -~ [1 IJ R/ = diag .[if' ... '..[p; (6.9) 

is such that R; ~ E[xx H
] = Iq , q x q identity matrix. Then the new equivalent mixing 

matrix is transformed according to: 

I I 

Mx =M(Rr 2X) = (MRx 2)X, (6.10) 

so one can always think of the sources being unit-power by properly scaling the 

columns of the mixing matrix. Hence one can assume that 

(6.11) 

with no loss of generality. 

6.1.3 General approach 

The source recovery and mixing matrix identification can be accomplished up to some 

extent. The ~ following technical difficulties concerning the determination of the 

sources must be noticed [12, 22]: 
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1. Scalar factors can be exchanged between each source and the corresponding 

column of M without modifying the observations at all. That is, even bearing in 

mind the restriction imposed by Assumption A4, the sign (in the real case) or 

phase (in the complex case) of each source signal remains unobservable. 

2. The outputs of the separator cannot be ordered. As a matter of fact, the order of 

the sources is itself arbitrary, since arranging the sources and the columns of the 

mixing matrix accordingly leave the observations unchanged. As a conclusion, the 

source signals can at best be recovered up to a permutation. 

However, these degrees of freedom in the sources that can be estimated at the output 

of any unmixing system do not actually represent a limitation in the separation 

process, because in most practical applications: 

1. The information conveyed by the sources is contained in their waveforms, rather 

than in their magnitudes, and hence a finite scalar factor is admissible. 

2. The order in which the signals are arranged is immaterial. An order change in the 

recovered sources relative to the OIiginal set is thus acceptable. 

Therefore, it is acceptable to obtain at the output of the separator a solution close to: 

x = s = PDx, (6.12) 
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where P is a q x q permutation matrix and D a non-singular diagonal matrix of the 

same size. The latter matrix represent the source re-arrangement commented in the 

first point above, whereas the former is a mathematical representation of the scaling 

factors referred to in the second place. The set of solutions (MD-1 p-1 ,PDx) form an 

equivalence class, so-called waveform-preserving (WP) equivalence [12-14]. 

Hence, solutions (M, x) and (MD-1 p-1 ,PDx) are said to be equivalent in the WP 

sense. Any recovered source vector of the form PDx is called a signal copy of the 

sources [28, 29]. 

The extraction of the sources is usually carried out by estimating a linear 

transformation W such that 

s=Wy (6.13) 

is WP equivalent to the original set of sources x, i.e., is a signal copy of the original 

sources. A matrix W fulfilling this condition is referred to as a (valid) separating 

matrix. The global system 

G=WM (6.14) 

is the matrix which links the original set of sources with the estimated set, that is, the 

matrix that represents the whole mixing-unmixing system. Assumption A4 restricts D 

to have unil-ilOrm diagonal elements. 

Most BSS methods tum the sources independence assumption A3 into the separation 

criterion. A linear transformation W is sought so that the signals at the output of the 
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unmixing system, s, are independent. The independence assumption imposes certain 

conditions on the sources cross-cumulant, given by (6.8). thus, the cumulants become 

a natural quantitative measure of the degree of independence among the components 

of s. specifically, the elements of W must be such that the cross-cumulants of s vanish. 

The order up to which these cross-cumulants must be close to zero directly depends 

on the order of independence assumed for the sources. 

A necessary and sufficient condition for the blind identifiability of the pair (M, x) is 

condensed by the following theorem: 

Blind identifiability: the source signals and the channel parameter matrix can be 

uniquely identified up to the waveform-preserving equivalence, if and only if at most 

one of the components of the source signals is Gaussian. 

An analogous result is found in [25]. This identifiability condition stems from the 
.•. 

Gaussianity property of cumulants, which states that the cumulants of order higher 

than two of a random variable with Gaussian distribution are all null. This bounds the 

applicability of cumulants of such orders in the separation of Gaussian signals. The 

above identifiability condition could also be deduced from the fact that any linear 

combination of normal random variables is also normally distributed, and hence there 

is no way of separating such Gaussian signals in an additive model like (6.5). The 

above is a g,eneral condition for the identifiability of instantaneous linear mixtures. 

Actually, particular methods may have their own specific identifiability conditions, 

but all of them revolve around this general condition. 
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Two major groups of methods for BSS can be distinguished, depending on the 

statistical information employed - order of cumulants and degree of statistical 

information of the sources exploited. The first group is composed of second-order 

techniques, also known as Principal Component Analysis (PCA). PCA methods seek 

the removal of second-order dependence from the set of observations, thus providing 

a set of uncorrelated signals at the unmixing system output. The other main group of 

BSS methods is referred to as Independent Component Analysis (lCA). They aim to 

look for an output vector whose components are higher-order independent (the term 

'higher' means more than second order). PCA procedures are simpler than ICA 

methods, but they are not always able to preserve the sources waveforms. The ICA 

overcomes this indeterminacy by resorting to the higher-order statistical information 

of the measurements. The use of this extra information makes the WP separation 

possible. 

In many occasions~.the BSS problem is tackled in two steps, the first one being a PCA 

and the second implementing ICA. This two-stage scheme presents some advantages 

relative to a single-step approach, as will be presented in the next section. 

Most BSS methods mainly benefit from the spatial diversity of the problem, that is, 

the fact that distinct sensors output different (linearly independent) mixtures of the 

source signals, and generally any time structure is overlooked. In this connection, the 

BSS probl:fl1 reduces to the identification of the source-vector probability distribution 

from the sample distribution of the observation vector [30]. In some cases, however, 

the time information can also be exploited, which may offer some advantages. For 

instance, if the source have different spectral content, the separation can be achieved 
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by means of the second-order statistics of the observation signals (such as correlation 

in different time lags). This allows Gaussian sources to be retrieved [12, 14,31]. 

6.2 Two-stage strategy 

It has been shown in the literature the convenience of facing the BSS problem through 

a two-step strategy [2, 22, 25, 32]. In the first step, the sensor outputs are decolTelated 

and normalized via conventional SOS-based technique, which corresponds to the 

PCA of the observations. Afterwards, in the noiseless environment, or if the noise 

spatial structure is known of fulfils celtain conditions, only an orthogonal 

transformation remains to be unveiled to realize the separation. When the temporal 

information is disregarded, the second step necessarily involves BOS, yielding the 

ICA of the observations. This approach presents various advantages [25, 33]: a) since 

SOS are generally .. more accurately estimated than HOS, it seems sensible to exploit 

first all the information they contain, and b) a dimensionality reduction is achieved, 

since after the SOS step fewer (less than half) mixing-matrix parameters need to be 

identified, which, in addition, can be attained in a very efficient manner by means of 

Jacobi-like iteration procedures. 

Direct single-step schemes have also been devised to tackle the problem [17, 34]. 

They are motivated by the main drawback of the two-stage method: the application of 

an initial second-order stage sets a limit on the performance of the whole separation 

system [35]. In addition, any existing noise affects the detection of the source signal 

subspace. If the noise is Gaussian, all their higher-order cumulant tensors vanish, so 
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that the inaccuracies introduced by the second-order step can be avoided by exploiting 

the HOS directly [34]. Nevertheless, the enhanced performance is usually achieved at 

the expense of an increase in computational complexity. 

6.2.1 Second-order stage: peA 

The PCA is the standard statistical technique based on the decomposition of the 

covariance matrix of the observed variables [36, 37]. The original aim is to look for a 

few linear combinations of the observations that may be used to summarize the data, 

losing in the process as little information as possible. The selected transformation is 

such that it makes these linear combinations uncorrelated (i.e., independent at the 

second-order) and with decreasing valiance. The resultant signals are regarded as an 

estimation of the true sources. 

Let us assume tha~. the mixing matrix has already been obtained. Then, the source 

signals may be estimated, for instance, via the maximum-likelihood (ML) principle by 

maximizing the likelihood of the observations with respect to the source vector. The 

log-likelihood is given by: 

L(y; x) = log(p y (y; x») = log(p n (y - Mx») , (6.15) 

where PyO and PnO denote the sensor-output and the noise PDFs respectively. If 

the noise is·Gaussian, the maximizer of (6.15) is readily determined as [38]: 

(6.l6) 
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where Rn! E[nn H] denotes the· noise covariance matrix. Note that the above 

expression even handle the case where the noise signals are spatially correlated, 

provided they are Gaussian and their covariance matrix is available. On the other hand, 

if it's known that the noise signals have the same variance, say (J~ , the ML estimator 

of the sources (6.16) reduces to: 

(6.17) 

which corresponds to the well-known least-squares (LS) solution [38]: 

X LS = arg minllY - Mxl12 . 
x 

(6.18) 

In the following, the singular value decomposition (SVD) [39, 40, 41] of the mixing 

matrix is used. It is ,given by: 

(6.19) 

where U M E Cpxp , LM E Cpxp and V
M 

E Cpxp contain, respectively, the left singular 

vectors, the singular values and the right singular vectors of M. Matrices U M and V:; 
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peA viaEVD 

In order to attain explicit PCA estimators of M and x, consider the eigenvalue 

decomposition (EVD) of the sensor output covariance matrix, Ry ! E~y H]: 

(6.20) 

in which matrix f contains the eigenvectors of Ry and diagonal matrix A contains 

its eigenvalues. From the BSS model (6.5), Ry can also be expanded as a function of 

the mixture elements: 

(6.21) 

where assumption (6.11) is applied, as well as the orthogonality of the right singular 

matrix of M. Combining the previous two equations results in the estimate: 

/\ I 

UMLM =f(A-a!l)2, (6.22) 

where the rational power is taken element-wise. From (6.17), the estimated source 

vector is ~ actually the set of uncorrelated observations, so-called whitened 

observations: 

I 

z=(A-a!l)2fHy. (6.23) 
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peA via SVD 

In a bid to avoid the explicit computation of the observation covariance matrix, 

advantage can be taken of the singular value decomposition (SVD) of the observation 

sample matrix. In a batch processing framework, T samples of the sensor signals are 

stored in the columns of a p xT matrix Y, so that Y(:,k) = y(k). Accordingly, the 

corresponding _ samples of the source and the noise signals would be contained in 

matrices X and N, respectively. The block-processing BSS model is the matrix 

equivalent of the vector model (6.5): 

Y=MX +N. (6.24) 

The observation sample matrix Y can be expanded in its SVD: 

(6.25) 

Then its covariance matrix accepts two different forms, one as a function of the 

mixing model (6.5), and the other from the previous SVD expansion: 

(6.26) 

(6.27) 

Combine the above two equations, one can obtain the estimate: 
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(6.28) 

If the noise is temporally (or spectrally) white (i.e., uncorrelated at different time 

instants), this expression can be submitted into (6.17), yielding the whitened signals: 

I I 

Z = Ji (L 2 
- T a ~ /) -2 U H Y = Ji (L 2 

- Ta ~ /) -2 LV H 
(6.29) 

6.2.2 Higher-order stage: leA 

Second-order analysis leaves the right singular matrix of the mixing matrix 

undisclosed. This implies that the whitened sensor output and the true source vector 

are related through a unitary transformation Q E C pxq : 

z=Qx. (6.30) 

Remark that matrix Q above is not necessarily equal to the right singular matrix, vH, 

A 

of M. This can be justified as follows. Matrix B' = (U MLM)' is said to whiten the 

observations, and is thus named whitening matrix. It fulfils: 

R = R. = B'R B'H = (B'UL)(B'UL)H = / 
Z B'y Y q • 

(6.31) 

Hence, the estimated whitening matrix may be any of the form B'UL = Q , with Q an 

arbitrary unitary matrix. Therefore, z = B'Ry = Qx, as in (6.30), with Q = QV H 
• 
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An estimate of Q from the whitened observations is then sought so that it provides the 

source signal copy: 

A QA_1 x=s= Z. (6.32) 

In order to unveil this transformation, more constraints are needed. If the time 

information is used, such transformation may be estimated from the auto-correlation 

matrix of the whitened processes at lags different from zero. If, by contrast, the 

temporal information cannot be exploited or is just disregarded, the estimation of this 

matrix requires to take further advantage of the source statistical independence 

assumption. After a first estimation of the source via a second-order procedures, the 

matrix Q is sought by constraining higher-order independence at the outputs. This 

process involves, explicitly or implicitly, resorting to the higher-order statistical 

information (higher-order cumulants) of the signals. The extra processing, the leA of 

the observations, supplies a set of higher-order independent signals. Under the general 

identifiability conditions summmized in Section 6.l.3, these output signals are WP 

equivalent to the wanted sources. In conclusion, the indeterminacy vanishes with the 

use of HOS techniques. Figure 6.3 sketches this two-step approach to BSS. Some of 

the most significant HOS-based approaches to BSS are surveyed in Section 6.3. 

The two-signal real case 

In the simplified real-mixture 2-source 2-sensor BSS case, unitary matrix Q in (6.30) 

becomes an elementary planar Givens rotation of the form: 

148 



Q =. Q(O) __ 6 [cos 0 - si n OJ 
sin 0 cosO 

(6.33) 

The problem, then, is reduced to determining angular parameter 0 from the whitened 

observations. Once this has been achieved, a counter-rotation of this angle performed 

on the whitened observations provides the original source waveforms. For cases 

contain more than 2 sources, the process is of similar nature, and will be addressed in 

the next Section. 
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Figure 6.3: Two-stage approach to signal separation 

6.3 Maximum likelihood approaches to BSS 

With the help of the Gram-Charlier expansion of the sources jPDF, a sub-optimal 

two-step procedure is developed: first, decOlTelation, second, 4th-order independence. 

Interestingly, the cost function to be maximized in the second step is identical to the 

contrast function derived separately by Com on in [25]. In [42], the ML principle leads 
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to estimating equations which depend on non-linear functions of the observations. The 

optimal nonlinearities are the derivatives of the logarithm of the source PDPs. The 

ML standpoint is also adopted in [32], where by using certain simplifications a close-

form solution for the angle to be estimated in the noiseless two-source two-sensor 

BSS set-up. In [6] the ML principle is combined with the EM (Expectation-

Maximization) algorithm to yield a method able to separate more sources than sensors 

in the case of discrete sources. 

6.3.1 Approximate maximum-likelihood (AML) estimator 

By definition, the ML estimator of e is the value of the rotation angle that maximizes 

the (log-)likelihood of the given whitened observations, z(k). Mathematically, this 

idea can be expressed as: 

eML = arg m~x log pz (z I e) 
e 

(6.34) 

pz (-) denotes the PDP of the dccOlTelated measurement, which is related to the 

source PDP through: 

pz(z Ie) = Px(Q-I Z) = ITPx
i 
((QTZ)J (6.35) 

;=\ 

() beirig~ the marginal PDP of the i-th source. Por T independent observations PXi . 

z(k), k = 1, 2, , ... , T, the overall log-likelihood becomes the sum of each sample 

log-likelihood: 
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· T 

log pz (z 18) = 'l)ogpz (z(k) I 8). (6.36) 
k=l 

In [32], the source jPDF was approximated by its Gram-Charlier expansion [43, 44] 

truncated at the forth-order term. For symmetric sources, i.e., K{o = K~3 = 0, the log-

likelihood function reads: 

1 (4 6 2) 2(A. e")( x X) rk
4 

e" x x +- rk - rk cos 'f/k - K40 - K04 + -cos4(¢Jk - )(K40 + K 04 )· 
4!2 4!8 

(6.37) 

Assuming, additionally, that the source have the same distribution (at least up to the 

fourth-order in their Gram-Charlier expansion), the maximization of the likelihood 

function provided with the ML estimator of e: 

(6.38) 

The properties of the estimator were also studied in [32]. Under all the above 

assumptions, it was found to be unbiased for any sample size. In addition, the Cramer-

Rao lower bound (CRLB) for the estimation of e under the conditions of this 

particular ML development was deduced to be: 

(6.39) 
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where iJ is expressed in radians. 

6.3.2 Extend maximum-likelihood (EML) estimator 

Dropping the_ time index k for convenience, let us define the 4th-order complex 

statistic: 

6. 

q = E[r 4e j4¢]=E[(zl+jz2)4]. (6.40) 

The above equation can be expanded as a function of the sources and the unknown 

rotation angle [45]: 

(6.41) 

From the expressions given in [46]: 

(6.42) 

q may be ~~pressed as a function of the source statistics: 

f: j4(J (X x ) s=e K4Q+Ko4 ' (6.43) 
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The term in brackets, the source kurtosis sum (sks), is not known, because by 

definition the sources are not known either. However, the statistic can be obtained 

from the whitened data as follows: 

-
i 

from (8.42) 

(6.44) 

That is, 

(6.45) 

Hence, this parameter is also available as a function of the whitened data as: 

(6.46) 

From [45], r2 = X l
2 + x; = z~ + z;. Therefore, 

I!. ;y =;. sign(r)· (6.47) 

In practice, for single signal realizations composed of T samples, the ensemble or 

population averages in (6.40) and (6.45)-(6.46) are estimated by their unbiased time 

or sample average: 
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(6.48) 

(6.49) 

so that ~r can be estimated from the above two: 

tr = t . signer) . (6.50) 

As a result, the following angle estimator arises: 

(6.51) 

in which function" arg(tr )" supplies the principal value of the argument of tr (i.e., 
.•. 

its four-quadrant phase) . 

. Notice that no assumptions on the source PDFs have been made at all to arrive at this 

expression, which makes this estimator valid for any source distribution combination 

with any kurtosis value and any type of symmetry, as long as the sks is not zero. In 

the case of such a sum being zero, the magnitude of ~ would also be null and e 

could not ,be estimated from it any more. 
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6.4 WDM channel extraction using BSS 

The technique presented in [47] is able to reconstruct the complete channel 

waveforms, from which performance parameters can be measured. Along the lines of 

[48] wavelength-dependent attenuators (WDAs) are employed to obtain additional 

observations of the WDM signal, each observation being considered as a mixture of 

the constituent channels. As the WDA has an adjustable nonlinear relation between 

the wavelength and the output power, the independent channels contribute with 

different strengths to each observation, and sufficient spatial diversity is available for 

a suitable BSS method to recover the original transmitted waveforms. 

The symmetric adaptive decorrelation (SAD) technique of [49] was adopted as a 

separation device. This particular technique, however, presents a number of 

deficiencies. On the one hand, its complexity is of order O(N!) for an N-channel 

WDM transmission. On the other hand, the method has inherent stability and 

convergence difficulties --- including spurious non-separating solutions [49] --- which 

may hinder the monitoring process in practical cases. More specifically, the method is 

based on second-order statistics, which causes identifiability problems in the 

separation of spectrally white sources. In [50, 51], each channel consumes a unique 

set of WDA and photodetector, which makes this technique less efficient with the 

increasing of the channel numbers. 

In this Section, we overcome these shortcomings by a more cost-effective optical-loop 

structure to WDM monitOIing, as well as applying HOS-based BSS. 
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Figure 6.4 shows a system setup of the proposed WDM channel monitoring scheme. 

A small fraction of the N channels WDM signal is coupled out of the network using 

an asymmetric power splitter. A predetermined period of time, let's say T/, of this 

splitted optical signal is then cut out and sent into an optical loop, which contains a 

delay fibre and an optical pump, to generate a periodic optical signal sequence of 

repeating signal fraction T/ for N times, each period of the signal is spaced to each 

other by a predetermined period of "all-zeros". An adjustable wavelength-dependent 

attenuator (WDA) [50] is used to attenuate this sequence. The WDA is synchronized 

with the optical switch, thus the attenuation factor for each period of signal fraction T\ 

is adjusted to be different from each other. This synchronization is implemented by 

relating the driving voltage of the WDA to the optical switch, the required switching 

speed of the optical switch and WDA is related to T\, thus the length of the delay fibre, 

and the length of the "all-zero" sequences used to space the "T\" sequences. An 

optical pump is also applied to compensate the power coupled out of the optical loop. 

The attenuated optical signal sequence is converted into an electrical signal sequence 

by a photodetector. The purpose of the loop and WDA structure is to generate several 

linear mixtures of the WDM channels, which a BSS method can later be used to 

extract the WDM channels separately. From the reconstructed WDM waveforms, 

quality parameters such as eye diagrams, Q-factor, and BER can be estimated. 
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The wavelength-dependent attenuating procedure above is a form of nonlinear optical 

signal processing, which can compensate the lost of the wavelength information 

caused by the conversion from optical domain to electrical domain [48]. By applying 

appropriate elechical signal processing methods, upto some extent, we do not need to 

know the details of this nonlinear optical signal processing (i.e., the WDA). 

Let Yi (k), 1::; i ::; M , denote the M observed photocurrents of the N-channel WDM 

signal (M ~ N), where k represents a discrete time index. Accordingly, let s;Ck), 

1 ~ i ~ N , represent the channel (or source) baseband data, multiplexed within the 

WDM signal and thus not directly observable, can be assumed to be mutually 

statistically independent. Direct photodetection of the WDM transmission loses all 

wavelength information. As a result, neglecting additive noise terms, the detected 

signal appe~rs as a weighted linear combination of the baseband data: 

N 

Yi(k)= Lhijsj(k), l::;i::;M. (6.52) 
j=1 
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Coefficients hij represent the WDA effects over channel j in observed photocurrent i. 

Hence, the observation vector y = [y , ... , Y M f and the channel vector s = [sl' ... ' S Nt 
. I 

fulfil at any time instant the linear model: 

Y =Hs, (6.53) 

where the elements of the (M xN) mixing matrix H are given by (H)ij = hij . 

Equation (6.53) corresponds to the BSS model of instantaneous linear mixtures. From 

Section 6.1.2, separation is generally achievable under two main assumptions: (AI) 

the source signals are mutually statistically independent and (A2) the mixing matrix is 

full column rank; both entities are otherwise unknown in model (6.53). Note that 

assumption A2 guarantees considerable freedom in the selection of the WDA 

attenuation patterns. 

As in [48], we aim to perform the monitoring by first extracting the channel 

waveforms from the photocurrent observations, but here we resort to the BSS method 

of [52], which is based on higher-order-statistics (HOS). The method operates in two 

steps as shown in Figure 6.3. The first step is (spatial) pre-whitening, and seeks to 

nOlmalize and decorrelate the observations by means of conventional second-order 

statistical analysis (PCA). This operation results in a signal vector z which is linked 

to the ch~n,!1el components through an unknown (M x N) orthogonal transformation 

Q: 

z=Qs. (6.54) 
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The second step finds an estimate Q of Q, from which the channel signals can be 

reconstructed as s = QT z. In the two-signal case (N = 2) , matrix Q becomes a 

givens rotation defined by a single real-valued parameter e: 

Q =[c~se -Sine]. 
sm e cose (6.55) 

The estimation of e can be accomplished in closed form. Several analytic expressions 

exist, but the EML estimator of [52] presents the advantage that it approximates the 

maximum-likelihood solution when the source signals have the same statistics. This is 

the case in the WDM monitOling problem, where all transmitted channels are 

composed of bit streams, possibly contaminated by noise and interference. This 

estimator expression reads: 

with 

~ 1 e = - L(~· sign(r», 
4 

(6.56) 

(6.57) 

(6.58) 

where K,~: "= Cum mn [Zl' Z2] represents the (m+n)th-order cumulant of the whitened 

components. 
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To achieve the source estimation for N > 2 channels, the closed-form expression is 

applied over each pair of whitened signals until convergence is reached. Since there 

exist N(N -1)/2 signal pairs and usually around (1 +.IN) sweeps over the signal 

pairs are necessary for convergence, the method's complexity with respect to the 

number of channels is of order O(N 5/2
) • This value is lower than the O(N!) of [53], 

especially for a large number of channels. 

In addition, this HOS-based method ignores any temporal structure in the processed 

signals, so that spectrally white photocurrents could also be separated. If the data 

symbols transmitted by a single user are uncorrelated, such spectrally white 

photocurrents could arise when sampling the photodectector output at rates as low as 

the symbol rate. Our lower complexity but high performance method reduces the cost 

of the DSP needed for the WDM channel extraction and monitoring without 

sacrificing performance . 

. 6.S Implementation and sinlulation results 

Illustrative experiments are carried out with the aid of the VPI™ simulation software, 

with the blind separation part implemented in MATLABTM code. 

First we demonstrate the technique in a four-channel WDM setup. Four data channels 

at wavelengths 1551.0, 1554.2, 1557.4 and 1560.6 nm (i.e., 3.2-nm separation), 

respectively, compose the WDM signal. The laser sources are modulated via Mach-



Zehnder modulators by NRZ data from a pseudorandom binary sequence at la-Obis 

bit rate. 

As explained in Section 6.4, a small fraction of the transmitted WDM signal is 

diverted from the optical link into the monitoring system through an asymmetric 

splitter, a fibre span of 50 km is included in front of the monitoring point. A block of 

this WDM signal fraction is then let into an optical loop. The signal block runs in the 

loop four circles, at the end of each circle the signal is coupled out of the optical loop. 

This means that the output of the optical loop are four blocks of repeated signals, each 

block is spaced to each other by 128 bit "all-zeros". These four signal blocks are sent 

to an optical signal processor, i.e., the adjustable WDA, sequentially. The adjustable 

WDA is synchronized with the optical loop, and is tuned to have different but 

unknown attenuation on each of the signal blocks. All these attenuated signal blocks 

are detected by a p-i-n photodetector, which generate the corresponding observed 

photocurrents shown in Fig. 6.5 . 
.•. 

lol~; ~ 

~1C;;;;: ~ 
!,lC;;;;' ~ 
l,lC;;;; ~ 

o 234 5 678 

time (ns) 

Figure 6.5: Observed photocurrents in the 4-channel experiment 
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These electronic signals are then collected and processed by the HaS-based BSS 

methods described in Section 6.4 to obtain the signal separation. The normalized (i.e., 

zero-mean, unit-power) channel data estimated by EML method are shown by the 

solid lines of Fig. 6.6. A block of 256 bits (32768 samples) was processed, of which 

only a short portion is displayed in the figure for the sake of clarity. Observe the 

accuracy with .which the estimated sequences approximate the actual transmitted data 

(dotted lines). 

Eye-diagrams for each channel can be plotted from the separated waveforms, shown 

in Fig. 6.7, thus the average Q-factors and bit error rates for each channel can be 

evaluated using the method introduced in section 3.3. 

4.---~--~--~----~--~--~--~---. 

2 

. .0 

~kM ' "M~; ~ 
lbA • 

o 1 2 3 
~ ~ 

4 5 6 7 8 

time (ns) 

Figure 6.<;i:,Norrnalized data sequences in the 4-channel experiment. Dotted lines: 

transmitted data. Solid lines: channel data estimated by the HaS-based BSS method 

(EML) from the photocurrents shown in Fig. 6.5. 
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Figure 6.7: Eye-diagrams for the 4-channel experiment 
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Table 6.1 gives the average Q-factors of all 4 channels, with the channel waveforms 

extracted by EML, MaSSFOC and JADE method, respectively. The input power 

levels at the Mach-Zehnder modulators are tuned between -38 and -30 dBm, and the 

coefficient a in Eg. (13) is set to 0.1, 0.2, 0.3 , 0.4, respectively. VPI software 

estimates BER through a Gaussian assumption [54], and the estimated average Q-

factors are presented in the tables as well. Comparison of the results shows that, the 

EML method provides the best approach of Q(l l'g estimation to the industrial 

simulation software (V PI) with a = 0.3. Figure 6.8 presents the average BER curves 

with the channel waveforms extracted by EML, MaSSFOC and JADE method, 

respectively, which shows that the EML method provides the best approach of BER 

estimation to the industrial simulation software (VPI), with the BER curves for each 

single channel shown in Fig. 6.9. 
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Table 6 l' Average Q-factors .. 
Input Average Q-factor Input Average Q-factor 
power VPI EM MaS JAD power VPI EM MaS JAD 
(dBm) L S E (dBm) L S E 

-38 3.7 4.3 4.1 3.4 -38 3.7 4.1 3.6 3.3 
-37 4.5 5.0 4.6 4.0 -37 4.5 4.8 4.1 4.0 
-36 5.2 5.6 5.1 4.5 -36 5.2 5.5 4.8 4.8 
-35 5.8 6.3 5.5 4.9 -35 5.8 6.0 5.2 5.2 
-34 6.3 6.9 6.0 5.4 -34 6.3 6.7 5.5 5.5 
-33 6.7 7.4 6.3 6.0 -33 6.7 7.2 5.7 5.8 
-32 7.3 8.0 6.4 6.4 -32 7.3 7.9 6.0 6.3 
-31 7.8 8.5 6.7 6.7 -31 7.8 8.5 6.2 6.7 
-30 8.5 9.2 6.9 7.1 -30 8.5 8.9 6.6 7.1 

(a). a = 0.1 (b). a = 0.2 

Input Average Q-factor Input Average Q-factor 
power VPI EM MaS JAD power VPI EM MaS JAD 
(dBm) L S E (dBm) L S E 

-38 3.7 3.9 3.4 3.1 -38 3.7 3.2 2.9 2.6 
-37 4.5 4.6 4.0 3.7 -37 4.5 3.8 3.4 3.1 
-36 5.2 5.3 4.5 4.2 -36 5.2 4.5 4.0 3.7 
-35 5.8 5.9 4.9 4.8 -35 5.8 5.1 4.4 4.2 
-34 6.3 6.3 5.2 5.2 -34 6.3 5.6 4.7 4.6 
-33 6.7 6.7 5.5 5.7 -33 6.7 6.0 5.0 5.1 
-32 7.3 7.2 5.8 6.3 -32 7.3 6.3 5.2 5.7 
-31 7.8 7.8 6.2 6.8 -31 7.8 6.9 5.3 6.1 
-30 8.5 8.6 6.6 7.5 -30 8.5 7.7 5.8 6.6 

(c). a = 0.3 (d). a = 0.4 
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Figure 6.9: BER vs. Input Power curves. (a) EML method with the optical loop 

structure; (b) Gaussian assumption by VPI. 
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The proposed method is also capable of monitoring a higher number of channels. Fig. 

6.10 shows the observed photocurrents and separation results for an 8-channel WDM 

transmission with 1.6-nm channel spacing, under the general conditions for 4-channel 

experiment. The estimated BER curves for each channel are shown in Fig. 6.1l(a), 

using EML method, compared with the results from VPI software shown in Fig. 

6.1l(b). 
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Figure 6.10: (a) observed photocUlTents and (b) separation results for an 8-channel 

WDM transmission. 
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Figure 6.11: BER vs. Input Power curves. (a) EML method with the optical loop 

structure; (b) Gaussian assumption by VPI. 

6.6 Summary 

In this chapter we have proposed and demonstrated an optical transmission 

monitoring technique that utilizes blind signal separation methods based on higher-

order statistics, and an optical-loop structure. This technique shows a reduced 

complexity, a reformative cost-efficiency, and an improved performance. 

The EML method provides an approximate optimal solution (in the maximum-

likelihood sense) for the case of two channels, and entails a computational cost of 
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O(N 5/2 L) when processing L-sample blocks of an N-channel WDM signal. For the 

signal distributions typically occurring in WDM monitoring, the method presents no 

undesired solutions. In addition, the case of spectrally white channels can also be 

handled, thus allowing beneficial reductions in the rates at which the photocurrents 

are sampled. Although the suggested procedure operates on signal blocks (batch 

processing), fast adaptive implementations can easily be designed as well [55]. 

Relative to previously proposed methods [50,51], the optical-loop structure presented 

in this chapter has cost-effective features, especially when WDM signals are 

composed of a large number of channels. We have found a combination of BSS 

method and the quality measurement method presented in section 3.3, with most of 

the processing in the electrical domain, very close to those of traditional methods 

requiring expensive optical components, which simulated in an industrial simulation 

package (VPI). 

It should be noted that the blind separation approach is not only useful in monitoring, 

but is effectively de-multiplexing the WDM signal. This feature envisages an 

enormous potential for BSS in optical transmission systems. 
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Chapter 7 

Conclusion 

This thesis has been devoted to the study of fibre nonlinear effects on WDM 

transmission system, and a novel WDM channel monitoring method through 

HOS-based blind signal separation. 

As the theoretical foundation of this thesis, Chapter 2 has investigated on the pulse 

propagation in optical fibres. The nonlinear Schrodinger (NLS) equation has been 

investigated, several numerical approaches to the NLSE have been introduced, among 

which the split-step Fourier method is the most widely used approach. The theoretic 

model of ?roup-velocity dispersion (OVD) has been studied. Optical fibre nonlinear 

effects including Self-Phase Modulation (SPM), Cross-Phase Modulation (XPM), 

Four Wave Multiplexing (FWM) and Stimulated Brillouin Scattering (SBS) have 

been investigated. Analytical models for these effects have been presented. 
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Chapter 3 has introduced the typical WDM system constructions, and the expressions 

of signal and noise at the decision point for the Optical Pre-amplifiers (OPRs) have 

been derived. It is easy to see from the expressions of signal and noise that the 

signal-spontaneous emission beat noise is the most complicated term and the most 

time consuming for the calculations of signal and noise. The implementation time of 

the whole system is highly dependent on the calculation speed of this telm. A method 

to evaluate average Q-factor from the eye diagrams and amplitude histograms, and 

thus evaluate BER through the Q-factor, has been introduced. This method provides 

fast and simple evaluations of WDM optical transmission quality with acceptable 

accuracy. Then, the implementation of the numerical simulation has been presented. 

The generation of the pseudo random binary sequence (PRBS) with different 

sequence length has been described. The procedure of the implementation of the 

system-level simulation has been given. The method to calculating the 

signal-spontaneous emission beat noise, which is more complicated and time 

consuming than any other calculations, has been described. 

Chapter 4 has performed the influence of the variation in fibre parameters including 

fibre loss, dispersion and fibre effective core area. Prechirp is not necessary for the 

short dist~n~ce transmission but for a long distance transmission a big sensitivity 

improvement is obtained by using negative prechirp. The optimum transmitter power 

increases greatly but the allowable transmitter power range decreases with a 

decreasing chirp parameter. The influence on sensitivity of the rise time is not serious 
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for the short transmission distances. The optimum sensitivity and the optimum 

transmitter power have· very slight difference for different rise times. For a long 

transmission distance, a serious influence on sensitivity of the rise time is found. The 

optimum sensitivity becomes much better, the optimum transmitter power decreases 

and the allowable transmitter power range increases with an increasing rise time for a 

chirp-free input. The receiver sensitivity can be improved by an input with finite 

extinction ratio after a certain distance transmission. For a short transmission distance, 

the sensitivity nearly keeps constant for the extinction ratio over a certain value. For a 

long transmission distance, the optimum extinction ratio decreases when the 

transmission distance is longer. The maximum allowable transmitter power range 

shifts to a certain extinction ratio which is dependent on the transmission distance. 

The influence of the sequence length used in simulations is studied by using a 5th 

order Bessel electrical filter and a 5th order Butterworth electrical filter for 100 km 

and 150 km transmissions. It shows that a big receiver sensitivity difference is caused 

by short sequence length used but the sensitivity difference is very small when the 

sequence length used is longer than 128-bits. Thus, a 128-bits PRBS is reasonable for 

the transmission simulations when accuracy and calculation time are compromised. 

Chapter 5~ pas investigated on the GVD-induced influences on an optical fibre 

transmission system, these influences can be remarkably restrained by applying 

proper dispersion management scheme. For C-band WDM transmission, four 

dispersion management schemes have been presented. Comparing the advantages and 

171 



disadvantages of different schemes, the author regards NZDF (D > 0) + DCF as 

generally the best fibre-combination scheme for dispersion management in WDM 

transmission systems. The influence of XPM effect on WDM transmission systems 

applying dispersion management has been investigated. If p. = P
R 

. = 1, the 
J X,J 

XPM-induced amplitude modulation can be hugely reduced, but can not be 

completely removed. While PRx,j '* 1, Pj should deviate from 1 to reduce the 

influence of XPM. The noise amplification in a dispersion-managed WDM 

transmission system induced by modulation instability (MI) has been investigated. 

For optical fibre transmission system with positive dispersion (negative GVD), the 

MI-induced noise amplification becomes remarkable while the system is 

in-sufficiently compensated. The influence of SPM effect on WDM transmission 

systems applying dispersion management has been investigated. Appropriate 

in-sufficient compensation reduces or even eliminates the interference caused by 

pulse broadening. Dispersion management schemes have been implemented in a 

16xlOGb/s WDM transmission system. Simulation results showed that the CSMF + 

DCF fibre-combination scheme has better performance in this case. 

In chapter 6 we have proposed and demonstrated an optical transmission monitoling 

technique ~h.at utilizes blind signal separation methods based on higher-order statistics, 

and an optical-loop structure. This technique shows a reduced complexity, a 

reformative cost-efficiency, and an improved performance. The EML method 

provides an approximate optimal solution (in the maximum-likelihood sense) for the 
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case of two channels, and entails a computational cost of O(N5/2 L) when 

processing L-sample blocks of an N-channel WDM signal. For the signal distributions 

typically occurring in WDM monitoring, the method presents no undesired solutions. 

Relative to previously proposed methods, the optical-loop structure presented in this 

chapter has cost-effective features, especially when WDM signals are composed of a 

large number· of channels. We have found a combination of BSS method and the 

quality measurement method, with most of the processing in the electrical domain, 

very close to those of traditional methods requiring expensive optical components, 

which simulated in an industrial simulation package (VPI). 

Finally, further research related to the subjects of this thesis might include topics such 

as the following. Applying the high-speed WDM system performance analysing and 

simulating platfor.m introduced in this thesis to the industrial systems, e.g., 

16xlOGb/sx500km CSMF or NZDF transmission system, to optimise the dispersion 

management schemes by compating simulation results with measured parameters. 

The component models for other dispersion compensation methods, such as the fibre 

Bragg gratings, will be helpful to analyse different kinds of system configurations. It 

should be noted that the blind separation approach introduced in chapter 6 is not only 

useful in ~Qnitoring, but is effectively de-multiplexing the WDM signal. This feature 

envisages an enormous potential for BSS in optical transmission systems. 
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