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Abstract 

The proliferation of wireless communication systems used in business 

and residential areas has resulted in a growing demand for a better under

standing of the characteristics of radio propagation within the environments. 

The interaction of propagating radio waves with building structures is 

Jllninly governed by the mechanisms of reflection, transmissicn and 

diffraction, which are determined by the dielectric properties of the building 

structures. As part of an investigation into the effects of building materials 

on radio channel characteristics, a free-space monostatic measurement 

s~'stem has been developed for in-situ chnracterisation of various building 

materials. C sing this system, the constitutive parameters, namely, the 

permittivit)·. conductivity and thickness of the building materials under test 

call be simultaneously determined. These parameters arc used for the 

calculation of the radio channel model input coefficients. namely, reflection 

coefficient. transmission coefficient and diffraction coefficient. 

A 3D ray-tracing algorithm based on Geollletric Optics (GO) and 

C nifonll Diffraction Theory (UTD) has been developed for the indoor radio 

channel characterisation. With the use of the geollletr~' blueprint and the 

cOllstitutive parameters of building structures. both narrow- and wide-band 

chanIlel parameters can be predicted. A substantial improvement in the 

efficienc~' of the model can be achieved by the proper definition of elements 

ill the geometric database and the utilisation of a ra~' tree algorithm. A 

further enhnncement in the efficiency without serious accuracy degradation 

can be achieved with the development of a simplified ray-tracing model. 

The effects of dielectric properties of the building structures on radio 

propagation have been investigated using the ra)·-tracing model. Simulation 

results have shown that to some extent the indoor radio channel is sensitive 

to the building dielectric properties. This justifies the use of free-space in

situ characterisation of building structures for accurate radio channel 

modelling. 
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Chapter 1 Introduction 1 

Chapter 1 

Introduction 

The growth of wireless communication::; in the last two decades has been 

spectacular, placing an e\'er-increasing dcmand on ubiquitous COlll

munications. Thanks to the cellular concept. in wireless communications, the' 

dream that a communication u::;er ma)' have access to another user 

"anytime, an)'when:" to exchange "any kind" of information appears not far 

away [1], [2]. The cellular mobile comlllunications industry has recently be

come onE' of the fast.est-growing industries of all time. The extent to which 

system and technolog~', as well as service and application aspects of mobile 

communications has progressed in the past fev" ~'cars is breathtaking, with 

the number of u::;ers increasing dramatically, This evolution is due to a wide 

set of social, technolugical. and market forces. 

Third-generation (:{G) communication systems- the 'C niversal :\Iobile 

Teleconllllunication System (r~vITS) [3], which are currently under 

intcnsive development. will provide a single set of standards which can meet. 

a wide range of wireless requirements, and a variety of voice, data and 

video communication services will be available. The development of e~,ITS 

is based on the success of the global system for mobile communications 

(GSM) [4] and is designed in such a way as to be perceived by customers as 

a broadband evolution of the second-generation (2G) technologies, It aims 

at integrating all different services of 2G systems, while providing true 
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Chapter 1 Introduction 2 

mobile multimedia capabilities. UMTS will deliver information directly to 

users and provide access to new and innovative services and applications 

beyond the capabilities of the current 2G systems. It has the capability to 

provide low-cost. high-capacity mobile communications, whilst offering data 

rates up to 2 Mbps with global roaming and other advanced features [3]. 

UMTS represents a new generation of global mobile communication 

systems in which personal services will be based on a combination of 

wireless/mobile and fixed services. It is aiming to provide a seamless end-to

end link between users. To achieve such huge communication capacity, the 

radio access network of 1JMTS is built in a hierarchical structure as shown 

in Fig. 1.1, with the deployment of several cellular network levels covering 

the populated areas of the earth. The pico-cell ill-building layer, the micro

cell layer and the macro-cell layer are overlapped each other, providing full 

terrestrial coverage. Full global coverage will be provided by the highest 

la~'er . - the satellite system. 

Globill 
~ ,,'-H:; 

.~.;:",,- Satellite 
i .~ 

Suburbilll 

II~ h;BUildiI19d1. 
. 'PieoesIL.' ··u.""~,,,", 

~ICro~,,~ Macrocell 

--J! \$.::. ,\.'" .~ .... 
, " :~~ 

Basic Terminal ,.' 
;;", PDATerminal---

'~~h........ AudioNisual Terminal 
Of!"l!io~"" 

Figure 1.1: Hierarchical cell structure of UMTS [3J, 
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1.1 Indoor Wireless Communications 

As the demand for mobile communications grows. especially in densely 

populated urban areas and indoor environments, smaller and smaller cells 

are necessary due to the scarcity of spectrum resources. Micro- and pico

cells are usually formed for providing mobile communications within these 

areas. Higher system capacity is often achieved by minimising the cell size 

thus enabling increased frequency reuse [4]. The definitions of micro- and 

pico-cells are [5]: 

Micro-cells: Designed for high traffic densities in urban and suburban 

arcas to users both outdoors and within buildings. Base station antenna 

heights are lower than nearby building rooftops. thus the coverage area IS 

defined by the street layout. A typical cell dimension is within 500 m. 

Pico-cells: - Customed for very high traffic density or high data rate 

applications within an indoor environment. users may be both mobile and 

fixed. A typical example of fixed users is the computers interconnected by 

wirclcs::; local area networks (""LA~s). The coverage area is defined by the 

shape and characteristics of rooms, and the service quality is dictated by 

the presence of furniture and people. 

Indoor wireless communications are increasingly popular for cellular 

communications in high-traffic areas. They cover a wide variety of 

situations ranging from communications with users walking in railway 

stations. airports, office and residential buildings. and shopping malls, etc. 

to wireless data transmission between computers or robots in motion. 

Iudoor wireless solutions offer distinct advantages over cable networks, such 

as mobility of users, elimination of cabling, and the flexibility to change, 

and creates various new communication services. Micro-cells provide the 

indoor coverage, a requirement when the signal from outdoor cells is weak 

or 'when additional capacity is needed. If the base station is located inside a 

building, a pico-cell is formed for mobile communications between indoor 
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subscribers. Indoor WLA~s, which conform to IEEE802.11b (working in 

globally available unlicensed ISM band around 2.4 GHz) or IEEE802.11a 

(working at 5.0 GHz) standards [6]. have also attracted a lot of attention 

from equipment manufacturers, because they represent the merging of two 

of the fastest-growing segments of the computer industry, i.e. LANs and 

mobile computing. The newly proposed systems working in the 2.45 GHz 

region. such as HomeRF [7] and Bluetooth [8] capable of providing the basis 

for communications between portable devices in an ad hoc fashion by 

creating personal area network, also have wide applications in indoor 

environments. 

1.2 Objective of the Research 

Indoor wireless communications offer a highly attractive means of 

combined \'oice and data transmission and are expected to pla~' a significant 

role in the deployment of personal commuuication s~·stems. As well as 

stimulating financial investment in such s~'stems, this has also given rise to 

a large Humber of technical challenges, many of which rely on an in-depth 

understanding of the characteristics of wireless channels for their solution. 

Det ailed knowledge of radio propagation inside buildings is essential, not 

ouly for the successful design of Hew indoor wireless communications 

s~·stellls. uut also for the accurate planning and successful deplo~'ment of 

current Iy existing systems. 

This thesis IS concerned with the study of radio propagation 

characteristics within indoor environments. The objective of the research is 

divided into the following areas: 

(1) l\leasurement of the dielectric properties of building materials; 

(2) Prediction of the indoor radio propagation channel. 
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Radio waves propagating inside indoor environments interact with the 

building structures by various mechanisms: reflection, transmission and 

diffraction [9J. These propagation mechanisms ~omplement the basic effects 

of waw' attenuation and phase velocity and provide a basis for practical 

prediction of system performance. In practice, boundaries between media. 

such as the walls and the air 1 the ground and the air. etc., form 

elpctromagnetic discontinuities where the properties of radio waves are 

changed. These boundary effects give rise to modificat.ions in the amplitude. 

phase and direction of radio waves. To quantify the effects of building 

structures on indoor propagating radio waves, the knowledge of the 

dielectric properties of building materials is required. In this research. a 

free-space measurement system capable of deriving the dielectric parameters 

of building materials has been developed and tested. It allows quick ill-sit11 

characterisation of the dielectric properties of building materials 111 a non

destructivC' way. 

The prediction of radio propagation characteristics within indoor 

em·irolllllents is required in order to facilitate the illlplemcntatioll of various 

wirelcss cOllllllunication systems. such as prm'iding estimation of the s~'stel1l 

co\'cragt' ancl evaluation of transmission scheme for broadband net works. 

T u analyse indoor radio propagation. a method capable of modelling the 

propagat ion mechanisms in the designated environment is required, S1l1ce 

these lllcchanisms account for the propagation characteristics of the radio 

channel. In this research, a site-specific three-dimensional (3D) prediction 

lllodel based on the ray-tracing method has been developed. The model is 

capable of proyiding comprehensive narrow- and wide-band parameters of a 

radiu channcl. Incorporating a user-defined database. the model can be used 

tu inv('stigate radio propagation within any indoor em"ironment. 
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1.3 Overview of the Thesis 

The preceding sections discussed the importance and objective of the 

research. Following on from this introduction, the remainder of the thesis is 

structured into six chapters: 

Chapter 2 describes an in-situ measurement solution to the charac

terisation of building materials. A monostatic free-space measurement 

system has been developed for this purpose. The experimental and 

subsequent data processing procedures are described. Results of the 

measurements conducted on sample materials in laboratory environments 

and on \'arious building materials in real sites are presented. A discussion of 

the results is also provided. 

Chapter 3 reviews the radio channel characteristics aud important 

chanuel parameters. Different channel modelling method". ranging from 

{'lllpirical to deterministic models, are presented and compared. 

Chapter -l describes the development. of our 3D rn~·-tracing model. 

Various aspects regarding design of the model such as the database. the 

ray-tracing algorithm. and the mathematical formulas are presented. A new 

ra~' tree algorithm based on the projection of 3D structures into 2D scenes 

is described. by which the efficiency of the Illodel is significantl~' improved. 

Chapter 5 presents the indoor simulations using the ray-tracing model 

described above. Evaluation of the model is performed b~' the comparison of 

silllulation results of some particular scenarios with published data and \"ith 

field measurement data. Simulation results of the radio channels in the 

building of Department of Electrical Engineering and Electronics are 

presented to extract their statistical characteristics. A simplified ray-tracing 

model for the purpose of reducing the computation time is described. 

Chapter 6 presents a numerical study of the effects of building dielectric 

properties on the indoor radio propagation. Their effects in outdoor 

environments are discussed briefly; while in the indoor elwironments they 

are investigated in more details. Simulation results of both narrow- and 
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wide-band channel parameters are compared with different dielectric 

paramctcrs assigned to the building materials in the database. 

Finall~·. Chapter 7 presents a summary of the work and some indications 

of future developments expected in the research. 
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Chapter 2 In-Situ Characterisation of Building Materials 8 

Chapter 2 

In-Situ Characterisation of Building 

Materials 

2.1 Introduction 

The llleasurement of the electromagnetic properties of materials is based 

Oll t he fact that the electromagnetic energ:,' propagates through the material 

IInder test anel is partially transmitted/reflected due to discontinuities in 

plcetromagnctic parameters of the material. i.c .. the pennitti\'it~·, permea

bility and conductivity. A source radiates an electromagnetic wave into the 

mat.erial. The subsequent transmitted/reflected wave. which is captured by 

t be receiving antenna, is processed to extract the desired information. 

!\leasllremeuts of the electromagnetic properties of materials have 

attracted many research activities in recent years [10-21]. due to the 

increasing delllands in various applications. Examples can be found in medi

cal (classification of organic tissue), militar:,' (radar reflections on materials) 

and commercial sectors (electronic materials characterisation), etc. 

Conventionally, the cavity, transmission line. and waveguide methods 

have been extensively employed for this purpose [10-12]. In these methods. 

a sample of the material under test is inserted into a waveguide or coaxial 
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transmission line. The electromagnetic parameters of the material are 

determined from the measurement of its scattering parameter or 

propagation constant. The main disadvantage of these methods is the 

necessit~· to machine the material samples into a specific size and shape in 

order to fit into a material holder or reSOl1l'\tor. In other words, these 

methods are destructive to the material under test. Moreover, the accuracy 

of measurements is limited for materials that cannot be machined precisely 

into the waveguide cross-section or cavity. In the context of characterisa

tion of building materials, it is unlikely to obtain a sample since the 

material uuder test is usually physically fixed, such as a wall and a window. 

Therefore. these methods are neither practical nor preferred due to their 

destructive nature. 

The method of using an open-ended coaxial probe offers some promIse 

III non-destructive characterisation of materials and has been successfully 

el1lployed [13], [14]. In this method, a coaxial probe is pressed against thtJ 

surface of the material under test and the measured reflection coefficient is 

u,,(~d to extract its electromagnetic parameters. However. there are two 

maill drawbacks of this technique. which limil~ its range of applications. 

One i::; that the upper useful frequency range is limited by the occurrence of 

hip;hcr-order modes; the other is that the probe aperture needs to be in 

extremely good contact with material under test and a small gap between 

them can cause a large error in the measured electromagnetic parameter::; 

due to the existence of higher order rnodes at the aperture [14]. For example. 

a change of up to 80% error in the measured permittiyity of an alumina 

samplE' is found for a 1.0-mm wide air gap in between the inlIer conductor 

and the material surface [15]. The coaxial probe measurement method if' 

therefore suitable only for planar materials with a smooth surface or for 

materials in liquid form. For typical building materials who::;e surfaces are 

not perfectly flat and smooth, the open-ended coaxial method is not 

preferred. ~loreover, the open-ended coaxial probe only measure the local 

material properties near the contact points of the probes, and local 

yariations of the properties may have significant influences on the 
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measurement results. Some inhomogeneities are expected in building 

materials and the effective dielectric properties need to be measured rather 

than the dielectric properties of a sub-section of the material. 

Another method for measurements of the electromagnetic parameters is 

the free-space technique [16-22]' which has been extensively investigated. In 

this method, antennas are used instead to transmit signals to and receive 

signals from the material under test. Considering the material as a two-port 

network. the measured S-parameters are used to predict the electromagnetic 

parameters of the material. The free-space technique can offer several 

ad"antages over the aforementioned methods as follows: 

• The material under test can be measured o\'er a wide frequeucy span. 

unlike waveguide or cavity methods that require a sample to be 

fitted into a fixture for each baud: 

• !\Iatcrials such as composites arc inhomogeneous due to variations III 

manufacturiug processes. Because of iuholllogeneity. t.he UlI'WClnteel 

higher order modes can be excited at all air dielectric iut.erface in 

,,"c\\'eguides and ca\'ities. 

• .\Ieasurernents using the free-space technique are non-destructive anel 

1l0l1-contact. Because of this feature. this method is particularly 

suit.able for the measurements 111 high- lImy-temperature 

en ,'ironments. 

Iu view of the above advantages. the frec-space measurement technique 

IS preferred for our applications. There are three basic methods used to 

l1leasure the electromagnetic properties of materials: 1) the transmission 

coefficient measurement [16-18]: 2) the reflection coefficient measurement 

~19-21]; and 3) a combination of the above two [22]. For measurements of 

the transmission coefficient of a material, the material under test is placed 

between the transmitting and receiving antennas separated a certain 

distance apart. and the electromagnetic wave transmitted through the 

material is detected and processed to extract its electromagnetic parameters. 

In this measurement configuration, the precise alignment between the axes 
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of the transmitting and receiving antennas is required in the procedures of 

both s)Ostem calibration using the thru-reflect-line (TRL) method [17] and 

the real measurementso For in-situ measurements, the antennas arc unlikely 

able to be precisely aligned because of the blockage of the material, which 

limits this application mostly to laboratory environments where both 

antennas are precisely aligned before placing a material sample in betweeno 

For measurements of the reflection coefficient of a material, two antennas 

with the same incident angles to the surface of the material under test are 

generally used as the transmitting and receiving antennas, respectively. 

This is called bistatic measurement system [19]. By varying the incident 

angle8 of the two antennas simultaneously, the reflected signal from the 

material is detected and used to extract its electromagnetic paralueters. 

The drmyback of this method is that measurements in the case of oblique 

incidence results in low signal-to-noise ratio (SNR) and hence more difficult 

tu extract the desired informatioll. :\Ioreover, both antennas lleed to he 

positioned at the same angle towardf' the centre of the material under test, 

"ohich makes the s~ostelll configuration much time-consuming and difficult. 

For our in-situ measurements of building materials. the transmission 

coefficient measurement method is not preferred because of the difficulty in 

precise alignment of both antennas. The bistatic reflection coefficient 

measurement method is neither preferred due to low S::\R obtained. For our 

applications. a monostatic measurement system, which employs only one 

antenna directing at normal incidence to the material surface. is proposed 

because of its ease in the system configuration and hence more suitable for 

quick and routine measurements. 

In thi~ chapter, an experimental solution is presented for the' non

destructiYe, non-contact, and in-situ characterisation of dielectric building 

materials using a monostatic free-space measurement system. Being a non

destructive and non-contact method, the technique is well suited for quick 

and routine evaluation of broadband material characteristics. Section 2.2 

describes the configuration of our free-space measurement system. In 

Section 2.3, a brief description of the theory behind the free-space 
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measurement method and the technique for data inversion are gIven. 

Section 2.4 describes the measurement procedure and the processing of 

measurement data. Section 2.5 provides examples of measurements of some 

known materials, which are used to yalidate the measurement technique. 

Section 2.6 deals with the in-situ measurements on some typical building 

materials including walls, windows and doors, etc. Results of the 

measurements are presented and discussed. Section 2.7 is devoted to the 

anal:vsis of the measurement system. 

2.2 System Configuration 

.\ schematic diagram of the free-space experiment sysLem IS shown ill 

Fif!. 2.1. The measurement system consists of n network analyser and a 

TE~l horn antenna. The antenna is connected to the S parameter test set 

of t he network analyser \'ia a coaxial cable anel coaxial t.o TE~1 horn 

antcnna connector. The network allal~'ser both generat.es the signal 

transmitted to the antenna and captures t he signal received by the antenll1~. 

The data recorded by the network analyser is then downloaded to a 

personal computer for data processing and inversion. The micrmyavc signal 

generated from the network analyser is fed to the antenna. which focuses 

the energy where the material under test of thickness d is placed. The 

material is in general either a single-layered hOlllogeneous material or a 

multi-laycred composite. The front surface of the material is oriented such 

t hat the normal to its surface is aligned with the axis of the antenna. The 

separation between t.he surface and the aperture of the antenna is defined as 

R. Compared to other existing free-space measurement systems, t.he desired 

features of our free-space measurement system arc as follows: 

• The measurement system should be portable. l.e., the system should 

be small in size and light in weight: 
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• The measurement system should be at low cost; 

• The system configuration should be simple enough for routine 

measurements; 

• It should be capable of extracting the dielectric parameters of single

or multi-layered materials. 

PC 

o 
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ODD 
DOD 
DOD 

~ et\\ or" Analyser 

TE ~I 
horn antenna 

r- R 

Layered ~ Bterial 

Figure :2.1: Schematic diagram of t he measurement system configuration. 

III order to fulfil the above features. use i~ made of a handheld vector 

llctwork analyser 'Site~Iaster S~)31n' manufactured b~' Anritsu [23] and a 

small-sized TE~I horn antenna developed by the RF Engineering and 

Communication Group in Department of Electrical Engineering and 

Electrollics. Cniyersity of Liyerpool. Ftilising these two components, a 

portable alld compact measurement system (illustrat.ed in the photograph of 

Fig. 2.2) lw:o. been developed. 

The Site:'Iaster is a single-port 5 parameter test vector network 

analyser which works ill a continuous-wavt' swept-frequency mode. It 

generates a constant-amplitude swept-frequency sinusoidal signal over a 

tuneable frequency range of 25 ~{Hz - 3.0 GHz. III our measurement 

system. the "'hole frequency range is utilised because it provides the 

maxilllum available frequency bandwidth. The signal generated is therefore 

equivalent to generating a short pulse sequence in the time domain. The 
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maxImum number of sampling points in the frequency domain is 1601 , 

resulting in about 21Hz resolu tion. The Site:'Iaster is capable of 

measuring return loss of up to 54 dB ) ,,;ith 0.01 dB re olut ion . 

Figure 2.2: Photograph of the Sitel\laster flnd "he TE:\I horn antel111a. 

In conjunction with the network analy r, a TE}'l horn antenn a has 

been developed [or radiation of short pulses. Th e adnll1tag of utili ing a 

TE:-'l horn antenna i t hat it can trallsmit travelling waves over a "'ide 

frequency band a nd has a linear pha e characteristic over thi band. 

r.Ior o\,er. n TE:\I horn antenna has th capability of high d irectiYity . 

which i preferred for reducing ref! cted ignals from source other than the 

mat rial under test. In gen ral a TEM horn antenna consists of a pair of 

triangular conductors forming a \ -shaped struct u r in which a TE II wave 

proparrn.tes along the fLxis of t he V . The design of the TE}'I horn antenna 

dev loped for this measurement system i based on th design propo ed by 

Hu ,toll [2-1]. It consists of two V-shaped copper plate. tapered and flared at 

the a l erture of the an tenna. The profile of the me al flaring are optilllised 

so that th characteristic impedance in each cross section of t he an tenna 

gradually changes from t he impedance of the interconnecting coa.xial cable 

11 'ar the feed point (50 n) to t he impedance of air in the v icini ty of the 

aper ure (377 0). This gradually tapered impedance matching ensures t hat 

ref! ctions from all antenna cross-sections are minimised. The dimensions of 

th TE:-' I horn a ntenna are small: t he antenna aperture is 30 cm b\' 15 cm 

and i s longitudinal length is 50 cm. The weight of t he antenna is light 
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because it is formed with two 1.5 mm-thick copper plates. The small 

physical dimensions make the antenna suitable for portable applications. 

T'hc characteristics of the TEM horn antenna in connection with the 

network analyser can be experimentally obtained by placing the 

measurement system in an open area and by measuring the one-port 

parameter 8
11 

(jw). The time-domain characteristics 8 11 (t) can then be 

obtained using Inverse Fast Fourier Transform (IFFT). Afterwards, one can 

apply time-gating over 8 11 (t) to filter out the ground reflection, and finally 

obt.ain the improved 8 11 (jw) by the Fast Fourier Transform (FFT) of the 

filtered 8
11 

(t) . This is applicable due to the fact that the wideband 

measurement system has the ability to temporally resolve desired reflection 

from spurious and unwanted signals. Time-gating enables us to extract the 

desired reflected signal by applying an appropriate time window over the 

measured signals in the time domain. The improved Sll (jw) is then 

assumed as the characteristics of the antenna s~'stCI11. Fig. 2.3 shows the 

measured voltage standing wave ratio (YS\\'R) of the TE':\I horn antenna. 

It is observed VS\\,R of the antenna is low within a wide frequency band 

(\'S\\'n " 3 fro111 around 520 :\IHz up to 3000 ~IHz). VSvVR of the 

ant puna is deemed to be sufficiently low to ensure efficient radiation of the 

signal generated by the network analyser into free space, 

T" lH 
2~'" .... 

1-..... H •••••••••••• ; •••••••••• H.H. 

I .. "'1 

.... -i 
I 

o~1 __ ~'~~~--~' ---=~~~--~ o 500 1000 1500 2000 2500 3000 

Frequency (MHZ) 

Figure 2.3: VSWR of the TE~1 horn antenna system. 
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2.3 Theory and Data Reconstruction 

For our free-space measurements, the reflection coefficient of the 

material under test is measured at various frequencies and used to 

reconstruct its dielectric parameters. In this section, the theory of the 

measurement relating the dielectric parameters to the measured data and 

t he inversion algorithm for the reconstruction of the dielectric parameterti 

from the measured data are briefly described. 

2.3.1 The Forward Model 

Electromagnetic-wave theory is the physical model that used to predict 

t he radio propagation of electromagnetic waves in materials. For our free

space measurement system, the signal transmitted from the TEl\l horn 

Hntenna propagates through the material under test and is partially 

reflected from the material due to its ele('troma~ll('t.ic discontinuity \yith 

free space. and, if the material is multi-Ia~·ered. the electromagnetic 

discontinuities between each layer as well. 

"\StiUllle that a TEM wave from the horn antenna IS incident at a 

llorInal angle on a multi-layered material consisting of Af homogeneous 

la~'ers. The dielectric properties of the multi-layered material are analysed. 

based 011 a model which treats each lamina as a homogeneous and isotropic 

lllaterial and then using a computational method to cascade the wave

translllission matrices [25]. The geometry of a M-ply laminated composite is 

illustrated in Fig. 2.4. The mth layer is characterised by its permittivit~· ~,,,, 

conductivity (J'm , permeability 11m and thickness dr>,' In practice, many 

typical materials exhibit only dielectric properties, therefore it is assumed 

that the material is non-magnetic, i.e., fL", = flo, where the permeability of 

free space is J-lo = 47l' X 10-7 Him. The permittivit~· is E", = E, . Eo . where ~, 

IS termed relative permittivity and the permittivity of free space 
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E:() = 1O-!1 1367f F 1m. For simplicity, the permittivity mentioned later m 

this thesis is referred to as the relative permittivity. 
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Figure 2.4: An illustration of the structurp of an M-layered material. 

The reflectioll coefficient r of the material at 2" = 0 is given by 

where .... : i~ t he angular frequency. H~ can be derived from 

(2.1) 

(2.2) 

\,·here 111 = 1. 2 ..... M - 1. There is no up-going wave in the lowest layer M. 

so t hat WI! is given by WI! = ~\J' By analogy to transmission line as the 

intrinsic admittance of the mth la~-er. }~" is given b~-

(2.3) 

where the propagation constant of the mth layer, '/m , is expressed as 

(2.4) 
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Eqs. (2.1) - (2.4) show the implicit relation between the dielectric 

properties of a layered material and its reflection coefficient for normally 

incident electromagnetic waves. Starting fron~ the (M-l)th layer, the 

reflection coefficient of the multi-layered material can be calculated in an 

iterative way, provided that the information on Ern , (J,,, and d", of each 

layer is giyen. The permittivity, conductivity and thickness of each layer in 

a multi-la~'ered material are referred to as its constitutive parameters. From 

Eq. (2.1) and the definitions that follow, it is possible to obtain the 

reflection coefficient of the material in terms of these parameters. The 

above equations form the forward model whose objective is to generate the 

reflection oata for a given material. It is noted that the free-space 

measurement of a material generall~' only involves predicting its dielectric 

parameters. The thickness of the material is either pre-known [18-21 j, [23]. 

or is assumed sufficiently thick so that its effect is negligible [22]. However, 

in practice. a building structure is of a finite thickness and the inforl1lation 

Oll the thickness is important for the calculation of its reflection and 

transmission coefficients. Moreover. the thickness of a building structure is 

SOlllf'till1e~ nnkno,,'n. Therefore, in addition to predicting the dielectric 

parallleters. the thickness of the material under test is also of interest and 

needt- to be predicted. 

2.3.2 Data Reconstruction 

For the free-space measurement, the reflection coefficient of the material 

under test is measured and then processed in order to derive its constitutive 

parameters. This is called an inverse problem and the processing is referred 

to as data reconstruction. The forward model reveals the relation between 

the constitutive parameters of a material and its reflection coefficient for 

normally incident waves. Conversely one can perform the inverse operation 

and derive the constitutive parameters from the reflection coefficient of the 
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material. However, obtaining the exact solution for these parameters is not 

straightforward. 

III the reflectivity model-based ll1VerSlOn, the constitutive parameters of 

a multi-layered material are reconstructed by the successive minimisation of 

the !'.lean Square Error CMSE) obtained from the difference in the reflection 

coefficient between the measured data and the one calculated from the 

forward model. In this way, the inversion problem turns into parameter 

optimisation of an objective function, which here is the MSE function. For 

our measurements, the measured reflection coefficients at different 

frequencies are used in the minimisation process. Let r l' r 2' ... , r s be the 

calculated reflection coefficients from the forward model sampled at N 

frequencies, and RCI , RC2 , ••• , RCu be the corresponding measured 

reflcct.ioll coefficients. Furthermore, let x be a point in a multi-dimensional 

:-;pac:e with the dimension given by all constitutiye parameters used to 

defiJlc 1\ Af-la~'ered material. For a nOll-magnetic material. this poim call be 

expressed as 

x = (1:1 , X 2 • X:! ..... :I·D_ i • l'D ) 

= (Ell a l · dl , .... E.I!· aM) 
(2.5) 

",here D = 3M -1. The objective function !\,ISE for the data inversion is 

r hell defined as 

6 ex) = J... t I RC
t 

- r, (x) I~ 
N .=1 

(2.6) 

The yalue of this function indicates the closeness of the fit between the 

measured data and the calculated data derived analytically from the 

forward model. Both the magnitude and the phase of the measured 

reflection coefficient are optimised to the forward model over the 

measurement frequency range. The constitutive parameters of the material 

are predicted b~' minimising the function f, (x) , i.e., the minimum yalue of 

6 (x) yields the predicted value of x. 
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In general, the forward model is non-linear and a large number of 

variables may be involved, depending on the structure of the material under 

test. For example, given the frequencies of interest, for a single-layered 

material. the variables used to calculate its reflection coefficient are its 

permittivity. conductivity and thickness based on the assumption that the 

dielectric properties of the material are frequency independent. If the 

dielectric properties are frequency-dependent, which is generally the case. 

more variables are involved in the expression of its reflection coefficient. For 

a multi-la.vered materiaL the actual number of variables involved in the 

minimisation process is proportional to the number of layers of the material. 

From the measurement data point of view, the actual composite of the 

material under test is unknown. so that the number of layers of the 

material is a guess. Because of the non-linearity of the forward model and 

the possible large number of variables involved in the inversion problem. 

tllP resultant objective function lllay have several minima. Therefore, a 

suit a blc minimisation algorithm should be emplo~:ed in order to guarantee 

t hat a global minimum is found. 

Fig. 2.0 shows an example of an objective function b(x) with respect to 

its variable x. where x can be a single- or multi-dimensional variable. Five 

local minima of 8(x) corresponding to its variable denoted as x;. x~ .... , x~,. 

are sceu. among which x~ (re-denoted as x") yields the global minimum of 

8(x) and x" is the expected value from the minimisation procedure. 
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Figure 2.5: Example of an objective function having several local minima. 
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For our application, a reconstruction algorithm based on the multi-level 

single-linkage (MLSL) method [112] and its improvement [26], [113] is 

chosen to find the global minimum of the objective function defined by Eq. 

(2.6). The algorithm is a global minimisatioll method ,vhich incorporates a 

local minimisation procedure and a procedure of appropriately selecting the 

starting points across the whole variable range for the local minimisation 

procedure. 

Given a starting point (initial guess of the solution x ), local 

minimisation methods such as the modifif'd-Newton method [114] can 

efficiently find the minimum in the neighbourhood of it. The modified

]\e,\"ton method is based on searching the objective function in a direction 

determined by its gradient and the Hessiau matrix. By randomly locating 

the starting point within the whole optimisation region, repeating a local 

millimisatioll procedure can find the glohal minimulll of the function. The 

main drnwback of this approach is that ",itell many randomly selected 

starting points are used, the same minimum muy be found several times, 

t hils t he method is inefficient. 

In the ~ILSL method, two regions, lHmlt'I~' the feasible and the 

attract iOll regions, are defined. A feasible regioll 5 is defined within which 

all paramet ers x to be determined are restricted (between the lower bound 

L and upper bound U shown in the figure). An attraction region of a local 

minimum c'i(x') is defined as the set of points ill 5, starting from which a 

given local search procedure converges to Ci(x'). For example, the set of all 

points of x between X 41 and x 4" shown in Fig. 2.5 is the attraction region 

of x~. The idea behind the ~ILSL method is that the algorithm iterntively 

finds the local minima of the objective function, until the region of 

attraction of the local minima can effectively represent the whole feasible 

region. The procedure of the method is descrilJed as follows. Firstly, choose 

":)' test sample points uniformly distributed within S and calculate the 

objecti,"e fUIlction. Secondly, determine a set of reduced sample points N1 

with the smallest objective function values resulted from the previous 

calculation (Ny < N), ), and select starting points from them. Selection of 
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the starting points is based on the criteria that the starting point x has not 

been used previously, and that there is no sample point y within a critical 

distance. defined in [112], of x with 15(x) < 15(y). Thirdly, perform the local 

minimisation procedure from the selected starting points. Carrying on these 

steps iteratively, until the Bayesian stopping rule, defined in [112], is 

satisfied and then the lowest local minimum found is taken as the global 

minimum. 

Adaptive random search algorithm (ARS) has been proposed in [26]. 

[113] to enhance the efficiency and reliability of the ML8L method. The 

idea behind the ARS algorithm is to minimise a function derived from the 

transformation of the objective function 8 instead of minimising 8 directl~'. 

Let 0' denote the transformed version of b. The value of 8' (x) is the 

minimum obtained if a local optimisation method with a starting point x is 

applied to the objective function 8. The function 8' therefore acqUIres 

COllstant nllues in the attraction regions of the minima of b. Fig. 2.6 

illustrates the transformation of the functioll sho\\'n ill Fig. 2.5. The 

transformed function has the following properties which are advantageous 

for lllinimisation: 1) the number of the values of {I' is finite: 2) 8' has fewer 

local minima than does 8; and 3) the attraction regions of 8' are wider 

than or equal to those of {,. For example. in Fig. 2.6. 8' has five discrete 

valllcs and there are three local minima of 8' are sccn with three attraction 

regions. ,,'hereas the original function b has infinite values and there are 

fin' local minima associated with five attractioll regions. The wider 

attraction region for the global minimum of 8' would result in the higher 

pI'CJbabilit~, and efficiency of finding it by a local search procedure. In the 

example sho\\,l1 in Fig. 2.6, performing three local searches, instead of five 

for the original function 8, gives the global minimum of 8' which is also 

the global minimum of {t. The basic principle of the ARS algorithm is that 

at each iteration, when the ARS algorithm finds a local minimum of {t, the 

neighbourhood region of x is gradually expanded. following the rules 

defined in [113], until it covers the entire feasible region of x. 
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Figure 2.6: Transformation of a function by a local minimisatioll method. 
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In our application, assume that the material consists of .M layers with 

different. constitutive parameters. If the measured reflected signal is free of 

noise, the \'alue of ~lSE derived based on the assumption of an 1I1-layered 

model will ue 8M = 0 and those values of ~\ISEs derived on the assumption 

of less than M layers will be given by 8, > 0, for k = L 2, ... , M-1. The 

\'nIue of }'lSE derived based on the assumption of a.n (111 + l)la~'ered model 

should also be zero, i.e., 8M +! = O. In this case, either the predicteo 

thicknes:3 of the (1\.1+ l)th layer conycrges to zcro, or the dielectric 

parameters predicted for the (1\.1+ l)th layer are the sallle as those predicted 

for the J\1t h layer. In contrast, if the measured reflected signal is 

colltaminnteo by noise, the value of MSE derived based on the assumption 

of any number of layers is greater than zero. However. provided that the 

le\'el of noise is manageable, if the number of layers assumeo is less than 

the real number of layers, the values of l\lSEs arc generally much higher 

t han those oerived on the assumption that the number of layers is the same 

as or larger than the real value. Therefore, the actual number of layers may 

be determined by a comparison of the values of }'lSEs derived based on the 

assumption of different numbers of layers. 
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2.4 Measurement of Reflection Coefficient 

2.4.1 Measurement Procedure 

Before conducting any measurement, calibration of the measurement 

system is necessary in order to compensate for the frequency response of the 

cable and connector, and of the measurement equipment itself. For the 

network analyser. the one-port Sll calibration can be performed up to the 

coa.xial to antenna connector using the standard calibration kit, i.e., open

short-load terminations. The characteristic of the TEM horn antenna also 

has an impact on the measurement and should be taken into account. 

Calibration of the antenna system is addressed in this section. 

The accuracy of measurements using the free-space system configuration 

5ho\\,11 in Fig. 2.1 is dependent on the precise alignment of the axis of the 

antenna system. Particular care has been given to ensure that the measure

lllent plane ha!:i the correct orientation. To conduct a measurement on an 

uuknO\\'lI material (also referred to as a sample) in a laboratory environ

ment. a three-step procedure is required to obtain the reflection coefficient 

of the salllple. The three-step procedure is summarised as follows 

(1) The measurement system is configured in an ordinary laboratory 

environment wit.h no sample present. The resultant signal is captured 

by the antenna and stored in the network analyser. recorded as r;, (1) . 

(2) The dielectric sample is then placed in the measurement system at a 

separation R (shown in Fig. 2.1) from the aperture of the antenna. 

The received signal by the antenna is stored and recorded as r:. (j). 
(3) The sample is removed and replaced by a metal plate of equal size. 

The separation between the aperture of the antenna and the metal 

plate remains unchanged. The received signal is then stored and 

recorded as rm (1) . 
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During the above measurement procedure,-- the measurement system 

should remain stationary in order not to induce additional measurement 

noise'due to the movement of the system. The reflected signals stored using 

the above procedure are those arising from the environment, the sample 

and the metal plate, respectively. These measurement data are recorded in 

the frequency domain and are then downloade~to a personal computer for 

post-processing and inversion. 

2.4.2 Derivation of Reflection Coefficient 

After the three-step measurement procedure, the desired reflected 

signals both from the sample and from the metal plate are embedded with 

undesired signals from surrounding em'ironment such as laboratory walls, 

the floor, etc. and the internal reflected signals' of the antenna, as well as 

multiple reflections between the sample and the aperture of the antenna. 

The undesired signals are unrelated to the reflectiYity characteristics of 

the sample/metal plate but have similar spectral characteristics to the 

reflected signals from them. These undesired signals should be suppressed or 

eliminated m order to obtain the real reflected signal from the 

sample/metal plate. For this purpose. the llleasl~red signals in the frequency 

domain are transformed into the time domain by applying IFFT, resulting 

in 1/, (t), r:, (t) , and T", (t) waveforms. respectively. Being a wideband system, 

it has the inherent ability to provide high temporal and spatial resolution, 

by which the signals generated from different sources can be distinguished 

by different time of arrival at the antenna. Seycral subtractions are required 

to extract the reflected waveform from the sample/metal plate. The 

computed waveform derived in step 2 is subtracted from that in step 1, 

resulting in the waveform reflected from the sample, together with 

disturbances such as multiple reflected signals between the antenna and the 

sample. The reflected signals from undesired objects surrounding the 
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measurement system are eliminated after such subtraction operation. The 

internal reflections of the antenna are also eliminated. Likewise, the 

subtraction of the measured waveform derived in step 3 from that in step 1 

results in the waveform response attributable to the metal plate. 

After these operations, the reflected signals generated from the shadow 

region of the sample are suppressed to some extent but not fully eliminated. 

:\loreover, the multiple reflections between the aperture of the antenna and 

the material/metal plate are still in existence and cannot be eliminated 

solely by these subtraction operations. In order to eliminate these undesired 

signals, time-gating is applied to the resultant signals from each subtraction 

operation. C ndesired signals such as the multiple reflections between the 

aperture of the antenna and the sample/metal plate, which return to the 

antcnna much later in time than the reflected signal from the sample/metal 

plate, will now he eliminated by the time-gating in a straightforward wa~·. 

After the time-gating, the resultant waveforms can be attributed to reflec

tions from the sample/metal plate. The derivation of these results has beell 

obtained by signal processing in the time domain in conjunction with time

gating. thus solving the problems which are difficult to solve ill the 

frequency domain. 

An estimate of the reflection coefficient of the sample can be obtained 

by comparing the reflected signal from the sample and that from the metal 

plate. In other words, the measured reflected signal from the metal plat.e is 

used for system calibration. Since the reflection coefficient of a metal plate 

is -1 for normally incident waves, the signal reflected from the metal plate 

can be considered as the transmitted signal from the antenna with <I 180 

pha..<;e shift. The final desired frequency dependent reflection coefficient 

RC (w') of the sample is obtained by the frequency-domain decom'olution 

suggested by Nahman and Guillaume [27], which is given by 

RC(w) = 
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Here the phase information of the reflected signals has been taken into 

account. In general, RC is not the same quantity as the true reflection 

coefficient of the sample, which is given by the ratio of the reflected to 

incident fields. Instead, it is the ratio of two reflected field quantities. 

However, because a metal plate with its surface normally oriented along the 

axis of the antenna and with the same dimensions as the sample under test 

is used as a reference, RC gives a strong indication of the sample reflectivity 

and can be assumed to be the reflection coefficient of the sample. The 

constitutive parameters of the sample are then predicted from its measured 

complex frequency dependent reflection coefficient RG. 

2.5 Validation of Measurement Technique 

In order to assess the effectiveness and accuracy of the measurement 

s~'stcm, a few dielectric material sample::; with known pcrmittivity have 

oecll chosen and measured. The free-space met bod using our measurement 

system configuration can be evaluated by comparing the constitutive 

parameters derived from our measurements and the reference data. In this 

section, the measurement results of a few single- and multi-layered samples 

are presented. 

2.5.1 Single-Layered Sample Cases 

:'leasurements of the reflection coefficient of a square planar polymer 

(PE500) panel have been conducted. The dimensions of the sample is l.2 m 

in width, 1.2 m in height, and 4 cm in thickness. The permittivity E, of 

PE500 is 2.3 at 1 MHz and is regarded to be constant over a wide 

frequency range. Information on its conductivity has not been provided by 
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the manufacturer. Nevertheless, it is believed that the conductivity of 

PE500 should be very low. An aluminium plate with the same transverse 

dimensions as the PE500 sample was used for calioration purposes. The 

PE500 sample was placed and self-supported at a separation of 40 cm from 

the aperture of the antenna. The normal to the centre of the sample surface 

was aligned with the a.xis of the antenna. Measurements following the 

aforementioned three-step procedure have been conducted and the 

corresponding measured raw data from the SiteMaster in the frequency 

domain are shown in Fig. 2.7. The received signals in each step were not 

purely the responses of the antenna, the sample and the metal plate, 

respectively. They were all contaminated. to different degrees, by the 

reflected signals from surrounding environments and the possible multiple 

reflections. It is impossible to filter out these undesired signals in the 

frequency domain, because they appear 111 the same frequency band as tht· 

desirf'd signals do. Transforming the signals from the frequency dOInain to 

t he time domain is an altcrnati\'(-' way to analyse the signals and extract the 

desired ones. 
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Figure 2.7: :\Ieasured reflected signals in the frequency domain: (a) when no 

sample is present; (b) from the PE500 sample; (c) from the metal plate. 
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The signals shown in Fig 2.7 are transformed into the time domain and 

are displayed in Fig. 2.8. As expected, the received waveforms are seen to 

be very complicated; with many peaks indicating various reflected signals 

from different sources. Two sets of reflected signals are very similar both in 

quantity and in time delay for all three measurements. The first peak is in 

close proximity to the time origin - the reference point at the coaxial to 

antenna connector. This reflected signal is attributed to the reflection from 

the antenna feeding point. Further awa:v· in time from the first peak is the 

second part of the reflected waveforms which is much more complicated. It 

is composed of the various reflections from the antenna aperture, tips of the 

antenna mouth and the supporting structure of the antenna. The 

waveforms further away in the range of 7 ns - 10 ns are both relatively 

weak compared to the first two parts of the reflected wavefonm; for the 

measurements conducted with or without the PE500 present. Ho\\'ever, a 

closer look will reveal that the waveforms are obsen"ed slightly different 

frOlll each other, both in shape and in quantity. For the measurement on 

the metal plate, the waveforms at these time int.ervals are remarkably high 

compared to the above two observations. Looking at the time of arrival of 

these strong reflected signals, we conclude that these are attributed to the 

reflections from the metal plate, clearly identifiable because of the high 

reflectivity of the metal plate. On the other hand, because the dielectric 

properties of the PE500 sample are closer to those of free space, the 

observed reflected signals from the sample are relativel~· low and therefore 

cannot be easily identified. 

Following the subtraction operations presented above, the reflected 

,,"ayeforms from the sample/metal plate can be easily recognised. Fig. 2.9 

::;ho,,"s the resultant waveforms. Starting from about 7 ns, the reflected 

signals from the sample/metal plate consist of a major pulse and some 

ringing attributable to the antenna characteristics. The reflected signals 

from the PE500 sample and the metal plate differ from each other in 

quantity due to their respective reflectivity. It is interesting to note that in 

the time intervals of 10 - 13 ns, there are prominent reflected signals, 
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particularly for the measurement of the metal plate. These are not the 

direct reflected signals from the sample/metal plate to the antenna. Instead, 

they are the second order reflected signals, i.e., the multiple reflections from 

the sample/metal plate to the aperture of the antenna. These undesired 

signals can be eliminated by time-gating. 
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Figure 2.S: ?>'leasured reflected signals ill the time domain: (a) when no sample is 

present: (b) from the PE500 sample; (c) from the metal plate. 
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Figure 2.9: The resultant waveforms after the subtraction of: (a) the signals in 

Step 2 from those in Step 1; (b) the signals in Step 3 from those in Step 1. 
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The time-gated reflected signals from the sample/metal plate were used 

to calculate the reflection coefficient of the PE500 sample. The dielectric 

properties of materials are generally functions of frequency. Considering the 

fact that the complex permittivity (E = coc, - jO" / w) of materials has a 

physical interpretation, several frequency dependent models have been 

proposed in literature [28]. Among these the Cole-Cole model provides a 

good approximation of the dispersive behaviours of many materials. 

According to this model, the complex relative permittivity is defined as 

(2.8) 

where 0" IS the conductivity; c' IS the static permittivit~- (at zero 

frequency): c'" is the permittivity at infinite frequency: T IS the time 

(,Ollf;tant of relaxation; and 0: is the Cole-Cole rcIaxation distribution 

parameter that requires a value in the interval [0. 1]. By incorporating the 

Cole-Cole model int.o the optimisation algorithm, the constitutive 

parameters of the PE500 sample are predicted. The thickness of the sample 

is fouud to be 4.018 cm from the opt.imisation procedure. The predicted 

permittivity and conductivity of the PE500 sample are shown in Fig. 2.10. 

from which we notice that both the permittivity and conduct.ivity relllain 

constant in the measurement frequency range, evell though their frequency

dependent characteristics have been taken int.o account. The predicted 

permittivity is 2.3105 and, as expected. the predicted conductivity is very 

low. Fig. 2.11 shows the measured reflection coefficient and the predicted 

one derived from the forward model using the constitutive parameters 

found from the optimisation process. A close correlation between the 

measured and predicted reflectivity of the sample and between the 

predicted and reference data for the constitutive parameters is obtained. 

The good agreement serves to validate our measurement technique. 
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Figure 2.10: Predicted permittivity and conductivity of PE500. 
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Figure 2.11: The measured and predicted reflection coefficient of PE500. 

2.5.2 Determination of Sample-Antenna Separation 

32 

The inaccuracies in the measurements using our free-space system are 

mainly due to: 1) the diffraction effects at the edges of the sample; 2) the 

plane wave approximation employed in the forward model: and 3) the 

multiple reflections between the sample and the aperture of the antenna. In 

reality, the separation between the sample and the antenna should be well 
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defined. If the sample-antenna separation is excessively large, the signals 

diffracted by the edges of the sample are received by the antenna and 

consequently contaminate the reflected signals. If this separation is too 

small, the sample is in the near field of the antenna where the transmitted 

waveform from the antenna is not plane wave, and hence the forward model 

cannot be well applied to this inversion problem. Moreover, the multiple 

reflections between the sample and the antenna cannot be effectively 

eliminated when the sample-antenna separation is very' small. There is a 

trade-off between these two issues. However, a short sample-antenna 

separation is usually preferred because it can provide higher SNR than that 

with a large sample-antenna separation. 

In order to determine an appropriate sample-antenna separation for our 

measurement system, we have conducted measurements on the PE500 and 

another polymer (Tufnol) panel being placed at sequential intervals of 30 

('Ill. :):J cm . .,10 cm, 4G em, 50 cm, 60 cm and 100 Cll! apart from the aperture 

of the antenna. The Tufnol sample has the saIlle transverse dimensions as 

the PE500 sample and is 2.5 em thick. The surface of the TUf'llOI sample is 

1I0t flat but slightly curved. The permittivit~, of Tufnol is 4.5 and its 

C'ondu('tivit~· is unknown. Figs. 2.12 - 2.14 show the predicted permittivity. 

eOllductivit~' and thicknesses of the PE500 and the Tufnol samples by 

('mplo~'ing a single-layered model in the optimisation process. The predicted 

permittivity of PE500 is very close to the nominal value of 2.3 at sample

antenna separation from 40 em to 50 cm. However, a trend of higher values 

at larger separations and lower values at smaller separations is observed. 

The predicted conductivity varies significantly when the separation is 

changed from 50 cm to 60 em and upwards. The predicted thickness of the 

sample appears in good accordance with the real value. Viewing the 

predicted constitutive parameters at all separations, it is found that the 

sample-antenna separation between 40 em and 45 em gives overall the 

optimal prediction. For the measurement results of the Tufnol sample, more 

irregular trend of the variations of predicted parameters is seen. Vv' e think 

this is attributed to the non-planar effect of its surface. ~evertheless, 
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similar to the results obtained from the PE500 sample, the results of the 

Tufnol sample at sample-antenna separation' of 40 cm - 45 cm presents the 

optin;al prediction of the permittivity and thickness, even though the 

sample is curved in shape. The experiment conducted on non-planar objects 

[17] also reveals that the curvature does not significantly affect the 

measured permittivity of cylindrical surfaces if the radii of curvature are 

large. Viewing the prediction results for both material samples, we conclude 

that the optimal sample-antenna separation for our measurement system is 

ill the range of 40 - 45 cm. Smaller or larger sample-antenna separation 

may induce measurement errors, due to either the near-field effect and 

multiple reflections or the diffraction effects of the sample edges. 
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Figure 2.14: Predicted thickness of (a) PE500 and (b) Tufllol at different sample-

antenna separations. 

2.5.3 A Multi-Layered Sample Case 

From the above discussion, we fix the sample-antenna separation at 40 

em for all our consequent measurements as it can give a good prediction of 

t.he constitutive parameters of the sample. A measurement of a three

layered material has been conducted and the results arc presented in this 

subsection. This is used to further test the usefulness of our measurement 

f'ystem. as well as the reliability of the optimisation algorithm. The three

la~·ercd material is made up of a panel of Tufnol, attached by two panels of 

PE500 of different thicknesses on each side. The t.ransverse dimensions of 

these three panels are 1.2 m x 1.2 m. The constitutive parameters of this 

three-layered sample are listed in Table 2.1. Table 2.2 gives the predicted 

constitutive parameters of the composite material Oll the assumption of 

different numbers of layers. The constitutive parameters are listed in the 

form of [E,; a; d] for each layer. When applying the single-layered model, 

the Cole-Cole model was employed to describe the frequency dependent 

dielectric properties. When applying multi-layered models, the dielectric 

properties of the material were assumed constant over the measurement 

frequency range, for the purpose of saving the computation time. 
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Table 2.1: The actual constitutive parameters of the three-layered material. 

Reference Layer 1 Layer 2 Layer 3 

Data (PE500) (Tufnol) (PE500) 

• 2.3 4.5 2.3 ~, 

(J (s/m) - - -

d (em) 4.0 2.5 2.0 

Table 2.2: Predicted constitutive parameters [E, : (J: d 1 of the three-layered 

material based on the assumption of different numbers of layers. 

Single-layered Two-layered Three-layered Four-layered 

Model Model Model Model 

1" 
[2..11: 0.014; 8.25] [2.94: 0.015: 3.25] [2.43: 0.000; 3.S8J [250: 0.000; 3.81 i 

layer 
')ud 
- I 

layer ! [6.59: 0.170: 2. S7] 1478: 0.000: 2.711 [5.33: 0.016: 2.f>.5] 

3rd 

~2.a3: 0.02G US] [2 .. 3.1: 0.048: 1.,::3; 
layer 

4th 

layer 
[l.OS: 0.021: 1O.of 

MSE -l.Ol x 10' 1.23 x 10 ' 1.1-1 x 10' 6.0t) x 10 : 

It call be seen from Table 2.2 that the value of 1\ISE is decreased as the 

assumed number of layers is increased. This is because the more layers 

included in the derivation of reflection coefficient. the more variables 

im'olyed in the forward modeL and hence the greater the probability of 

matching the predicted data with the measured ones. The value of :MSE is 

decreased monotonously as the assumed number of layers is increased, 

however. this variation is not linear. For example. the value of ~1SE for the 

thre~layered model is decreased by an order from that for the two-layered 

model. On the other hand, the values of MSEs for the single- and two

layered models, and that for the thre~ and four-layered models are on the 

same order. This indicates that compared to the two-layered model, the 

three-layered model gives rise to a substantial improvement in describing 
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the reflectivity of the material. For this reason, the single- and two-layered 

models are not able to represent the reflectivity and cannot be used to 

describe the material. The four-layered model provides a better match with 

the measured reflection coefficient than the three-layered model does. 

However, looking at the constitutive parameters ·of the fourth layer in the 

four-layered model, it is apparent that the fourth layer is a close-to-air 

material of relatively large thickness. This is attributed to the measurement 

errors. Since the measurement data cannot exactly represent the true 

reflection coefficient of the material, an additional layer of closc-to-air 

material can help improve the closeness between the measurement data and 

the predicted data. With this information, it is clear from Table 2.2 that 

the sample can be described as a three-layered material The predicted 

constitutive parameters in the three-layered model are in reasonably good 

agreement with the reference parameters listed in Table 2.1. Inaccuracy of 

the IJarmneters can be part.ially attributed to the fact that the T ufnol panel 

\va~ cun·ed. forming air gaps with both PE500 panels, which resulted in the 

measurement errors. 

Fig. 2. F) shows the measured reflection coefficient. together with the 

predicted ones derived from the forward model .based on the assumption of 

different numbers of layers. Large discrepancies in the reflection coefficient 

between t he measured and those predicted from both the single- and two

layered forward models are clearly observed. This confirms that neither the 

single- n(1: the two-layered model can represent the actual reflectivity of the 

material. III contrast, both the t.hree- and four-layered models give good 

repre:,;elltatiolls of t.he reflectivity of the material. A better correlation 

between the measured reflection coefficient and that predicted from the 

four-layered model is seen. which is due to the presence of measurement 

noise and higher flexibility of the model. :\everthcless, the three-layered 

model gives a good agreement with the measured reflection coefficient. This 

example testifies that employing our measurement system with the 

optimisation algorithm, the constitutive parameters of a multi-layered 

material can be successfully reconstructed. The number of layers, the 
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permittivity, the conductivity and the thickness of each layer can be 

determined simultaneously. 

-5 ... 

•.•..•••.. i 

-3~00 1000 1500 2000 2500 3000 

Frequency (MHz) 

(a) 

-l, 
-er"\" t M ••• ured RC I 

.. - ... _._. 3-1.yer rn~~.1 r 

-7r .. 
-8~ .. 

_af 

-13 

I ; 

··t·)· 

1·1 
,\;: ....L--_, 

1000 15'00 2000 2600 3000 

-1" 

Frequency (MHz) 

(c) 

-6 .~ •. 

-14 ~ 

Frequency (MHz) 

(b) 

E-' " Meaaur.d RC 1 
.... " .... :.:.:.:.::.' 4:-layer model r- _ . 

-1 ~c:io- - -1 O'O~OC--7, 5"'0"'0'-- 20;00 25'00 30
i
OO 

Frequency (MHz) 

(d) 

Figure 2.15: Reflection coefficient. of the three-Ia:vered material derived from the 

measurement data and from the forward model. 

2.6 Measurements of Building Materials 

In the preceding section, the measurement results of a few single- and 

multi-layered materials are discussed. Good agreements on the constitutive 
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parameters of the samples between the predicted and the reference data are 

observed and these demonstrate the usefulness and effectiveness of our 

measurement technique. In this section, results of the in-situ measurements 

of some typical building materials in the building of Department of 

Electrical Engineering and Electronics are presented. 

For the measurements conducted in laboratory environments, the 

material under test and a metal plate are placed carefully in front of the 

antenna and measured in sequence for the derivation of the reflection 

coefficient of the material. However, from the in-situ measurement point of 

view. the three-step measurement procedure is unrealistic and cumbersome. 

Firstl~', it is impossible to obtain the real background signal without the 

presence of the material under test. This is because the building structures 

arc generally fixed and cannot be moved. Secondly, for the measurement 

conducted on the metal plate, a metal plate cannot be backed b~' 

supporting structures and should therefore be firmly affixed to the building 

structure under test, which requires tedious preparation work. Therefore, 

the measurement procedure described above needs to be improved and 

simplified, particularly for quick in-situ evaluations of building materials. 

For this purpose, the TEM horn antenna has been housed in a 

cardboard box with the separation between the aperture of the antenna and 

the mouth of the box being 40 cm. The photograph of the antenna is sho\Yl1 

in Fig. 2.16. For i,n-situ measurements, the antenna system is firstly 

configured in a common room with relative large free space area. By 

directing the antenna to a large space, we can obtain the background 

signals as the representative of the antenna characteristics. The effect of the 

housing box has been taken into account in this measurement. By placing a 

metal plate in contact with the mouth of the antenna box, the reflected 

signal attributable to the metal plate is then obtained. The data obtained 

from these two measurements are regarded as the measurement data in step 

1 and step 3 as described in Section 2.4.1. These data are kept for data 

processing in all subsequent measurements on the building materials. When 

conducting the in-situ measurement on a particular building structure, we 
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place the mouth of the antenna box in contact with t he structure and 

obtain its refl ected signal. Incorporating the measurement data previously 

obtained in the room environment and t hose from t he metal plate, t he 

measured reflected signal from t he building structure is then processed to 

predict its constitutive parameters. In- situ measurements of some typical 

building materials such as partit ion walls, windows, wooden doors and glass 

walls (illustrated in the photograph of Fig. 2.17) have been conducted. 

Figure 2.16: Photograph of the TE:\I horn antenna housed in a cardboard box. 

(a) (b) 
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(c) (d) 

Figure 2.17: Building structures being measured: (a) t he internal wall; (b) the 

wooden door; (c) t he glass wall ; and (d) the \vindow. 

2.6.1 Measurelnents of Internal Walls 

Fig. 2.17 (a) shows t he in ternf!.l wall being measured. It i one of the 

common walls used to partition offices ill the building. The wall being 

measured is located on the fifth floor of t he building , with its outer s urface 

fo rming one side of the corridor and its inner surface embracing an office. 

The internal \\'all is about 11 - 12 em thick and is likely to be m ade of 

concrete ma teria!' 

The measurement of the wall was conducted in the corridor which is 

about 1. 5 m wide. Due to t he limited physical environment , t he other side 

of the corridor fo rmed by another part ition wall also generates scattered 

signals to the antenna. Even though the TE -1 horn antenna has a good 

directivity which suppresses t he backward reflect ions from t he other side of 

the corridor, however , this measurement noise is inevitable. The wall being 

mea ured has been checked to ensure that t here was no immediate furni ture 

in close proximity to t he inner surface of t he wall . The scattered signals 

from other furni ture in t he office surrounded by the wall can effectively be 
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eliminated by time-gating, due to their later time of arrival than the 

reflected signal from the wall. 

Table 2.3 gives the predicted constitutive parameters of the internal 

wall derived from various single- and multi-layered models. The frequency 

dependent Cole-Cole model was also employed to describe the dielectric 

properties of the internal wall in the single-layered model. The predicted 

permittivity and conductivity listed in the single-layered model are the 

average "alues over the measurement frequency range. Frequency 

independent dielectric properties model was employed for multi-layered 

cases. It is noted that, being on the same order, the "alues of 1\ISEs are not 

significantly decreased from the single- to the four-hl~!ered models. This 

indicates that using the four-layered model does noL compared to the 

single-layered model, provide a substantial improvement in representing the 

rei1ccti\'ity of the internal wall. Analysing the predicted constitutive 

paramcters frol1l the three- and four-layered models. we find that either a 

singll'- or a two-layered close-to-air material is present in these models. 

Therefore. the internal wall can be approximated as a two-layered material. 

Table 2.;~: Predict.ed constitutive parameters [c,: (J: d 1 of the internal wall based 

011 the assumptioll of different numbers of layers. 

Single-layered Two-layered Three-layered Four-layered 

Model Model Model Model 

l't 
[5.02: 0.022: 11.42] [ 4.94; 0.007; 5.57] [ 4.9,1; 0.001; 5.43 ] [ 4.98; 0000: 5.3G] 

layer 

2nd 
[5.89; 0.0.52: 5.49] [5.68: 0.0·55: 5.65] [ 5.67; 0.056: 5.69] 

layer 

3n1 

[1.05; 0.008: 965] [l.03; 0.009: 6.75 ] 

layer 

4tb 
[1.35; 0.016: 18.8] 

layer 

MSE 3.21 x 10-3 2.33 X 10-3 2.08 x 10-; l.49 X 10-' 
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Fig. 2.18 shows the measured reflection coefficient, together with the 

predicted ones calculated from the forward models based on the assumption 

of ~lifferent numbers of layers. Peaks and troughs exhibit in the measured 

reflection coefficient, which is an evidence of multi-ray reflection 

mechanisms. Because of the finite thickness of the \vall, the reflection 

coefficient exhibits "resonance" characteristics at certain frequencies. Unlike 

the comparisons shown in Fig. 2.15, the predicted reflection coefficients 

derived from the single- to the four-layered models are m rather good 

agreement with the measured reflection coeffic.ient. Peaks and troughs 

exhibited in the measured reflection coefficient are well represented by each 

model. Employing models with larger number of layers results in better 

representation of the reflectivity, however. this improvement is not 

significant. The predicted reflection coefficient derived from the single

layered model is in good quality agreement with the measured one. The 

predicted permittivity and conductivity from the single-layered model are in 

between those predicted for each layer from the two-layered model. The 

thickness of the wall predicted fronl the two-layered model is 11.06 cm. 

which is ill reasonably good agreement with that predicted from the single

layered model (11.42 cm). For this reason, the constitutive parameters 

predicted from the single-layered model are regarded as the effective 

parameters of the wall. 

The permittivity and conductivity predicted from the single-layered 

model are shown in Fig. 2.19. The parameters in the Cole-Cole model are 

determined from the optimisation process and used to construct the 

permittivity and conductivity profiles. Frequency dependent characteristics 

of the dielectric parameters are clearly observed. The vari~tions of the 

predicted permittivity are found to be small, compared to those of the 

conductivity. To further test the reliability of the measurement method, 

three other internal walls of the same type in the building have been 

measured, two of which are located on the sixth floor and the other is 

located on the fifth floor in a different site from the wall discussed above. 

The predicted constitutive parameters of these \Valls are summarised in 
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Table 2.4. Reasonably good consistence on the predicted constitutive 

parameters of the inter walls are obtained. 
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Figure 2.18: Reflection coefficient of the internal wall deriycd from the 

measurement data and from the forward model. 
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Figure 2.19: Predicted permittivity and conductivity of the internal wall. 
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Table 2.4: Predicted constitutive parameters of three internal walls using the 

single-layered model and the average values. 

Walll Wall 2 Wall 3 Average 

r: 5.11 4.87 .5.06 5.01 
~, 

(T (s/m) 0.036 0.Ql8 0.031 0.028 

d (em) 11.24 11.67 11.22 11.37 

2.6.2 Measurements of Wooden Doors 

Fig. 2.17 (b) shows the wooden door bcing measured. It is a common 

door of a research room in B Block of the building. The door being 

measured i~ locat.cd on the second floor "'ith trans\'crsc dimensions of about 

1.0 111 X 2.0 m. The thickness of the door was mcasured accuratcl~· t.o be 

-l.G cm. The measurement was conducted in an environment similar to that 

conducted au thc internal wall, which was in the corridor of about l.5 m 

\\'idth. In addition to the backward reflcction~ from the other side of the 

corridor. the metallic handle, lock and hiugc of the door also scattcrs 

electromagnetic waves which contribut to the reflected signal from the door. 

Table ~.5 gives the predicted constitutive parameters of the wooden 

door derived from various single- and multi-layered models. The values of 

i\ISEs arc found not decreased significantly from the single- to the three

la~'ercd models. Analysing the predicted constitutive parameters from the 

three-layered model, we find that one layer of close-to-air material is 

present. Comparing the constitutive paramcters predicted from the single

and the two-layered models, it seems more difficult to judge whether the 

single-layered or the t\vo-layered model gives a better description of the 

wooden door. The thickness predicted from the single-layered model (4,76 

em) is in better agreement with the real value of the thickness of the door, 

compared to that predicted from the two-layered model (4.98 em in tot.al). 

V';c think that the presence of the metallic features within the door would 
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grve rise to undesired scattered signals which contaminate the reflected 

signal merely from the door. These signals could not be eliminated from 

that reflected from the wooden door by time-gating. 

Table 2.5: Predicted constitutive parameters [Ec: a: dj of the wooden door based 

on the assumption of different numbers of layers. 

Single-layered Two-layered Three-layered 

Model Model Model 

1't layer [2,84; 0,022; 4,76] [2,49; 0,044: 2,.53] [2.48: 0,044: 2,13] 

2nd layer i 2.'13; 0.000: 2.45 j [2,61: 0.000; 2.76: 

3rd layer [1.12; 0.000: 24,26 j 

MSE 8.11 x 10-' 5<~6 x 10' 2,82 x 10" 

Fig. 2.20 shows the measured reflection coefficient, together with the 

predicted OBf' calculated from the forward model using the single-layered 

model. Reasonably good agreement between t.he measured and the 

predicted reflection coefficients is observed, TIlliS, the single-Ia~'ered model 

cau lw Ilsed t.o approximate the reflecti\'it~· of the wooden door. The 

perlllittivit~· and conductivity predicted from the single-layered model it' 

shown ill Fig. 2.21. The predicted permittivit), is in reasonably good 

agreement with those found for wood materials in literature, although the 

actual composite may be different. However. the predicted conductivity is 

higher than we previously expected, \Ve think there are two possibili tics to 

cause this inaccuracy, One is that the scattered signals from the rnetallic 

features contaminated the real reflected signal from the wooden door, which 

may result ill higher predicted conductivity, The other is that the free space 

method is inherently less accurate for characterising low loss material l29~. 

\Vith the presence of measurement noise, the predicted conductivity is 

expected to be less accurate than the predicted permittivity. Three other 

wooden doors of different research rooms have also been measured and the 

predicted constitutive parameters using the single-layered model for each 

door are listed in Table 2.6. As expected, the predicted values are not as 
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consistent as t hose found for the measurements of t he internal walls. 

Nevertheless, the average values of t he predicted parameters , particularly 

for the permittiV'ity and t hickness, are found in reasonably good agreement 

with the real material. 
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Figure 2.20: Reflection coeffi cient of the wooden door derived from the 

measurement data and from the forwnrd model. 
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Figure 2.21: Predicted permittivity and conductivity of the wooden door . 
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Table 2.6: Predicted constitutive parameters of three wooden doors using the 

single-layered model and the average values. 

Door 1 Door 2 Door 3 Average 

"" 2.96 2.64 3.16 2.9:2 -, 
a (s/m) 0.026 0.038 0.016 0.027 

d (em) 4.69 4.92 4.86 4.82 

2.6.3 Measurements of Glass WaIls 

Fig-. 2.17 (c) shows a glass wall being measured. It is located on the 

g-rotlnd floor of t he building. Each panel of t 11(' glass walls has transverse 

dimensions of about 1.5 m x 3.0 m and is surrounded by metallic frames. 

The thickness of the glass wall is unknown. The measurement on the glass 

wall was conducted in the corridor shown in the figure. The corridor is 

about 1.8 III wide and there is a large space outside the glass walL which 

provides a good em'ironment for the measurement. Because the glass wall 

1m::, il relatively large area, the scattered sigllals from the metallic frames 

surrounding the glass wall can be eliminated by time-g-ating. 

Table 2.7 gives the predicted constitutive parameters of the glass ",all 

deri\"f~d from various single- and multi-layered models. Analysing thE' 

predicted constitutive parameters from the sillgle- to the three-layered 

models. \\'e find that. the glass wall can be well approximated as a single

layered material. This conclusion is in accordance with the reality. Small 

variations of the values of I\·1SEs derived based on the assumption of 

different numbers of layers reveal that the effects of the metallic frames arc 

insignificant because they can be effectively elim.inated from the reflected 

signal from the glass wall. This results in low measurement noise and hence 

good measurement accuracy. 
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Table 2.7: Predicted parameters [c, ; a ; d 1 of the glass wall based on the 

assumpt ion of different numbers of layers. 

Single-layer ed Two-layer ed Three-layered 

Model Model Model 

1" layer [7.07; 003; 0.57 ] [ 7.3 : 0.020: 0.54 ] [ 7.18; 0000; 0.58] 

2nd layer [108; 0000; 20. 71 ] [1.13; 0001; 6.77] 

3 ,d layer [108; 0000; 13.72] 

M SE 8.87 x 10-' 7.36 x 10-: 5.59 x 10-' 

Fig. 2.22 shows t he measured reflect ion, together with the predicted one 

calcula ted from t he forward model using the sillgle-layered model. The 

predicted reflection coefficient is in good agreernent with t he measured one. 

Unlike t hose observed in the above measurements, t he measured refl ection 

coefficient does not exhibit peaks and troughs in t he frequency range. This 

i:,; clue to t he thiu t hickness of t he glass wall. The predicted permitti\'it~· 

aud conduc ivity using the single-layered model a re shown in F ig . 2.21. 

Alt hough t he frequency dependent characteristics have been taken into 

accoun t, both the permit.tivity and conductivi ty appear constant in the 

measurement frequency range . Being a support iug structure used in 

b uild ings . t he glass walls ar generally Hlctalised. Thcrefore the conductivi ty 

of the glas wall we m asured is expected to be relatively high . 

'T 
T 6' 6 

~ -r" 
~ · 9 -

~ 
8 
c: .10 . 
. 2 
ti 
~ & · 12 

· 14 . ..... . 

;,-_ • ..--", 0' 

.................... - "-"-, 

-, ~o:"o----:-, OO;!;:0::----,:-;'::::----::::200""0c-----::2""50-=-0 ---'''''000 

Frequency (MH z) 

Figure 2.22: Refl ction coefficient of the glass wall derived from the measu rement 

data and from the forward model. 
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Figure 2.23: Predicted permitti\"ity alld eonductiyity of the glass wall. 
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T i\ble 2. Ii ts the predicted constitutive pam meters [rom t hree other 

lllea urements of t he glass walls in different sites on the ground floor. 

Agi\in , good consistellcy of the parameters pred ict,ed for different glass wi\lIs 

arE' seen. Thi. indicates t hat t he measurements of the glass wall s yield good 

accuracy. 

Table 2. n: Pr d ieted const itutive param eters of three glass walls using the single

layered model and t he average \" a lues . 

Glass wall 1 Glass wall 2 Glass wall 3 Average 

c- 7.00 7.03 7.05 7.0 2 -, 
cr (s/nl ) 0.03G 0028 0.032 0.032 

d (em) 0.59 0.55 0.57 0 . .57 

2.6.4 Measurements of Windows 

Fig. 2.17 (d) shows a window being measured . It i one of t he many 

located in t he conference room on t he sixt h floor of the building. Each 

windo\y ha t ransver e dimen ions of about 1.2 m x 1.0 m a nd is 

surrounded by metallic fra mes . The thickness of the win do\\" was accurately 
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measured to be 2.5 cm . A measurement of the window was conducted in 

the conference room shown in t he figure. T he furnit ure in close proximity to 

the window was removed before conducting the measurement. However, 

because of the relat ively small dimensions of the window , t he m etallic 

frames surround ing t he window may generate strong scattered sign als to 

contaminate t he reflected signal from the window. 

Table 2.9 gives the predicted const it ut ive parameters of t he window 

derived from various single- and multi-l ayered models. Analysing t he 

predicted constitu t ive parameters from the single- to t he t hree-layered 

models, \ye find t hat t he window can be roughly approximated as a single

layered material. Small var iat ions of t he values of l\1SEs calculated from 

different layered models are seen. However, compared to the close-to-air 

l1laterials found in the redundant mult i-layered l1lodels for other bu ilding 

mat rial discussed above the permittivity of the close-to-air materials 

computed from he t\\'O- and three-IRyered models here are relat ively high . 

Thi indicates t hat the single-layered model can b c u 'ed to approximate the 

material. how ver , it is not as good as t hat used for describing the ot her 

measured l1lRterials. 

Table 2.9: Predicted param eters [cr ; a: d J of t he window ba ed on the 

Rssumptioll of d ifferen t numbers of la.yers . 

Single-layered Two-layered Three-layered 

Model Model Model 

1" layer [3.61; 0.013; 2.75 J [.1.66: 0.000; 2.53 J 13.86; 0.014; 2.7.5 J 

2nd layer [1.64; 0.029; 18.9S J [1.20; 0.015; 20.25 J 

3,d layer [169: 0.000: 12.16 ] 

1SE 2.73 x 10-' I 1 81 X 10-' 1 53 X 10-3 

Fig. 2.24 shows the measured reflection, together with the predicted one 

calculated from t he forward model using the single-layered model. T he 

l1leasured reflection coefficient exhibits irregular fl uctuations, which 

indicates t hat the reflected signa l from t he window is contaminated by 
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undesired signals from other sources. W e t hink the metal~ic frames are t he 

most likely sources which generate strong scattered signals. Because of t he 

~relatively small dimensions of the window a nd t he finite temporal resolut ion 

of our measurement system, the signals scattered from the metallic frames 

cannot be sufficiently eliminated by t ime-gating. Nevertheless, the single

layered model incorporating the predicted constitutive parameters is shown 

m reasonably good quality agreement 'wit h the measured reflection 

coefficient . The predicted permittivity and conductivity using the single

layered model are shown 111 Fig. 2.2 5. Bot h t he permittivity and 

conducti\-ity appear constan t in th e measurement frequency range . 
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Figure 2.2-1: Ref] ction coefficient of the window deriyed from the measurement 

data nnd fro111 the forward model. 

T hree other windows wi t h one located in t he same common room as 

that measured above and two located in t he foyer of t he second floor have 

been measured. Table 2.10 lists the predicted constit ut ive parameters 

derived from t he measurement data. Large variations in t he predicted 

dielectric parameters, part icularly for the conductivity values, of each 

\\'indow are fo und. This indicates t hat the measurements on t he \\'indows 

are not as accurate as t hose on the other materials. Using a lens antenna 
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with focused beam [17] or an ul tra-wide-band system with high temporal 

resolu tion [30] is supposed to give better measurement accuracy, due to its 

higher capability of suppressing or d istinguishing undesired signals 

gellcrated by surrounding clutters near to the material being measured. 

4 .. ... ... ..... .. ...... . ........ . .......... _ ....... . . . 

3 .8 -- ······;··-·· · ·· · ·.;··········~··· · ······t······- ·-·i 

3 .6 ·!··· · ···.·-1·-----

O .013 f· .. .. · .. : ... · ...... ·, .. ·· .... ..... ........... .. .... . 
0 .0 1 3 ...... · .. i ........ ·;· .......... .. ..... -..... .. 
0 .01 3 

-5i 0 .013 1---'--~--'---- .. . ·; 

t:> 

0 .013 .... - . .... . .. . . . ;.. . .. ~ . .... . 

0 .013 ~ . ... :··-·· · ····r·········~ ···· 

Freq uency ( MHz) 

Figure 2.25: Predicted permittivit y cllld couducti\' il y of the windo\\'. 

Table 2.10: Predi cted constitutive parameters of three windows using t he single: 

l n ~' er d model and the 8verage "alues . 

Window 1 'Window 2 I 'Window 3 I Average 

E,. 3.71 3.42 3 .. 50 
3.54 

(]' (s/ lI1) 0.015 0.033 0.0:24 
0.024 

d (em) 2.83 2.67 2.81 
2.77 

2.7 Analysis of the Measurenlent SystelTI 

2.7.1 Justification of the Measurelnent Systeln 

Fig. 2.26 shows t he approximate dimensions of he E-planc of the TK\1 

horn and the distance between the antenna and t he material under tes . 
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Spherical electromagnetic waves are generated at the feeding point of the 

TK\1 horn and propagate towards the antenna aperture. For t he 

assumption of plane wave projection on t he surface of t he material, t he 

d istance Or! ' defined as t he path length difference between a wave travelling 

along t he side and along t he axis of t he horn , needs to satisfy t he condi t ion 

that 8.1 < A / 10 [11 5J . In t his case , t he path lengths from all parts of the 

antenna to the urface of t he material are in phase or nearly so. From t he 

dimensions of the antenna and the dist ance given in the figure, one can 

calcula te that the path length difference OJ is 1.01 cm . At 3 GHz, t he 

highest operating frequency of our measurement syst em, t he wavelengt h in 

free space is 10 cm , which is about t en times 0rl ' Therefore , t he wavefront 

itt. the urface of f-, IUT on the E-plane has the property of plane wave. On 

t he H-plane, t he transverse dimension of t he TE:-' I horn is 30 cm , resul t ing 

in Dd as high a 2.02 cm. That is , at operat ing frequencies below 1.5 GHz, 

t he "'a\'C£ront on t he surface of th materia l on t he H-plane has t he 

property of plane ,\'ave. Overall , t he wavefron t of proj ection on t he s urface 

of t he T\fCT can be regard ed as qua i-I lane. wave. Such an assumption is 

,·a li d . as can be cen from the measurCl llent resul ts of t he PE500 sample 

material. Ti le accumcy of both predicted permi ttivi ty and predicted 

t hickness of t he PE500 ar well wi thin 1 %. 

Figure 2.26: Approximate geometry of the E-plane "iew of the TE::-1 horn antenna 

and t he an tenna-mater ia l distance used in ana lysis . 
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Due to the lack of facility for accurate measurements of the antenna 

radiation pattern, the TEI\1 horn has been measured on the top of the 

Electrical Engineering building, where some~ scattering from environmental 

objects such as handrails and the floor are expected. Fig. 2.27 shows the 

measured field pattern of the TEM horn on its E-plane at 2.0 GHz, in 

which a 3-dB beamwidth of about 30° is seen. According to the analysis in 

[17]. the diffraction effects due to edges of the material under test are 

negligible if the material dimension is greater than or equal to three times 

the 3-dB beamwidth. In our case, when the material is placed at 40 cm 

away from the aperture of the TEM horn, one can calculate that if the 

transverse dimension of the material is about 1.45 m X 1.45 m, then the 

diffraction effects of the edges are negligible. This means that ill the 

mcasurement of PEGOO, reflected signals from the whole area of it.s surface 

arc received b~' the TE~l horn, together with some diffractions from its 

pdge,;. HO\\'CH'L because of utilising time-gating, the actual diffra.cted 

,;igllab call be effecti\'el~' removed. It call be seell in Fig. 2.9, the reflected 

,;ignal from t he metal plate is at 7 ns. In addition. a small diffracted signal 

frolll edge,; of the metal plate is observed at about ~.5 ns. Sincc the distance 

between the feeding point and the surface of the metal plate is 90 em and 

the tranS\'erse length of the metal plate is GO cm, the path length difference 

hetween the reflected wave and the diffract.ed wave is 18 cm, resulting in 

t he round-trip traYelling time of about 1.2 ns. Fig. 2.9 also indicates that if 

the transverse dimension of the metal plate is further reduced, then the 

diffracted si~nals will merge into the reflected signals, resulting in 

cUlltaminating the measured signals. If so, the time-gating cannot effectively 

remove these diffracted signals from the reflected ones. As an example. 

companng the measurement results of the glass wall and those of the 

window in Section 2.6, one can find that the measured reflection coefficient 

of the window (shown in Fig. 2.24) is more irregular than that of the glass 

\\'all (shown in Fig. 2.22). This can be explained by the fact that the 

transverse dimensions of the window are 1.0 m X 1.0 m and it is surrounded 

with metallic frames, whereas the transverse dimensions of the glass wall 
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are 3.0 m X 1.5 m. The round-trip time difference between the signal from 

the window and that from the metallic frames is 0.8 ns, giving rise to 

partial overlap of both signals in the time domain. In this case, the time

gating cannot effectively separate both signals as compared with the case 

shown in Fig 2.9. When measuring the wooden door, even though the width 

of the door is 1.0m, the frame of the door is also made from wood, which 

yields much less significant diffracted signals for contamination. From all of 

our measurement results, we find that a material of transverse dimensions 

greater than 1.2 m X 1.2 m can be thought of diffraction effects free, either 

by implementing the time-gating if needed, or the diffraction effects are 

negligible. 

30 

Figure 2.27: Measured E-plalle radiation pattern at 2.0 GHz. 

2.7.2. Effects of Non-Co-Plane Calibration 

Before conducting measurements of a material at a certain distance, the 

antenna system needs to be calibrated by placing a metal plate at the same 

distance. If the metal plate is not exactly placed at the same distance, the 
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calibration procedure will give rise to measurement errors. Another example 

would be that if the surface of the material is not smooth or is curved, then 

the metal plate cannot be closely attached to its surface, thus the reference 

plane for the calibration is different from that for measurements of the 

material. This is referred to non-eo-plane calibration. In section 2.5.2. the 

surfaces of the Tufnol sample are non-uniformly curved, so that when doing 

calibration. there is a gap between the metal plate and the front-surface of 

the sample. It was observed that the gap could be varied from 0.5 em t.o 1.5 

em at different positions. To illustrate the effects of this non-co-plane 

calibration. \ve simulate an example in which the gap bet\veen the Tufnol 

and the metal plate is varied from 0.25 em to 1.0 cm. The constitutivc 

parameters of the Tufnol sample are assumed as E, = 4.5, a = 0.00 slm 

and d = 2.;:) cm. Fig. 2.28 shows the predicted constitutive parameters. The 

ncgative gap width represents the case where the metal plate is placed 

closer to t he antenna than is the sample, ,,-hereas the positive gap ,,-idth 

represents the case where the sample is placed closer to the antenna thall is 

the metal plate. It is clearly seen that with ±1 em gap. the predicted 

permittivity can have about 6% errors. while the predicted thicknes~ can 

hav(' about 5% errors. However, the predicted conductivity has much larger 

errors. This is because the free-space measurement is inherentl~- more 

accurate for predicting the permittivity than for predicting the conducti,-ity. 

The simulation results show that a small gap between the material and the 

calibrating plate leads to phase shift of the measured reflection coefficient. 

which in turn gives rise to erroneous prediction of the constitutive 

parameters of the material. Many samples with different constitutive 

parameters have been tested and about 5% errors of predicted permitti,-ity 

are generally found when the gap is ±1 em. 
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Figure 2.2 Predicted constit ut ive parameters ycrsus d ifferent gap wid th between 

t il metal plate and the Tufnol sample. 

2.7.3 Range of Measurable Material Thickness 

Beenuse of t he limited bandwidth of t he measur ment s~r tem. whether 

t il reflected sig lla ls from different discontinui ties of t he ma.terial can be 

re. oh·ed is dependent on t he material s constir. l1 tive parameters . As an 

example, Fig. 2.29 shows the effect of system bandwid th on t he detected 

ref] ction signals of a single-layered material " 'hose constit u ive parameters 

are Er = -LO , a = 0.001 s/ m and d = 1.0 Cll1. The t ime delay between each 

el ment of multiple-reflections insid e t he material is given by 

2d f2 -V Cr 
(2.9) 

c 

where f r' is the complex relative perm ittivi t~· of t he material. F or n lo\\"-los 

materia l , t he approximation of Er = [ T' can be made in the above equ at ion . 

In t his exam ple, the time delay is calculnted to be about 0.1333 ns. When 

t he sy tem bandwidt h is 1000 GHz , mul t iple reflections of the material can 

be clearly seen a pulse-like signa ls. The reference plane is assumed as t he 

front- urface of the sample , so that the first pulse corresponding to the 
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reflection from t he front -surface of t he materia l occurs at the time origin . 

The sccond pulse corresponds to t he refl ection from its back-surface. The 

t hird pulse corresponds to t he refl ection from its back-frm1t-b ack-su rfaces. 

V\'hcn t he system bandwidt h is reduced to 7.5 GHz, t he mult iple refl ections 

are still resoh"abl e. However , when t he bandwidt h is furth er reduced , as in 

our case t hat BW 3.0 GHz, t he mul t iply reflected signals cannot be 

resolved. Moreover it is seen t hat the detected mul t iply refl ected signals 

are overlapped and t ime-shifted d ue to t he convolu t ion of t he n:mteri al 

response and t he t ransmitted signals. In spi te of this, it may still be p ossible 

to extract t he co nstitu t ive parameters of the materi al. For t h is example . the 

predicted constit utive parameters a re cr = 4. 13 , (J = 0.002 slm and 

d = 1.04 cm , which is in good agreement wit h t he real parameters . 
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Figure 2.29: 

brllldwidths. 

Detec ed reilected signals of n sample with different system 

l\Iultiple refl ect ions within t he material result in infinite sen es of 

reflected signal in t he t ime domain . Therefore, applying the t ime-gating at 

~\l1 y time in terval will resul t in cu tting off t he useful informatio n . In t his 

subsection, \\ e would invest igate under what condit ion the con titutive 

parameter a re able to be p red icted with reasonable accuracy , even t hough 
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some reflected signals a re lost due t o t he t ime-gating p rocess . The reflection 

coefficient of t he nth multiple refl ect ions of t he m aterial can be given by 

(2.10) 

(n > 1) (2.11 ) 

where ,,) is the propagation constant of t he ma teri al. Eq. (2.11 ) shows t ha t 

as the conducti, -ity of t he mat er ial is increased, the strengths of m ul t iple 

reflecL ions m e decreased . F ig . 2.30 show the norrnalised magnitude of nth 

lllul t iple reflect ion wit h respect to t he front-surface refl ection . i. e. : Ir" 1/ Ir11 ' 
for nOll- lossy ma teria ls. It is clearly seen t ha t as t he perl1li tti, -it j' of t he 

material i increased . the effects of higher-order mul t iple reflections b ecome 

more significant . 
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F ig. 2.30: ;\ormalised nth refl ection to the front.-surface refl ection of material with 

d ifferen t permi ttivities. 

T o examine t he degree of significance of rnult iple refl ection s for 

determi ning t he constit ut ive param ters, a single-layered material with 
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constitutive parameters of Cr = 9.0, a = 0.001 slm and d = 15 em is used 

as an example. Fig. 2.31 shows the multiple reflection signals in the time 

domain using 3 GHz bandwidth detector. With different time-gating width. 

the multiple reflection signals are truncated and transformed into the 

frequenc~' domain. The signals in the frequency domain are shown in Fig. 

2.32. It can be seen that as long as the first two reflections are accounted 

for. the reflection coefficient of the material appears the same resonance as 

that taking all multiple reflections into account. The predicted constitutive 

parameters for including nth reflection are listed in Table 2.11. By including 

t\VO reflections, i.e., the front-surface and back-surface reflections, the 

predicted permittivity are in reasonably good agreement with about 5% 

error. and t he predicted thickness is more accurate wi thin 27~ error. If only 

the frout-surface reflection is taken into account, the predicted constitutive 

parallleters arc meaningless. This is due to the fact that accounting only for 

the frollt-surface reflection would effectively assume the material i::;: 

iufillit cl~' thick or no reflected signals arc generated by the back-surface duC' 

t.o high loss of the material. For materials ,,,ith lower permitti"ity or higher 

('onaucti,·ity. the contributions of more-than-three reflections are smaller. 

which indicates that the prediction error given in this example can be 

regarded as an upper bond error in many cases. 
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Fig. 2.31: M ul tiply reflected signals in the time domain. 
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Fig, 2,32: Calculat.ed reflection coefficient for different time-gating: (a) including 

all reflections: (b) including first three reflections: (c) including first two reflectiom: 

alld (d) includillg the first reflection only. 

Table 2.11: Predicted constitutive parameters of the 15 em-thick material. 

n~ 00 n=3 n=2 n=l 

g,O 8.S7 8 .. 52 -5.50 -, 
-

(T (s/m) 0.001 0.001 0.002 0.64 . 
d (em) 15.0 l'i.09 1,5.25 0.748 

\\'c have examined many materials \\'ith different constitutive 

parameters and the simulation results show that taking first two reflected 

signals of the material can always give predicted results within 5% error. 

~loreover. it is found that if the thickness of the material is above 1/8 of 

thickness defined in Eq. (2.9) when t,J represents the temporal resolution of 

the system. good predictions of the permittivity can be obtained within 5% 

error. This value of thickness can be considered as the 10\'\'er bond of 

measurable material thickness of our system. Taking into account that our 

TE~I horn is separated at 40 cm distance to the material under test, the 

measurable thickness of the material is also determined by the existence of 

the material-antenna-material reflection. Fig. 2.33 gives the upper bond and 

lower bond of the measurable thickness for different materials. The upper 
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bond of measurable material thickness is determined by that the first two 

reflections of the material would not overlap with the contaminating signal 

of the material-antenna-material reflection. 
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Fig. 2,:~:1 The mca.'iurable thickness for different mnterials. 

2.8 Summary 

This chapter reports on in-situ characterisation of building materials 

using the free-space measurement technique. During the research work. a 

monostatic free-space measurement syst.em working in the l"HF frequency 

band has been developed. The major advantages of this system are its 

portability and case in configuration, which is most suit.able for efficient 

routine measurements. The monostatic system configuration also offers the 

following advantages: 1) during the measurement procedure. it does not 

demand system reconfigurations which may lead to further sources of 

measurement errors: and 2) it is also possible to conduct in-sihl 

measurement. of a building structure with access from only one side. 
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By employing an advanced optimisation algorithm that searches the 

global minimum of the difference between the measured reflection data and 

the anal~"tical data calculated from a forward model, the number of layers. 

the permittivity, conductivity and thickness of each layer of the layered 

material can be simultaneously determined. :Measurement results of some 

known materials in laboratory environments have demonstrated the 

reliability and effectiveness of the measurement method. In-situ 

measurements of some typical building materials in the building of 

Department of Electrical Engineering and Electronics have been conducted. 

Even though we do not have other technique to compare with the results 

obtained from our free-space measurements, the results of these materials 

p;cnerall~' agree with the published data and this demonstrates the 

usefulness of our free-space system for in-situ characterisation of building 

materiab. 

The extract ion of the constitutive parameters of various building 

111<1 t erials is very useful for the investigat ion of radio ,vave propagation 

wit hill indoor environments. Characterisation of fl specific radio channel 

which includes man-made structures requires the knowledge of the reflection 

ami transmission properties of these materials. The predicted constitutive 

parameters can be used to develop silllple and empirically accurate 

reflection and transmission coefficients of various building materials for 

arbitrarily incident waves with arbitrary polarisations. \\"ith the knowledge 

of the reflectivity and transmittivity of em"ironmental building materials. 

illtcractions between the propagating waves and surrounding building 

structures can be mathematically modelled. 

In addition to the application of dielectric property measurement. the 

antenna system developed can also find applic'ations in other areas due to 

its wide bandwidth and good directivity. An example would be the ground 

penetrating radar (GPR) system for underground object detection. 

Compared to the conventional GPR system which utilises element antennas 

such as dipole and bowtie [120], utilisation of the TEM horn eliminates the 
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requirement of close contact of antenna with the ground for good energy 

coupling and improves the measurement SXR. 
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Chapter 3 

Indoor Channel Characteristics and 

Modelling 

3 .1 Introduction 

III a wireless communicat ion system. all information source attempts to 

selJ(1 information to a dest-ination ,"ia space. The signal transmitted from 

the sourc(' will propagate in the environment where both the transmitter 

(Tx) and receiver (Rx) are, and interact with the structures within the 

ell,"ironment until it reaches the Rx. The transmission medium, including 

all radio propagation effects within, is referred to as a radio channel. 

The radio channel places one of the fundalllental limitations on th(' 

performance of wireless communication systems. An understanding of the 

radio channel is an essential part of the understanding of the operation. 

design and analysis of any wireless communication s~"stem. For example. 

t he frequency reuse concept has been successfull~" employed in commercial 

mobile communications to facilitate high capacity [4]. In this case. 

background noise and co-channel interference become primary factors 

limiting the system performance. In designing these systems. it is necessary 

to balance the need to provide an adequate signal for each user and at the 
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same time to limit the co-channel interference due to signals intended for 

other users. Finding such a balance requires detailed understanding of the 

radio channel characteristics. In digital wireless communications, the 

maximum data transmission rate and the bit error rate (BER) are also 

determined by the time dispersion characteristics of the radio channel. For 

the purpose of channel characteristic modelling, theoretical or experimental 

propagation study has to be undertaken. The propagation models should be 

able to provide estimates of signal strength and time dispersion 

characteristics in various radio environments. 

III connection with the advanced wireless communication system.s such 

as Ul\ITS, wireless local area networks (WLA~s). cordless telephones, and 

Bluetooth. indoor wireless applications for which both the Tx and Rx are 

within indoor environments are becoming more important aspects. 

Prediction of the indoor radio propagation characteristics is therefore 

becoming increasingly important. This chapter is de\'oted to the description 

of the radio channel and its modelling methods. Section 3.2 describes the 

radio chaIlllel characteristics which affect the radio propagatiun properties. 

Sectioll :~.~~ describes the channel parameters used as a measure of the radio 

channel characteristics. Section ~1.4 reviews and compares various radio 

channel modelling methods currently being used or under development. 

3.2 Radio Channel Characteristics 

3.2.1 M ultipath Propagation 

The mechanisms governing indoor radio propagation are diverse, but 

can generally be attributed to reflection, transmission, diffraction, and 

scattering [9]. Reflection occurs when a propagating wave impinges upon an 

object which has very large dimensions compared to the wavelength of the 
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v,'ave. The propagating wave may also penetrate through the object 

depending on the electromagnetic properties, giving rise to transmission. 

Diffraction occurs when a propagating -wave impinges upon a sharp edge 

within the environment. Scattering occurs when the medium through which 

the radio wave propagates consists of objects with small dimensions 

compared to the wavelength of the wave, and where the number of 

obstacles per unit volume is large. In indoor radio propagation, reflection 

and transmission generally occur at large objects such as building walls. 

windows, and doors, etc. Diffraction normally occurs at building corners. 

edges of window frames, and the junction of two objects. Scattering occurs 

on rough surfaces, small objects like furniture. or by other irregularities ill 

the em'ironment. 

In a radio channel, the transmitted signals arrive at a Rx via the above 

mechanisms. Fig. 3.1 shows a simple but practical radio propagation 

scenario where both Tx and Rx are surrounded by a few objects. Several 

",ayes. in addition to the direct wave between the Tx and Rx. arrive at the 

Rx through different paths. This is referred to as multipath propagation. 

Duc to different locations and electromagnetic properties of the objects. 

each of the waves arriving at the Rx has a different time delay, strength 

attelluation and phase. These multiple versions of the transmitted signal 

interfere with each other at the Rx. resulting in a phenomenon termed 

fading [31]. !\fultipath is the principal degrading factor of the signal 

transmission quality. It causes signal fluctuations 111 analogue 

comlllunications and possible inter-symbol interference (lSI) in digital 

cOHnIlunications. 

The existence of multipath within an environment where the 

communication systems are deployed gives nse to a highly complex radio 

channel. In order for system engineers to be able to determine optimum 

methods of mitigating the impairments caused by multipath propagation, it 

is essential that the radio channel be properly characterised. 
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Figure 3.1: An illustration of a multipath propagation. 

3.2.2 Baseband Channel Impulse Response 

\ Virdcss communications in the UHF and millimetre frequency bands 

always undergo the process that the informatioH is modulated to a carrier 

frequency for transmission, while at. the Rx the signal is demodulated to 

extract the information. Thus, the radio channel is a band-pass channel. 

I3ecause of the equivalence of band-pass and baseband response [9], the 

radio channel can be described by a complex baseband impulse response. 

Analysis of the radio channel using baseband complex envelope offers two 

important advantages: 1) we can analyse the transmission channel and 

perform a computer simulation of the system using low-frequency band 

signals. instead of the rapidly varying band-pass signals; and 2) we can 

a('curatcl~' recover the shape of the original transmitted signal by 

implementing a filter in the baseband, instead of the radio frequency band. 

In this case, the radio channel can be modelled as a linear filter with a 

time-varying baseband impulse response, where the time variation is due to 

the Rx motion in space and other time-varying characteristics of the 

channel such as displacement of surrounding objects. The effect of the radio 

channel all transmission of radio signals can be determined from the 

baseband channel response. 
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Assume that the Tx transmits a unit impulse signal 8(t) over a 

multipath radio channel. Due to the multipath propagation, the received 

signal at the Rx consists of a series of attenuated, time-delayed, and phase 

shifted replicas of the transmitted signal. The received train of impulses is 

termed the impulse response. Let N denote the total number of possible 

multipath components, the baseband channel impulse response can be 

expressed as [9] 

N-1 

h(t,T)=2:aICt,T)exp{i[wcTI(t)+¢ICt,T)]}.8[T-T,(t)] (3.1) 
1=0 

where t represents the time variations due to the Rx motion or time

varying characteristics of the channel: T represents the channel multipath 

dela\' for a fixed time value: a,(t,T) and T,(t) are the real amplitudes and 

exccss delay of the received ith llluitipath component at time t: "':c is the 

angular carrier frequency: and the phase term .... 'c.T, (t) + <p, Ct, T) represents 

the phase shift due to free space propagation of the received ith l11ultipath 

component, plus any additional phase shift encountered in the channel. The 

chaunel impulse response is essentially a wideband channel description. 

Howe\"er. because of its generality, it also has the advantage that can be 

used to obtain the radio chaunel response to the transmissioll of any signal 

by COlwoh"illg the transmitted signal 'with h( t. T) . As a result, it can be 

used to predict and compare the performance of different wireless 

communication systems and transmission bandwidths m a particular radio 

channel condition. 

Generally, the radio propagation channel' is' time varying. However, 

many physical channels possess fading statistics that can be assumed as 

stationary over short periods of time or over small spatial distances. These 

channels are classified as wide-sense stationary (\VSS). The radio channel is 

further simplified by assuming that the surrounding objects contribute to 

the received signal as uncorrelated scattering (US). These types of channels 

are then termed wide-sense stationary uncorrelated scattering (WSSl'S) 

channels [31] in which channel impulse response can be simplified as 
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N-l 

h(T) = La, exp[-j(WcT, + ¢J]. O(T - TJ (3.2) 
.=0 

3.2.3 Narrow- and Wide-Band Signal Fading 

Due to multipath propagation, the signals arriving at the R.x interfere 

with each other and produce signal fading when the Rx is moved. This is 

the primary effect of the radio channel on the propagating waves. and thus 

needs to be well understood. Fig. 3.2 illustrates a typical received signal by 

a mobile terminal moving away from the Tx, from which three different 

types of fading are extracted. The reeeived signal strength changes rapidly 

when the R.x is moved from one point to another in the environment. 
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Figure 3.2: The received signal decomposed into three types of fading [5]. 

Path loss, shadowing (or slow-fading) and fast-fading are three types of 

fading generally observed in a received signal. These fading processes vary 
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as the relative position of the Tx and Rx changes and as any contributing 

objects within the environment are moved. Path loss is an overall decrease 

in field strength which arises as the Tx-Rx distance is Increased. Super

imposed on path loss is the shadowing, or known as slow-fading, which is 

due to the varying nature of the propagation environment. Fast fading is 

further superimposed on the shadowing due to interference between 

multiple waves arriving at the Rx. For a given Tx-Rx distance, the path 

loss is constant. However, because the particular clutter (walls, furniture, 

etc.) along a path at a given distance will be different for every path, the 

received signal varies with respect to the nominal value given by path loss. 

Some paths may suffer increased loss, while the other may have increased 

signal strength. This phenomenon is termed shadowing or slow fading. 

Local mean signal strength, measured within a few tens of wavelengths 

distance. normally 10 - 20 wavelengths in indoor environments and larger 

value of . .H) wavelengths in outdoor elwirolllnents, is a good indicatioll of 

the shadowing effect, and signal variations up to 20 dB are commonly 

ousen'ed ill indoor environments. In addition to the shadnwing effect, rapid 

fluctllatiolls of the signal can be seen. I\Iultiple waves arriving at the Rx 

have different phases and are combined vectorially. Fast-fading is the result 

of either constructive or destructive interference between these multiple 

waves which arrive at the Rx with different propagation delays, strengths 

and phases. This small-scale signal strength may \'ary, on the scale of half

wavelength distance, from peak levels of a few decibels above the mean 

level to ~~o dB or more below the peaks in deep fades. 

Traditional analogue wireless communication systems and more 

advanced digital communication systems respond differently to the 

multipath channel fading. This is attributed to the fact that the bandwidth 

of analogue communication systems is much smaller than that of digital 

communication systems. For a comparison of their responses to a particular 

radio channel. it is intuitive to consider two types of communications: the 

pulse communication and the continuous wave (CW) communication. In 

the first case, the Rx has infinitely wide bandwidth and can resolve each 
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individual incoming multipath component, hence the received signal is, as 

shown in Eq. (3.2), a series of time-delayed pulses with different magnitudes 

and phases. In the second case, however, the waves via multiple paths all 

arrive at the Rx at essentially the same time, so that the Rx cannot resolve 

individual incoming multi path components. The received signal is then 

expressed as 

}"-1 

Y = exp(-jwJ)' I: a, exp(-j¢.) (3.3) 
J=() 

It is clearly seen that the received signal envelope is the summation of all 

incoming waves combined vectorially. As the Rx is moved over a short 

distance, e\'en a fraction of the propagating wavelength long, scatters in the 

,'icinity of the Rx cause small variations of the path length of each 

llluitipath wave. These small variations do not cause significant 

modification of the magnitude, but can produce significant phase difference 

for each lllultipath wave. Vectorial combination of the received multipath 

components may cause the signal strength dramatically different at points 

on I:' a short distance apart. as shown in Fig. 3.2. depending on the 

distribution of phases among the received waves. 

In practice. any wireless communication system is of a finite bandwidth. 

On the other hand, the radio channel is also of 1-1. finite bandwidth. over 

which the radio channel has a constant gain and a linear phase response. 

The bandwidth of the radio channel depends on the time delay 

characteristic of each multipath component [9]. 

If the transmitted signal bandwidth is much smaller than the 

bandwidth of the radio channel, the amplitude of the received signal will 

\'ar~' rapidly. but the signal will not be distorted in time, as in the case of 

fast-fading observed for the aforementioned GW signals. 

If the transmitted signal bandwidth is increased but still smaller than 

the bandwidth of the multipath channel, as in the case of general digital 

communication with low date transmission rates, the spectral characteristics 

of the transmitted signal are still preserved at the Rx. In the time domain 
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analysis, when the transmitted signal is of a finite duration, multipath 

components arriving with time delays smaller than the transmitted signal 

duration cannot be resolved as contributions from distinct paths and are 

detected as a smeared single component which is the partial overlap of 

multiple pulses [33J. The amplitude of this broadened pulse depends on the 

relative phases of individual wave contributions and will exhibit fading 

when the Rx is moved over a distance of a fraction of the wavelength. 

Depending on whether the relative delays are large compared to the 

transmitted pulse, the signal may experience significant distortion and 

cause lSI. On the other hand, l11ultipath components arriving with time 

delays larger than the transmitted signal duration can be resolved as a 

series of delayed and attenuated pulses of the original transmitted signal. 

If the transmitted signal bandwidth is greater than the bandwidth of 

the multipath channel, the received signal will be distorted because of 

different attenuated and time-delayed multipnth pulses. l\lost of the 

lllultipath pulses can be resolved by the Rx and the recei\'ed signal strength 

"'ill not fade much over a local area. High-speed digital transmission is 

much likel~' to experience this multipath distortion and the lSI problem. In 

t he frequency domain. the spectral characteristics of the transmitted signal 

are no longer preserved at the Rx. Spectral components of the transmitted 

signal are affected by the channel in different ways and the received signal 

en\'clope is a function of frequency, resulting in a phenomenon known as 

frequency selective fading [9J. In comparison. for the case that the 

transmitted signal bandwidth is smaller than the channel bandwidth, flat 

fading is said to exist. 

In general. different signals will undergo different types of fading. The 

type of fading experienced by a signal propagating through a radio channel 

depends on the nature of the transmitted signal with respect to the 

characteristics of the channel. In narrow-band transmissions, the ll1ultipath 

channel causes fluctuation in the envelope and phase of the received signal. 

In wide-band pulse transmission, the effect of channel is to produce a series 

of de laved and attenuated echoes for each transmitted pulse. 
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3.3 Channel Parameters 

The baseband channel impulse response can be used to fully 

characterise the radio channel. However, from an engineering point of view, 

it is difficult to characterise the radio channel by observing the channel 

response at each field point within the environment where the 

communication systems are to be deployed. Instead, channel parameters 

derived from the channel response, which describe the behaviour of the 

propagation channel, are much more useful and meaningful for system 

design and planning. In this section, the channel parameters within the 

scope of the research are given. 

3.3.1 Path Loss 

Path lost' (PL) between a pair of antennas is defined by the ratio of the 

transmitted power PT to the received power PI: . usually described in 

decibels. This quantity is the characteristic of the propagation path. It is a 

parameter "'hich can predict the power level of the wireless communication 

s~'stem and the space coverage of the base station. ~ote that due to the 

reciprocity, PL is the same no matter which antenna is at the Tx and which 

is at the Rx. Friis [34] firstly derived the relati~nship in a free-space 

propagation environment. The basic free-space propagation path loss is due 

to the geometric spherical expansion of waves and can be given by 

(3.4) 

where Gr and GR are the transmitting antenna and receiving antenna gains, 

respectively; d is the Tx-Rx distance: and A is the wavelength of 

propagating wave. An inverse square law with distance is seen for the 

power radiation. Also can be seen is that at higher frequencies the range for 
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a given path loss is reduced, as a result, more cells are required to cover a 

given area. In order to express PL independently of the system parameters 

Gr and Gil in the above equation, PL is generally described by referring to 

the received power at reference point, i.e. 

(3.5) 

where P L ( do) is the measured received power at reference point normally 

positioned at 1 m away from the Tx (du = 1 111). The propagation loss, thus 

defined. can be used to describe the propagation medium essentially 

independently of the system gains and losses. PL includes all of the possible 

elements of loss associated with interactions between the propagating wave 

and an~' objects in the environment where both the Tx and Rx are. It is 

used for constructing a link budget, which is usually the first step in the 

desi~n and anal~'sis of a wireless communication R~'stem. 

In reality. besides the primary geometric spreading factor m free-space 

power radiation described in Eq. (3.4), additional spreading occurs because 

of multiple reflections due to the multipath wave interference. These 

multiple-reflection effects can result in the power la\\" of propagation being 

between inverse third and fifth power with distance [9]. PL of the radio 

channel can therefore be described by a simple model which includes the 

path loss exponent and the standard deviation (STD) of P L as [31] 

(3.6) 

where n IS t he path loss exponent indicating how fast the path loss 

ll1creases with distance; Xa is a zero-mean Gaussian distributed random 

variable with standard deviation (j, both in decibels. 
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3.3.2 Time Dispersion Parameters 

F or digital communication systems, the time dispersion characteristic of 

the radio channel is an important issue for determining appropriate data 

transmission rates to prevent inter-symbol interference. The channel 

impulse response h (T) is the full characterisation of a radio channel, from 

which the time dispersion parameters can be defined. The power delay 

profile. which gives the time distribution of the received signal power from 

a transmitted 8 -pulse. is defined as [9] 

IV 

PeT) = Ih(7)1
2 

= La; 8(7 - T k ) (3.7) 
k=! 

III order to compare different multipath channels and to develop some 

general design guildlines for wireless sY!:items. parameters that grossl~' 

qualltif~' the multipath channel are used. From a power delay profile, the 

time dispersion parameters can be determined. The time dispersive 

prope~·ties of a wideband multipath channel are most commonly quantified 

b~' the lllean excess delay (T) and R:\IS delay spread (7,.,m)' The lllean 

excess delay i!:i the first moment of the pmver delay profile defined as [9] 

(3.8) 

RI\lS delay spread is the square root of the second central moment of the 

power dela~' profile defined as 

P (-)2 Trnv= T-T (3.9) 

where 

(3.10) 
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These delays are measured relative to the first detectable signal reaching 

the Rx at To = O. Eqs. (3.9) and (3.10) do not rely on the absolute power 

level of P (7) , but only the relative amplitudes of the multipath 

components within P (T). Strong echoes with long delays relative to the 

first detectable path contribute significantly to T mt.' • Performance of a 

wireless communication system is very sensitive to the value of T m.. [35]. It 

is a good measure of the channel's multipath spread and gives an indication 

of the potential for inter-symbol interference, from which the BER can be 

calculated. More specifically, analysis and simulation studies have shown 

that the maximum transmission data rate that can be reliably supported by 

an indoor wireless channel is a few percent of T rm' without diversity or 

equalisation [:36]. Therefore, detailed analysis of T 17". can provide valuable 

information to designers of digital wireless communicat.ioll syst.ems. 

3.3.3 Frequency Selectivity Parameter 

The radio channel can be considered as a bandpass filter with a certain 

bandwidth. If the bandwidth of transmitted signal is greater than channel's 

bandwidth. then the radio channel creates frequenc~' selective fading on the 

received signal, i.e., different frequency components of the transmitted 

signal experiences different gain and phase response possessed by the radio 

chanucl. The frequency-selective behaviour of t.he radio channel can be 

obtained at the Rx by observing the correlation between two signals at 

different frequencies. The coherence bandwidth Be is the statistical average 

bandwidth of the radio channeL over which the signal propagat.ion 

characteristics are correlated. The definition of the coherence is based on 

the complex autocorrelation function IRT (W)I of the channel's frequency 

response. For WSSVS channels, 14 (w) is related to the power delay profile 

via a Fourier transform as [31] 
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(3.11) 

RT (w) is also known as the frequency correlation function (FCF), and the 

channel coherence bandwidth Be is the smallest value of w for which 

14 (",') equals some specific correlation level. e.g. 0.5 or 0.9. An example of 

a power dela:v profile and its FCF is shown in Fig. 3.3. Time dispersion 

gives rise to a spread power delay profile. Be is a frequency-domain channel 

parameter which is useful for the evaluation of a communication system and 

also provides data for the design of systems which employ frequency 

diversity for improvement of performance [37]. 

Excess Time (ns) 

(a) 

'\ 
" 09 \ 

Ji: 081 \ 
u . 

" ~ 0.7· 

" Q 0.6-
iii 
~ 0.5-
o 
U 04, 
iJ' 
" (l) 0.3· 
::l 
C' 
~ 02,

li.. 

D.' 

\ 
\ 
\ 

\ 
\ 

/ 

°0-10 2"0--- 3c--~O----SO--60---70- - ~----9C 

Freauency separatIOn (MHz) 

(b) 

Figure :~_3: An example of (a) a power delay profile and (b) its frequency 

correlation function. 

3.4 Indoor Radio Channel Modelling 

The development of optimally designed wireless communication systems 

requires a thorough understanding of the radio propagation characteristics 

of the environment where the systems are to be deployed. Reflection, 

transmission and diffraction are generally the dominant mechanisms that 
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impact the radio propagation within indoor environments. A radio channel 

model capable of describing these mechanisms is in great need to help 

system designers prior to the deployment of wireless communication 

systems. System coverage, determined by the system power link budget 

according to the path loss characteristics and the impact of co-channel 

interference in frequency reuse system, is the basic consideration in the 

design and installation of wireless communication systems. Also, the 

transceiver's complexity IS affected significantly by the time dispersion 

characteristics of the radio environment. In general, indoor radio channel 

models should be able to predict the system coverage and the time 

dispersion characteristics of the channel in an indoor environment. 

IVIodelling the radio channel has historically been one of the most 

difficult parts of wireless radio system design. The channcl models can be 

cla..-'isified into empirical models and site-specific models. In general, 

statistical models need extensive measurement data and do not provide site

specific information. Site-specific propagation models proyidc site-specific 

information but require considerable detail of the la:w>ut of the environment. 

3.4.1 Empirical Channel Modelling 

In yanous complex environments, the propagation process IS too 

complicated to enable a purely theoretical analysis. As a result, the channel 

modelling is typically performed in a statistical fashion, based on measure

ments conducted specifically for an intended communication environment. 

This empirical method relies on extensive sets of measured data and fitting 

curves or analytical expressions to these data to derive a mathematical 

channel description. In this way, the parameters of the channel impulse 

response can be statistically modelled. This approach has attracted a lot of 

research activities for the investigation of indoor radio channels [46J, [48]. 

[50], [84]. [88], and several models have been proposed. A summary of these 
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models can be found in [5], [31]. This empirical modelling has the property 

of implicitly taking into account all factors of the radio channel, either 

kno\vn or unknown. However, radio propagation -characteristics may be 

sensitive to the environment where the system is deployed, so that 

measurements in one scenario may not be applicable to another. 

\\"hile these empirical models are very fast in computing the field 

strength. they have two major drawbacks. Firstly, the channel path loss 

and time dispersion characteristics vary significantly in various indoor 

elwironments. For example, channel characteristics in an office building are 

very different from that in a factory building due to their differences in 

geometr~·, and materials used in building structures. etc. This indicates that 

indoor channel is highly dependent on the type of building (layout, 

dimensions. etc.) and the electromagnetic properties of environmental 

structures. Therefore, a purely empirical model must always be subjected to 

stringent validation by testing it on data sets collected at locations and 

transmissioll frequencies other than those used t.o produce the model in the 

first place. Secondly, due to the complex nature of indoor environments and 

t he highl~· n\'r~·ing multipath characteristics. conducting experiments on the 

prcmiscs of potential customers is much time-consuming and expensive, 

",herea:, the application of measurement data to other scenarios may not be 

vary accurate. 

3.4.2 Deterministic Channel Modelling 

A::. discussed above, the empirical model can provide typical examples of 

channel impulse responses but cannot predict the impulse response 

associated with a particular location. For an accurate modelling of the 

representative channel characteristics, one should have reliable knowledge of 

the physical propagation mechanisms. The complex nature of indoor 

environments makes it necessary to take into account the geometrical and 
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electromagnetic characteristics of the environment and other objects present 

inside the propagation environment, in order to develop an accurate model 

of the propagation~ channel. Thanks to the development of computer 

yisualisation technique, accurate geometry data of building blueprints can 

readily be presented in a form suitable for propagation predictions. 

Prediction model which incorporates with scenario geometry data is termed 

deterministic model, or site-specific model [9J. Once a propagation model 

has been verified, an environment can be quickly entered into the model to 

provide propagation characteristics for initial system evaluation. 

Deterministic radio propagation prediction is a highly complicated 

electromagnetic problem. The complexity of the scenario (random in certain 

aspects) makes it computationally intensive to predict radio propagation 

with a high degree of accuracy. Depending on the characteristics of the 

environments. several techniques have been used in the deterministic 

models. among which the rigorous and ray-based methods are most 

("Ollllllouly used. 

(1) Rigorous methods: 

In principle, ultimate details of the multipath propagation may be 

obtained by solving l\laxwell's equations with boundary conditions which 

express the physical properties of the walls and oth~r structures that scatter 

the radio waves. Finite-difference time-domain (FDTD) method [38] is a 

numerical solution to Maxwell's equations, which is widely used for solving 

electromagnetic problems. Taking into account of wave interactions in 

propagation inherently, The FDTD method can yield accurate narrow- and 

wide-band information on the propagation channel, and the statistics of 

multipath propagation directly. However, The FDTD method requires a 

discretisation of the objects in elements with dimensions lower than a 

fraction of the wavelength (typically A / 8 ). Since the electrical size of a 

typical building structure is very large compared to the wavelength in the 
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UHF and millimetre frequency bands, the number of resultant elements for 

a typical indoor scenario becomes enormous. Consequently, the amount of 

memory size and computation time required by the FDTD method makes 

this technique infeasible in conventional channel modelling. ~evertheless, 

due to its high prediction accuracy, the FDTD method has been used in 

small areas [79], [89] to yield insight into the fundamental processes that. 

affect building propagation. 

(2) Ray-based methods: 

Ray tracing IS an important topic III the world of computer graphics. 

Several ray propagation models have been developed for computer 

Yisualisation applications [39], [40]. They simulate the propagation of light. 

i.e. electrolllagnetic wave in the visible frequency range. For frequencies in 

the l-HF and lllillimetre frequency bands. t he wavelengths of propagating 

waves arc significantlY smaller than t.he typical dimensions of buildinrr 
u' • c> 

structures. As a result. electromagnetic wave propagation in these frequency 

bands is similar to the light propagation in the sense that both behave in Ft 

ra~'-like fashioll. Due to t.his common aspect. many propagation models in 

"'ireless communications are incorporated with techniques of visual 

rendering and then adapted to the special characteristics of the UHF and 

millimetre \"aye propagation. The ray-based methods describe the radio 

waYe emitted from the Tx in t.erms of indiyidual rays. By tracing these rays 

and their interactions with surrounding objects on their journey t.o the Rx. 

the ray-based methods calculate the unfolded length of each ray and its 

associated field strength. Field strengths of those rays that can reach the 

Rx are added up to compute the total received signal strength by the Rx. 

Comparison of the radio prediction by ray approximations and exact 

integration of scattered field strength [41] further justifies that ray 

approximation is valid in indoor environments, irrespective of the finite 

extent of the building structures. The ray-based methods can be mush less 
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demanding of computation resource than the methods based on Maxwell's 

equations and can provide much more details than empirical models. Using 

the ray-based method, the properties of each multipath ray arriving at the 

Rx can be deterministically obtained, from which the power delay profile. 

and hence the channel response, can be computed. As a result, a 

comprehensive information on the radio channel characteristics can be 

obtained. 

The ray-based methods proposed for the propagation prediction are 

generally classified into two main groups: the ray-launching technique based 

on the shooting and bouncing rays (SBR) method, and the ray-tracing 

technique based on the image method. These two techniques differ from 

each other in the sense that they trace the ra~Ts based on different methods. 

Fig. 3.4 illustrates these two methods in a two-dimensional reflection-only 

environment. As for the computation of field strength at the Rx. they 

perform in a similar way. 
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Figure 3.4: Ray tracing principle of (a) the ray-launching method and (b) the ray

tracing method. 
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(a) Ray-launching method: 

The ray-launching method is a forward method that traces the rays in 

all directions from the Tx to the Rx. Assuming a spherical radiation of the 

transmitted electromagnetic wave, the radiation sphere is divided into 

numerous sections, each with a constant angular separation b [42] as shown 

in Fig. 3.4(a). Thereby, the propagating wave from the Tx is modelled as 

multiple ray tubes covering all directions in space, with each constrained in 

a section of the sphere. As an example, for a maximum angular separation 

of one degree between rays, 40,000 ray tubes need to be launched in all 

directions. As the ray tube advances. it may encounter em·ironmental 

objects and its cross section increases. The int.ersection of a ray tube with 

all the objects in the scenario is computed. The resultant ray tube is then 

tested to see if it illuminates the Rx. Next, the reflected ray tube originated 

from t he intersection point advances ill another direction. The reflected ray 

tube is then tested to see if it illuminates the Rx. The propagatioll of each 

ray tube is traced until its field strength level drops below a certain 

threshold level. Selection of a threshold should be in accordance to the 

background noise and sensitivity of the Rx. This process is repeated up to 

the number of multiple reflections which are to be taken into account, and 

for each ray tube originated from the Tx. 

Since the Tx and Rx are modelled as points and the number of the ray 

tubes traced is finite, a reception sphere centred in the Rx needs to be 

employed to determine if a ray tube reaches the Rx. This is illustrated as 

the capture circle in two-dimensional scenario in Fig. 3.4(a). The radius of 

t hc reception sphere must be carefully chosen to ensure that one ray. but 

only one. originated from the Tx and reflected from the same set of objects 

will illuminate the Rx. The adequate value for the radius is dependent on 

the unfolded length of the ray tube [42], [43]. 

The ray-launching method has been successfully u:sed in some complex 

environments. For example, references [44-47] dealt with outdoor 

microcellular channel prediction, and [48-52] dealt with indoor channel 
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prediction. Even though, the ray-launching method has the following 

disadvantages: 

• A large number of ray tubes must be launched despite whether or 

not these rays arrive at the Rx, \vhich in some cases wastes a lot of 

computation time. 

• The accuracy of results depends on the number of ray tubes 

launched. By increasing the angular separation between neighbouring 

rays thus reducing the number of ray tubes, somc propagation paths 

call be missed and therefore causes error: whercas reducing the 

separation is inefficient because some paths will be represented 1:)\, 

more thall one ray tube. 

• It requires a large number of reception tests at the Rx and the 

a('curn,c~' of results relies on the radius of the reception sphere at the 

Rx and spatial resolution of the distancE' between the Tx and Rx, 

• Thi" method also presents serious difficulties when the edge 

diffraction is incorporated into the model [53j, As "'ill be discussed in 

the next chapter, a ray incident on an edge will produces infinite 

diffracted rays, so it is extremely difficult to incorporate the edge

diffrncted rays using this method, 

(b) Ray-tracing method: 

The ray-tracing method is a backward method which associates virtual 

sources with every object and traces the rays from the Rx back to the Tx. 

I t is based on the image theory and the assumption that the specular 

reflection oceurs when a ray interacts with an object in the environment. 

By a..<;suming every object surface in the scenario as a mirror, the ray

tracing method starts by constructing the images of the Tx with respect to 

all object surfaces. For multiple reflections~ the next step is to find the 

image of the Tx image with respect to another object surface where the 

second point of reflection will be located. For example, the image 11\11 
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shown in Fig. 3.4(b) is the image of the Tx with respect to wall 1 and 

image n12 is the image of IMI with respect to wall 2. Following the same 

rule, this process is repeated up to the desired number of reflections. The 

lines between each image and the Rx are then constructed. The line 

connecting the Rx with the highest-level image 1M2 is then tested to see if 

it crosses the image plane (wall 2) at the location of the object surface. If 

this location exists, the intersection point is a valid reflection point, and 

this testing process is repeated for the line connecting current image (1M2) 

with the next lower-level image (IMl) to see if it has valid reflection point 

on the lower-level image plane (wall 1). This process is repeated until the 

ray is traced back to the Tx. During this process, if any reflection point is 

tested ct.." invalid, i.e., the intersection point does not lie on the actual object 

surface, this ray is considered as invalid and thus eliminated. 

There are several advantages offered by the ray-tracing method. First, 

the method is a point-to-point tracing technique, hence does not require 

reception tests as needed in the ray-launching method. In this case, the Rx 

is positioned at an infinitesimally small point so that paths are neither 

duplicated nor missed, and each path is calc~lated precisel:.'. This im.proves 

the prediction accuracy and computation efficiency. The ray-tracing 

technique can also easily incorporate the effects of diffraction by building 

edges and corners. Finally, for simple environments, the various 

permutations of reflecting walls are significantly fewer than the number of 

paths which need to be considered to give a similar result using the ray

lmmching method. Nevertheless, extensive ray-object tests are still in need 

for yalidation of reflection points on object surfaces. Thus, the selection of 

scatters to generate the images becomes extremely difficult for complex 

environment. Some prediction models based on the image theory have been 

developed recently [63], [77], [91], [98], [118]. 

In this research, the ray-tracing method based on image theory IS 

developed for the characterisation of indoor radio channels. This model IS 

based on a full 3D approach which takes into account all wave interactions 

with environmental objects such as building walls, floors and ceilings. In 
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indoor environments, the horizontal partitions such as ceilings and floors 

could make significant effects on radio propagation and thus need to be 

accounted for. This model can also readily be simplified into a two

dimensional model, which is applicable to some cases such as the outdoor 

microcellular propagation prediction. 

3.5 Summary 

In this chapter, the concept of radio channel is introduced and it:; 

characteristic is briefly described in terms of channel parameters. From a 

s~'stel1l point of vie\v, an indoor radio environment can be moclellecl as a 

fading l11ultipath channel with baseband equivalent impulse response ,,·hich 

represents the electromagnetic properties of different propagation rays fr011l 

a Tx to a Rx. Channel modelling based on different approache::; are 

discussed and some literature covering the work which has been performed 

on channel characterisation and modelling is also provided. Site-specific 

computer-based modelling is an effective approach for the characterisatioll 

of indoor radio channels due to its accuracy and the capability of producing 

both narrow- and wide-band channel parameters. 
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Chapter 4 

Implementation of Ray-Tr_acing 

Model 

4.1 Introduction 

In the preceding chapter, ,'arious channel modelling methods have been 

discussed. Indoor ellYironment is highly cluttered for radio propagation due 

to the existence of a large number of building structures. Accurate 

prediction of radio propagation within indoor environments requires 

deterministic modelling in combination with site-specific environmental 

information. 

This chapter is dedicated to describing the development of our 3D ray

tracing model based on image theory for prediction of radio propagation 

within indoor environments. The model makes use of the geometrical optics 

(GO) and the uniform theory of diffraction (UTD) [54] to analyse the radio 

wave interactions with building structures on its propagation. The model is 

developed in a 3D sense so that environmental objects in 3D space are 

taken into account. Section 4.2 describes the principle of the ray-tracing 

method. Section 4.3 deals with the database required by the model. 

Comprehensive database structures and parameters are described. In section 
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4.4. a ray tree algorithm based on the illumination zone concept is 

presented, by which the efficiency of ray-tracing model can be significantly 

improved. Section 4.5 describes how the ray-tracing algorithm verifies and 

determines the exact paths of individual rays. Section 4.6 describes the 

computation of reflection· and transmission fields based on the GO theory. 

Section 4.7 describes the computation of diffraction fields based on the 

l-TD theory. Calculation of the overall signal strengths at the Rx is 

described in Section 4.8. 

4.2 Principle of Ray-Tracing Method 

The ra~·-tracillg method is a deterministiC' charact.erisation technique for 

construction of the radio channel impulse response. from which the radio 

chmlllcl characteristics can be fully understood. From a general point of 

,·ic\\,. t hc ra~·-tracing algorithm consists of two lllain functional blocks. I.e., 

til(' det ermillation of the ray paths bet\n~en the T x and R.x. and the 

(',-aluation of the corresponding electromagnetic field strength. 

A site-specific propagation tool includes, as a fundamental element, a 

ray tracer. Point-to-point ray tracing is the preferred methodology due to 

its a('('urac~-. In indoor environments_ multiple reflections between wall-to

\\'al!. ",a.lI-to-ceiling/floor, wall-to-ceiling/floor-to-wal!. as well as the 

diffractions by building edges/corners and subsequent reflections must be 

takell into account. Transmission through building structures is another 

important propagation mechanism and should also be accounted for. These 

multiple ra~-s interact with environmental objects. resulting in an extremely 

complex problem of tracing the ray propagation. In our ray-tracing 

algorithm, each ray emitted from the Tx is traced based on the image 

theory and the general Fermat's principle [54] to determine its propagation 

path when interacting with surrounding building structures. The ray tracer 
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process is implemented in a full 3D sense, i.e., all building structures in 3D 

space arc taken into account. 

After the determination of all ray paths from the Tx to the Ik, the field 

strength associated with each ray is computed based on the GO /UTD 

methods. 'When a ray interacts with a wall paneL both reflection from and 

transmission through the wall occur. For each existing ray, the 

reflected/transmitted field strengths for every ray-wall interaction are 

computed by the GO and subsequently multiplied by each other, resulting 

in the field strength associated with the ray. The "LTD is used to account 

for the diffractioll loss when the rays encounter building corners/edges. 

With the knowledge of the path trajectory and the associated field strength 

of each multipath ray, the channel impulse response can be fully obtained 

from the ray-tracing model. 

The ray-tracing model developed III this research is a software package 

that traeeo: the multipath ray propagatioll based all image theory and 

emplo~'s 3D GO /CTD methods for the computation of electromagnetic field 

streugths. with user-defined environmental database. The software package 

i:, writtell in Visual C++ codes. It has the following main modules: 

• Til€' databa.se module which describes the site-specific environmental 

information, on both geometry and electromagnetic properties; 

• The module of generating a ray tree which is used to accelerate the 

computation: 

• Thf' module which verifies and computes t.he trajectories of the ray 

paths which exist in the ray tree: 

• The GO/CTD module which computes the electric field strength of 

the combination of multipath rays arriviqg at the R.\:: 

• The post-process module that. allows the computation of a 

comprehensive number of narrow- and wide-band channel parameters. 
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4.3 Database 

Database of the environment IS required in a site-specific channel 

prediction model. The database in our model consists of the geometrical and 

electromagnetic description of the indoor environment in the region under 

study, as well as the parameters of the simulated communication system. 

The database of our ray-tracing model includes the followings information: 

• Geometrical description of the environmental objects (the locations. 

dimensions and shapes); 

• T~'pe of each building structure and its constitutive parameters (the 

permittiyity, conductivity and thickness). 

• Parameters of both the Tx and Rx (the antenna positions. 

orientations, radiation patterns, transmission power. and the 

operating frequency); 

In the database of our ray-tracing model. rectangular portions of each 

illdiyidual structure, together with the assigned individual const.itutive 

parameters, are varied to reproduce the actual discontinuities (,walls. doors. 

and "'indows, etc.) and their corresponding electromagnetic properties. By 

comhining these models appropriately. a great number of different 

ell\·irOIlll1Cnt.s can be analysed. 

4.3.1 Geometrical Description of Environmental 

Objects 

For modelling of the radio propagation environment, the application of 

GO It-TO to a given propagation scenario requires the decomposition of a 

given configuration into simple geometrical configurations from which the 

reflection, transmission and diffraction coefficients can be calculated. For 
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this purpose, a specific data structure has been developed to describe the 

geometry of different elements existing in the environment. Since a GO 

- based model is used, only objects with dimensions that are much larger 

than the wavelengths in the UHF frequency band are considered. It is not 

practical to include small-scale features within the environment. For 

instance, exit signs, doorknobs, door hinges, and furniture are not included 

in the model. The modelling of building geometry includes large objects 

such as walls, ceilings/floors, partitions, windows. and doors, etc. The 

inclusion of large objects only is justified since the goal of this work is to 

predict large-scale average path loss and time dispersion which are 

influenced by major changes in the geometry surrounding the Tx and Rx, 

but not by the small-scale fluctuations of a narrow band signal. Moreover, 

experimental and theoretical analyses in indoor environments [55-58J verify 

that furniture and irregularity of building surface generally cause variation 

in the signal's phase and the field in the vicinity of the scattering site, but 

do not significantly affect the local mean signal strength that a propagation 

model usually predicts, unless they are large and directly obstruct the 

propagation path [55]. 

In the database, all geometrical descriptions in 3D space are described 

in a Cartesian coordinate system. where any position is related to the 

system origin using x, y and z axes. Large environmental objects are 

modelled by means of flat facets, in which the building geometry is 

described as a collection of finite rectangular planar polygons (facets) freely 

positioned in the space, with the spatial coordinates of individual structure 

dimensions listed in the database. Since flat facets are. the most abundant 

elements in these environments, use of this form of environmental modelling 

to represent indoor scenarios is suitable. In addition, edges between pairs of 

these facets are also included in the database. 

Our ray-tracing model makes use of a vector database. All facets and 

edges in the database are defined by vector notations. The "facet vector" 

arrangement helps both the use of the GO /UTD method and the efficient 

facet-search process for a large number of facets in the database. Fig. 4.1 
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illustrates a rectangular wall structure defined III vector notation in 3D 

space. In the database, the width, height, and position of each facet are 

described. The wall is modelled as a facet with its position vector W 

pointing from the coordinate origin to the corner of the facet. The 

dimension of the facet is defined by vectors 'C' and V. The normal to this 

facet is defined by a unit vector n resulting from the normalised cross

product of C and V. i.e., 

~ UxV n - .,....----,. 
-IUxvl 

( 4.1) 

For indoor radio channel prediction, it is necessary to have a 3D database 

of t he environmental geometry in order to account for the effects of both 

horizontal facets such as ceilings and floors and vertical facets such as walls. 

III the dat.abase. the normal vector ft of a facet can be in any direction to 

descrihe the :~D environment. This 3D model is indispensable, particularly 

when accoun~:ng: for the influence of floors and ceilings. In our database, the 

floors and ceilings are considered to lie in the x-y plane and the directioils 

normal to tiH'lll are in the z-axis direction. Other objects yertical to the 

floors are considered as arbitrarily directed. 

v 

v:~w '-, :," ,"")I x ,,- .".., , 
<,:.:' --- ~ N _- n 

u 

X-Axis 

Figure 4.1: An illustration of the facet model. 
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Due to the fact that some structures in the environment are embedded 

in others, such as doors and windows are generally embedded in walls, our 

database distinguishes them as minor and major facets. Facets having tne 

capability of embedding other facets, such as walls, are defined as major 

facets. Those facets embedded on major facets, such as doors and windows, 

are defined as minor facets. The major facet and its embedded minor facets 

share the same plane in space and the same normal unit vector but have 

different electromagnetic properties and possibly different thicknesses. The 

geometrical descriptions of both major and minor facets are exactly the 

same as illustrated in Fig. 4.1. However, due to their hypotaxis relationship, 

they have different priorities and are dealt with at different stages of the 

ray-tracing procedure. In the database, each major facet is given an integer 

number for identification (ID) for the purpose of ray-facet intersection 

searching in the ray-tracing algorithm at later stage, and each minor facet 

is assigned the same ID as the major facet ill which it is embedded. 

Assigning major and minor facets in the database has the advantage of 

reducing the Humber of facets necessary for the ray-facet intersection 

searching process and thus improves the computation efficiency. As an 

example. Fig. -1.2 shows a typical wall with two windows and a door 

embedded. In a usual way as described in [59], the whole facet is divided 

into several rectangles separated by dashed lines and ten facets in total are 

modelled in the database. All these facets have different IDs and therefore 

ten facets arc used in the ray-facet intersection searching process. In 

contrast. one major facet and three minor facets (two windows and one 

door) arc modelled in our database. Only the major facet is used in the ray

facet intersection searching process. The minor facets are not used until the 

process of determining the ray intersection point on the surface and the 

subsequent computation of the associated field strength. If a ray docs not 

have an intersection with the major facet, then all minor facets embedded 

in the major facet are abandoned by the ray-tracing procedure. As will be 

discussed later, the computation time for the ray-tracing algorithm is 

strongly dependent on the number of facets used for ray-facet intersection 

UNIVERSITY OF LIVERPOOL 



Chapter -4 Implementation of Ray-Tracing Model 96 

searching. Our major-minor facets classification greatly reduces the number 

of facets that are necessary for the ray-facet intersection searching and thus 

dramatically saves computation time. 

'I 
i-_--i-____ -:-___ -il , 

I ~'~ .,' 
~-~---------------~I 

o Wall 

.. 1 

: ' '10 
1 ' 

• Door 

J :.- , 
.I 
1 
I I '.. ..,' ' D Window 

L 

Figure 4.2: An illustration of the major and minor facets arrangement. 

In addition to facets used to account for reflection and transmission 

mechanisms, the diffraction mechanism arising at building edges should be 

taken into account. An edge is defined by the common boundary shared by 

two facets, as shown in Fig. 4.3. Since in the geometric model the facets are 

assumed flat. all edges in the database are straight. The parameters used to 

describe an edge are its starting point position \V, length of the edge II , 

the unit direction vector e. and IDs of the pair of facets forming the edge. 

as well as the angle of the wedge a (angle formed by the facets). 

File e t 1 Facet 2 

;;~ ... ,,~ \V __ ~ 
< '" ----
N _----

x - A lis 

Figure 4.3: An illustration of an edge definition in the database. 
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4.3.2 Dielectric Description of Enviromnental Objects 

All physical models require the constitutive parameters of the building 

structures as an input. The facets included in the database will typically 

have a variety of structures, such as metallic board, single- and multi

layered dielectric slabs, and their electromagnetic properties may be very 

complex. A simplified model describing their electromagnetic properties is 

necessary to model the ray-facet interaction process within a general

purpose model. Our ray-tracing model can work with all facets that are 

modelled as single- or multi-layered materials. 'where each layer is assumed 

as a homogeneous dielectric slab. The electromagnetic properties of each 

layer in the model are effective properties, and it is essential that the 

reflected and transmitted field are the same as in the real structure. This 

model works particularly well for structures of simple composition such as 

glass windows and wooden panels. For more complex structures such as 

reinforced concrete walls, the simplified model which ignores the effect of 

metal studs appcars adequate [61 J. Building structures are assumed as 

dielectric slabs, so the constitutive parameters of each layer in a structure 

include its permittivity. conductivity and thickness. The relative 

permeability /1,. is assumed as 1. 

Information on the thickness of each building structure is given in the 

database. In the context of outdoor propagation, the influence of the 

through-building transmission is often negligible. \h,ihen a ray is transmitted 

through an external building wall, it is rapidly attenuated due to the 

subsequent obstacles that it encounters after the transmission. Therefore, 

the field associated with the rays that return to the outdoor environment 

are negligible [62-64J. Building walls in outdoor scenarios are consequently 

characterised as semi-infinite structures, i.e., the thickness of building wall 

is assumed to be infinite. On the other hand, for indoor radio propagation, 

the rays transmitted through building structures play an important role, 

particularly in non-line-of-sight (NLOS) regions. Transmission IS an 
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important propagation mechanism for indoor propagation and must be 

accounted for. Accordingly, in indoor prediction models, information on the 

thickness of each building structure will be required for the calculation of 

its reflection and transmission coefficients. These constitutive parameters 

are assigned manually to individual facets in the database. In appendix A, 

the layout of each floor of the Electrical Engineering building and the 

associated constitutive parameters are given. These data are used for the 

simulations performed in the research. 

4.3.3 Description of the Tx and Rx Parameters 

In our ray-tracing model, both the Tx and Rx positions can be assigned 

fixed values for single-point simulations, or along a designated route for 

multi-point simulations. In the database, the initial Tx and Rx positions are 

given. The Tx/Rx route direction, length and spatial resolution are 

specified for multi-point simulation. The transmitted power and the 

operating frequency are also specified in the database for field calculations. 

An advantage of ray-tracing models over other propagation models is 

the ability to incorporate antenna radiation patterns and particularly, to 

consider the effects of the radiation pattern on individual rays. Since in our 

model the geometry of each ray is examined in 3D space, both the azimuth 

and elevation angles of arrival at the antennas are available, and hence, the 

model is capable of using 3D radiation patterns. The inclusion of the 

radiation patterns of the transmitting and receiving antennas is important 

as it accounts for both the initial field strength of each ray emitted from the 

Tx and the Rx reception characteristics. ~10reover, in the database, the 

transmitting and receiving antennas can be steered in any direction in space 

and hence, the radio channel characteristics can be examined for any 

antenna orientation. In addtion, the types and orientations of both 

transmitting and receiving antennas are specified and the ray-tracing model 
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will incorporate this information to compute the corresponding field 

strengths at any field point. 

The predicted transmitted electric field strength is proportional to the 

transmitting antenna pattern in the direction of the transmitted wave 

multiplied with the component of the transmitted electric field along the 

plane of the transmission direction and the transmitting antenna axis [60]. 

A similar process is performed at the Rx to compute the received electric 

field strength. Note that, the radiation pattern of an antenna is normally 

expressed in spherical coordinate system, whereas our ray-tracing model 

uses the Cartesian coordinate system. Vector transformation from the 

spherical coordinate system to the Cartesian coordinate system is needed 

for field computation at the Tx. Field computation in between the Tx and 

Rx uses Cartesian coordinate system. Vector transformation from the 

Cartesian coordinate system to the spherical coordinate system is needed 

for field computation at the Rx. Formulas for the transformation between 

these coordinate systems can be found in [53]. 

4.4 Ray Tree Algorithm 

To determine all possible propagation paths from the Tx to Rx, an 

algorithm is required, which should be able to compute all ray paths 

including the corresponding diffraction, reflection and transmission points. 

The primary problem in applying ray method is to find these ray paths. 

The nature of the ray-tracing model is such that it starts a ray at a single 

transmitting point, and finds all possible ray interactions with surrounding 

objects based on image theory, until the ray finally reaches the Rx. Note 

that the ray paths are reciprocal, so that the results apply to transmission 

by both the base station and the subscriber unit. In practice, this point-to

point ray-tracing approach to find all possible ray propagation paths 
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requires high computation time. Thus, acceleration techniques are often 

required in order to make this approach computationally efficient. In this 

section, the image concept for ray path searching and determination is 

presented. An acceleration technique based on computing the so-called "ray 

tree" is also described. It comprises a tree-like list of images for possible 

interactions between the ray and the environmental objects. With the 

implementation of this ray tree, the computation time of the ray-tracing 

process is reduced, thus making the ray-tracing algorithm more practical 

and computationally efficient. 

4.4.1 Image Concept and Path Determination 

Among all the scattering mechanisms that occur during wave 

propagation within indoor environment, specular reflection IS one of the 

dominant effects on the wave propagation. In UHF and microwave 

frequency bands, rays incident on building structures experience strong 

reflections in the specular direction. In the ray-tracing model, tracing such 

specular reflected rays is the most time-consuming process. To facilitate this, 

we use the concept of multiple images and the generalized Fermat's 

principle to determine all reflection paths. Fronl the ray approximation of 

the GO and the theory of image, every major facet in the database is 

assumed as a mirror and we have that all reflections from a point source 

with respect to a facet seem to originate from another virtual source, called 

the image source generated in the mirror. The image of a source point with 

respect to a facet in 3D space is defined in Figure 4.4, where the image is 

behind the facet and the source is in front of it; the straight line connecting 

the source point with its image is perpendicular to the corresponding facet, 

and both the source point and its image are equidistant from the facet. The 

image is of the same size and magnitude as the source, but is laterally 
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inverted [53]. The image position I is situated symmetrically to its source 

point S with respect to the facet and is given by 

1= S - [ 2 (S - W)· n ]n (4.2) 

W is the vector position of the facet corner and 11 is the unit vector 

normal to the facet, as defined in the previous database section; Q r is the 

intersection point between the image-observation line and the facet. Given a 

source point and a facet, the reflected ray in the facet can be considered a..'i 

the ray radiated from the virtual source point - image. 

Observation 

X-Axis 

Figure 4.4: Image of a source and the actual reflected ray path. 

A ray with multiple reflections can be constructed by considering the 

image as a new point source and continuing the image-creation process 

recursively. By determining these multiple images, of the source with respect 

to all major facets in the database, the ray paths can therefore be 

determined with the information on the corresponding intersection points. 

The generalised Fermat's principle states that in the case of a ray in a 

homogeneous medium, the path followed by a ray is always such that the 

optical path is a minimum [54]. Therefore, a multi-section straight line 

UNIVERSITY OF LIVERPOOL 



Chapter 4 Implementation of Ray-Tracing Model 102 

connection of source point - intersection point(s) - observation point yields 

the actual propagation ray path. Figure 4.5 illustrates a simple 2D scenario 

and some of the reflected ray paths. In a 2D description, a facet in a 3D 

environment IS described as a line segment. The single-reflection 

propagation path from wall 1 can be obtained by directly connecting the 

transmitting point Tx, reflection point Ql1 with the receiving point Rx, 

i.e., Tx-Qu-Rx . Likewise, path TX-Q21-Q22-Rx represents a ray 

experiencing double reflections from wall 1 and then wall 2. 

To compute the actual ray path, the image of the Tx with respect to 

wall 1, denoted by Ill' is firstly determined. Connecting the line Rx - III 

across wall 1 leads to its intersection point QJl on the wall. After the 

determination of Ql1 , the direct-line connection of these three points yields 

the actual ray path TX-Qll-Rx and the unfolded length is the actual ray 

path length. Likewise, By determining the image 121 of Tx with respect to 

wall 1 and the image 122 of 121 with respect to wall 2, the corresponding 

intersection points Q21 and Q22 can be determined backwards from the 

receiving point Rx and the actual ray path can therefore be computed. It 

should be noted that images III and 121 are at the same position in space 

however, III is the first intersection point in a single-reflection path and 121 

is the first intersection point in a double-reflection path. They must be 

distinguished because they have different positions in the ray-tracing 

process. In practice, both the single-reflection path from wall 2 and the 

double-reflection path from wall 2 followed by wall 1 also exist. Moreover, 

higher order reflections, such as the treble-reflection from wall 1 to wall 2 

then back to wall 1, also exists, thus yielding numerous ray paths that 

actually exist between Tx and Rx even in a very simple scenario. 
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Figure 4.5: An illustration of the determination of a ray path. 

4.4.2 Ray Tree Concept 

103 

Following the image concept. described above, it is easy to generate the 

images of a source with respect t.o all major facets in the database. These 

images then serve as sources for a second round of reflections, and so forth. 

An image with respect to a specific facet in the database can act as a source 

with respect to other facets for generating images of higher order reflections. 

If there are M reflecting planes in the database, then there are M first

order, i.e., one-reflection, images of a source, AI (M -1) two-reflection 

images, Ai (M -l)(M -1) three-reflection images, et.c. The images can thus 

be arranged as a t.ree-like graph. The first branch is M -fold; all the later 

ones are (M - 1) -fold. \Vith squared-off reflecting planes it is possible for 

some of these images to coincide in space, but the algorithm should treat 

them separately because they have different positions in the graph. In 

contrast to the ray-launching approach, the one-to-one correspondence 

between images and rays is thus a useful way to avoid treating rays which 

leave the source but do not reach the destination of interest. Algorithms 

based on image theory naturally avoid processing those irrelevant rays and 

save computation time. Nevertheless, t.he number of images generated for 

an arbitrary scenario would be enormous. As an example, Fig. 4.6 shows a 
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simple 2D scenario of two rooms consisting of five walls in the database. 

The Tx is located in one of the rooms. Correspondingly, a tree-like image 

graph used for the ray-tracing process is illustrated in Fig. 4.7, in which for 

simplicity only some branches of the tree are shown for describing up to 

treble reflections. The number circled in this figure represents the image of 

the Tx with respect to each corresponding numbered wall. The graph starts 

at the Tx, and comprises several layers that contain the images of the Tx, 

the second-layer images of the first-layer images, and so forth. 

Consider M reflecting planes in the database with N reflections being 

taken into account, the number of images generated in the graph is 

M (M - 1 y'v -1 and consequently the same number of possible reflected ray 

paths need to be determined. 1'Ieanwhile, these reflected rays may undergo 

multiple transmissions through environmental objects before reaching the 

Rx. The main problem with the ray method is the high amount of 

computation time required to analyse these large number of rays which 

undergo multiple reflections and transmissions. This is attributed to the 

large number of ray-wall intersection tests and subsequent determination of 

ray paths which need to be performed for every ray which undergoes a user

defined order of reflections. This problem is prominent particularly in a 

complex scenario where the number of objects used to represent the 

environment is very high. 

® 

Tx ~ 

Room ® Room 2 ® 

Figure 4.6: A simple 2D scenario used for generating the ray tree. 
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Tx 

CD ® ® @ ® 1st 

-~------~------~------~-----~~!:~~~ 
®®@® CD®@® CD®@® CD®®® CD®®@ 2nd 

~ reflection 

------------------------~f~-~--------------------------------
CD®@ ® 3rd 

reflection 

Figure 4.i: A tree-like graph of images generated from the 2D scenario. 

The operation of generating images and ray paths discussed above 

assumes, in effect, that all reflectors are infinite planes. However, in the real 

world, the facets stored in the database are of finite-size and some rays may 

miss them. Thus many locations listed on the wall sequence may represent 

walls which are invisible from some particular Rx positions. As a result, the 

actual number of reflected rays reaching R..'C is much less than the nominal 

value given above. For instance, the nominal number of images generated in 

the graph for three-reflections shown in Fig. 4.7 is calculated to be 80. 

However, in Fig. 4.6, the image of Tx with respect to wall 2 for the first 

order reflection is on the right-hand side of wall 2. According to the image 

theory, when this image serves as a source for the second order reflection, 

the second order reflector must be on the left-hand side of wall 2 . 

Consequently, wall 3 in the scenario is "invisible" to this image and will 

not act as the second order reflector for this image. Wall 3 in the second 

branch in layer 2 of the list in Fig. 4.7 therefore should be eliminated and 

the total number of images considered is then reduced. 

Determining whether an image of the source is visible at the R.x is to 

determine whether the assumed reflected ray intersects all the necessary 

facets and reaches the Rx. If an intersection point exists on the plane 

containing the facet but not on the finite-sized facet, it is a fictitious 

intersection point. A ray path containing such fictitious intersection points 

is referred to as spurious ray path and does not exist in reality. Only a 
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reflected path with all its intersection points located on the corresponding 

reflecting facets is a real ray path which should be counted. Those spurious 

ray paths should be eTlminated during the ray-tracing process. The earlier 

to find out the spurious ray paths, the greater saving in computation time 

and the higher efficiency which can be achieved. Following on from this, the 

normal image graph should be modified in order to allow the elimination of 

most of the spurious ray paths before the computation of the exact ray 

paths and their associated field strengths. A ray tree algorithm based on 

the image graph is developed to achieve this goal. It only contains the 

possible images while eliminating those impossible images which appeare in 

the image graph. Such acceleration technique can help reduce computation 

time significantly. 

4.4.3 3D Scenario Projection 

To verify the visibility of an image to a specific field point with respect 

to an ellyironmental object defined in 3D space is extremely complex. For 

an arbitrarily located rectangular facet, the portion visible to the image is a 

truncated cone. The cone is enclosed by four planes that extend from the 

image through the four edges of the facet, which strictly speaking makes it 

an oblique four-faced pyramid. The cone is truncated by deleting the 

portion of it from the image to the facet. The visibility process requires to 

test whether the field point is within the truncated cone. Only those field 

points within the truncated cone which are visible to the image should be 

considered. This process has to be performed in a 3D sense, which makes 

computer programming very complicated and takes a large amount of 

computation time for visibility test. 

Although the visibility test is a 3D problem, we can combine 2D ray

tracing and 3D geometry to solve it in an efficient way. In order to 

facilitate the visibility test, we project the 3D scenario into three 2D planes, 
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i.e., x-y plane, y-z plane, and x-z plane, respectively. This projection concept 

is schematically shown in Figure 4.8, where one floor (A) and two vertical 

walls (B and C) exist in the scenario. The normal vectors of these facets 

are defined in Z-, y- and x-axis directions, respectively. The projection 

process simplifies the 3D scenario into 2D description, but without losing 

any essential information. "C nlike other approaches, we can compute a 3D 

scenario's true 3D ray path, rather than combining 2D results as presented 

In [91]. The process of testing rays in 3D scenario can then be decomposed 

In a few combined testing processes in 2D scenarios. For instance, for 

double-reflection test on walls Band C, the projected scenario on the x-y 

plane is studied; for treble-reflection test on walls C, A and B , the 

projected scenarios on the x-z plane and subsequently the y-z plane are 

studied. Note that, the order of planes of study is in accordance with the 

facet sequence of interest. In 2D space, each facet in the database is 

described by a line-segment instead of a panel. Therefore, the visibility test 

is carried out in a 2D way, that is, to test whether the straight line 

cOllnecting the image with the field point falls in the 2D area constrained 

by two lines connecting two individual extremities of the line-segment 'with 

the image. This makes the program much more manageable. 

I 3DScenariu 

~ U ~ 

+f: . -lk ·1 ~~J . 
x y x 

Figure 4.8: Projection of 3D scenario into 2D planes. 
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4.4.4 Illumination Zone Algorithm 

After the process of projecting a 3D scenario into 2D planes, the 

illumination zone concept is employed, which is the core of the ray tree 

algorithm. One of the most significant characteristics of our ray-tracing 

model is that each image is associated with a specific illumination zone, i.e., 

the area for which the image can give a valid path. This is the space on the 

opposite side of the plane containing the reflecting facet which is used to 

generate the image. The use of an illumination zone significantly reduces 

the number of images and the time for ray-facet intersection searching, and 

makes it possible for the model to study large complex environments and 

trace thousands of rays efficiently. Fig. 4.9 (a) illustrates the illumination 

zone concept for a single-reflection case. Due to the finite dimension of a 

facet [PI' P2l (conventionally we still call it facet even though it is a line

segment), the image can only illuminate the area coloured in grey. As a 

result, only points in this specific spatial region (known as the illumination 

zone), can lead to a real reflection path from the facet to the -Tx. For 

instance, Rxl is in the illumination zone of the image I, therefore a ray 

can be reflected from this facet and reaches R.xl. The path Tx-Qr -Rxl is a 

real propagation path that undergoes a single-reflection on the facet [PI' P2l· 

Rx2 is not in the illumination zone of the image, therefore the reflection 

point Q'r determined by the image method is outside the facet, 

consequently, the path Tx-Q~ -Rx2 is a spurious path and does not exist in 

reality. 

Consider a double-reflection case illustrated in Fig. 4.9 (b), where the 

illumination zone of the image I with respect to facet 1 is shown. A portion 

of facet 2 is in the illumination zone of facet 1, whereas facet 3 is totally 

out of the illumination zone. Considering facet 1 as the reflector of the first

order reflection, facet 2 may be able to generate the second-order reflection. 

As a condition necessary for double reflection, the reflection point on the 

second-order reflector must lie in the illumination zone of the first order 
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reflector. In this case, the extension of the line IP2 intersects the facet 

[Ql'Q2l at point T. As a result, only a portion of facet 2 [T,Q2l can act as 

the reflector for the second-order reflection. If we know the image' of I with 

respect to facet 2 and the Rx position, the double reflection ray path can be 

determined. In contrast, because facet 3 is not in the illumination zone of 

the image I, the first-order reflector facet 1 cannot see facet 3, hence the 

double-reflection ray path with the intersection point on facet 3 is definitely 

non-existent. As a result, there is no need to determine the image of I with 

respect to facet 3 and consequently saves computation time. 

I 
I 

Face/3 

~ 

1'8 
I 

I 
I 

I 

Facet 2 

Q, 

(b) 

Figure 4.9: The illumination zone for (a) a single reflection and (b) a double 

reflection cases. 

With this technique, only facets inside the illumination zone of the 

current image are used for the formation of new images, and moreover, 

these new images are not valid for the entire facet, but only for the facet 

illuminated by the "parent" image. The illumination zones of high order 

reflection images tend to get narrower and this prevents the number of 

images increasing exponentially with the order of ray interactions within 

the environment. Hence, the number of images is reduced dramatically since 

only those images that are capable of producing valid paths are generated 

and stored in the image table. 

As a general approach, we will examine the illumination zone in basic 

facet arrangements in 2D sense. For two arbitrary facets in the environment, 
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they can be classified into two categories: Facets that can illuminate other 

facets and facets that cannot. In the first case, because no illumination zone 

exists, the facets which cannot -be seen from the "parent" facet are 

abandoned in the generation of the ray tree. In the second case, the two 

facets can be further classified into two cat$gories: 1) two facets have no 

intersection, as shown in Fig. 4.10 (a); and 2) two facets have a common 

edge, as shown in Fig. 4.10 (b). 

(III) 

Figure 4.10: The illumination zone when (a) two facets have no intersection; and 

(b) two facets have intersection. 

In Fig. 4.10 (a), we assume the (k - 1 )th level image of a ray is Ik _J , and 

its image ,vith respect to the facet [p], P21 is Ik , which corresponds to the 

k th level image in the image graph. The immediate concern is to examine 

the illumination zone of the image Ik+l of source Ik with respect to the 

potential (k + 1 )th reflector [QJ' Q21· It should be noted that the positions 

PI and P2 are inter-changeable, and so are QJ and Q2' There are three 

types of potential reflectors in this category as shown in the figure: 

• (I) [QJl Q
2
1 is completely within the illumination zone: both IkP] and 

IkP
2 

do not cross the facet; 

• (II) [Qp Q
2
1 is partially within the illumination zone: either IkPI or 

IkP2 crosses the facet; 
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• (III) [Ql'Q2l is partially within the illumination zone: both IkPl and 

IkP2 cross the facet. 

In case (I), the whole facet of the potential (k + 1 )th reflector [Qil Q2l is 

illuminated by the image source Ik and therefore will act as a new reflector. 

In case (II), a portion of [QpQ2l including one edge of the facet is 

illuminated by the image source Ik and this part will act as a new reflector. 

In case (III), a mid-portion of [QIl Q2l is illuminated by Ik and will act as a 

new reflector. Fig. 4.11 illustrates the corresponding illumination zones for 

these situations. 

order rc~tion 
image 

(a) (b) 

Figure 4.11: The illumination zone when two facets have no intersection: '(a) case 

(1); (b) case (II); and (c) case (III). 

In Fig. 4.10 (b) where the potential reflector has a common edge with 

the k th level reflector, there are four types of potential reflectors in this 

category: 
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• (I) [Ql' Q21 is completely within the area confined by lines IkPl and 

Ik P2 : both lines IkQ1 and IkQ2 cross [P1,P2 1; 

• (II) A portion of [Qp Q2 1 is within the area confined by lines IkPl 
and IkP2 : line IkP] crosses facet [Ql' Q21 and line Ik Q2 crosses [Pn P21 ; 

• (III) A portion of [Qp Q21 is within the area confined by lines IkP] 

and IkP2 : line IkQ1 crosses facet [Pp P21 and line I kP2 crosses 

[QIlQ21; 

• (IV) A portion of [Ql' Q2 1 is within the area confined by lines IkP] 

and IkP2: both lines IkP1 and IkP2 cross [Qp Q2 1. 

Likewise, Fig. 4.12 illustrates the corresponding illumination zones for 

these situations. As can be seen from Figs. 4.11 and 4.12, the illumination 

zone is generally irregular in shape and thus makes programming much 

more complicated. 

Illumination 
zon~ of (k+l)th 
order renection 

order reflection 
ima,e 

(c) 

Figure 4.12: The illumination zone when two facets have a common edge: (a) case 

(I); (b) case (II); (c) case (III); and (d) case (VI). 
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4.4.5 Implementation of Ray Tree 

With the illumination zone algorithm developed above, a ray tree 

consisting of user-defined number of levels can be fully developed. The 

number of levels of the ray tree corresponds to the number of reflections 

considered in the ray-tracing algorithm. The construction of the ray tree is 

similar to the image graph shown in Fig. 4.7, but each node in the ray tree 

comprises the image and its associated information. Assume that there are 

M major facets in the database. The ray tree starts from the Tx at level O. 

All major facets \V, (i = 1 to M) in the database are assumed as potential 

reflectors and the locations of the images of Tx with respect to these facets, 

denoted by II) (j = 1 to M), are computed and stored in the ray tree at 

levell, resulting in M branches at level 1 of the tree. At level 2 , each 

branch of II/ at level 1 is treated individually. The illumination zone of 

each II) with respect to its corresponding facet Wi is computed. All facets 

other than the one associated with II)' "'0/, (i ~ j ), are tested for their 

visibility to II)' Only those visible to II) are conside"red as potential 

reflectors and the images of II): denoted by 12., with respect to them are 

computed and stored in the ray tree. 

If the facet is invisible to II)' the image of II) with respect to the facet 

is considered non-existent and its corresponding branch at level 2 is simply 

cut off from the ray tree. From the relation between the facet associated 

with 11) and the facet associated with 12• , the illumination zone of 12• is 

computed and used for the facet visibility test and image generation (13k, 

k = 1 to M) at level 3. Likewise, at level l, for any image Ilj and its 

corresponding facet, a branch is traced to facets at level (l + 1) visible to 

1/) for visibility test and image generation. By repeating this recursive 

scheme, a complete ray tree consisting of user-defined number of levels can 

be built up, provided the location of Tx is known. It is worth noting that 

the computation of the images in the ray tree is independent on the 
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location of the Rx. It is only related to the physical geometry of the 

environment and the location of the Tx. 

The position of an image in the ray tree specifIes the facets which have 

contributed as reflectors, but not those facets which have contributed as 

transmitting panels. For an observation point in the illumination zone of an 

image, the straight line between the point and the intersecting point on the 

facet associated with the image may have intersections with other facets. 

Consider an image Iii with respect to facet W, at level I of the ray tree and 

its image I(I+I)J with respect to facet W
J 

at level (I + 1). All facets except 

W] in the database are tested for their visibility to the image Iii' Only the 

facets which are, at least partially, within the illumination zone of Iii can be 

potential transmitting facets to the ray having intersection points on both 

reflecting facets W, and W]. Those facets which are completely outside the 

illumination zone of II. will definitely not contribute as transmitting facets. 

The IDs of the facets that succeed in the visibility tests arc stored, in 

conjunction with II,' at level l of the ray tree. The advantage of this 

process IS that, when determining whether a reflecting ray transmits 

through a facet on its journey from the reflection point on W, to the 

reflection point on W
J

, the ray-tracing algorithm only needs to search the 

facets among those having succeeded in the visibility tests, instead of all 

facets in the database. 

If the highest level of the ray tree is N , then all rays experiencing up to 

Nth order reflections are taken into account in the ray-tracing model. For 

an arbitrarily positioned Rx, not all branches in the ray tree can give rise to 

a propagation path connecting the Tx with the Rx. Only when the Rx is 

within the illumination zone of the image IN., the actual ray path is 

possibly existent. To facilitate the visibility test of the Rx to any IN., the 

information on the portions of all facets W. which can give illumination of 

each IN, are computed and stored in the ray tree as well. 

For a fully implemented ray tree, at any level 1 (0 < 1 < N ), each 

individual image II., the ID of its corresponding facet W,, and the IDs of 

possible transmitting facets are stored in the ray tree. At level N of the ray 
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tree, in addition to these, the information on the portion of facet Wi which 

can give illumination of image IN. is also stored. The advantage of 

configuring the ray tree in this form is that from the relative position of IN, 

with respect to the Rx, it enables us to quickly identify which of the images 

IN. will contribute to the received signal at the Rx, and which of the images 

will not contribute. This is easily done by examining whether the Rx is 

within the illumination zone of a particular image. For the Rx which has a 

reflection point on facet Wi' the next step is to check whether the path 

connecting the reflection point with the image liN-I)) at level (N - 1) is 

valid. The algorithm for the ray validation will be described later in this 

chapter. By following this process recursively from level N backward to 

level 0 of the ray tree, all possible rays can be found. This can be 

performed simply by reading the ray tree. 

4.4.6 Computation Efficiency by Ray Tree 

The use of the ray tree algorithm can dramatically improve the 

operating speed of the ray-tracing model since most of unnecessar~' 

computation is avoided, whereas the accuracy of modelling remains. To 

illustrate this improvement, a number of ray trees are generated on various 

floors in the Electrical Engineering building. Fig. 4.13 shows the la~Tout of 

the 6th floor of the building, together with six Tx locations used to generate 

the ray trees and five Rx locations used to test the simulation time. The 

locations of these transmitters and receivers are chosen arbitrarily to 

represent the whole floor. 
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Wall Window Door 
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Figure 4.13: Blueprint of the sixth floor and the Tx and Rx locations. 

There are 35 major facets for the description of the 6th floor in the 

database. Correspondingly, if N reflections are considered in the ray

tracing algorithm, then there are 35· 34N
-

1 images that need to be searched 

in a standard way. In contrast, the number of images that need to be 

searched after the implementation of the ray tree is significantly reduced. 

Table 4.1 gives the number of images that needs to be searched for different 

Tx locations, with or wit.hout implementing the ray tree. It is shown that, 

as the number of reflections included is increased, the actual number of 

images that needs to be searched in the standard ray-tracing algorithm is 

increased exponentially, whereas the number of images that need to be 

searched after the implementation of the ray tree is substantially lower. The 

larger the number of reflections considered, the higher the efficiency that 

can be achieved by implementing the ray tree. For different Tx locations, 

the number of images which need to be searched in the standard ray-tracing 

algorithm IS constant, whereas this number IS varied after the 

implementation of the ray tree. This is because any ray tree is started from 

the Tx and is dependent on its location. Once the relative position of the 

Tx with respect to environmental structures is changed, the structure of the 

ray tree is changed and the resultant number of images is therefore changed. 

However, this change is found not drastic for the Tx locations tested. This 
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can be explained that even though Tx location is changed, the relative 

position between each facet is constant and therefore the image-facet 

relation is relative steady at mid-levels of the ray tree. 

Table 4.1: The number of facets required for search in the ray-tracing algorithm 

for the scenario shown in Fig. 4.13. 

N=O N = 1 N=2 N=3 N=4 N = 5 

Standard 1 35 1190 40460 1375640 46771760 

Txl 1 35 521 6192 66456 659736 

Tx2 1 35 537 6373 69381 705315 

Tx3 1 35 568 6934 76747 785495 

Tx4 1 35 506 5880 62602 618006 

Tx5 1 35 472 5279 55417 536273 

Tx6 1 35 514 6255 68588 693902 

To further test the efficiency of the implementation of the ray tree, the 

same five Tx positions on the x-v plane are also chosen to generate the ray 

tree for the 211(1, 3,,1, 4th and 5th floors of the building. There are 22,21, 27,32 

major facets in the database for each of these floors, respectively. On each 

floor, the number of images calculated for all Tx locations are averaged to 

represent for that floor. The average number of images is calculated for 

different value of N, and their normalised values with respect to the 

nominal value calculated from the standard ray-tracing algorithm are 

shown in Fig. 4.14. It shows that as the level of ray tree increases, the 

number of actual images generated is much less than the nominal value. At 

level 2 of the ray tree, the illumination zone of an image at level 1 is 

narrower than that of Tx at level O. Likewise, at level 3, the illumination 

zone of an image at level 2 is narrower than that of the image at level 1. As 

the ray tree evolves, the more levels the ray tree has, the narrower 

illumination zone for each image is obtained. On the other hand, as the 

level of ray tree increases, the nominal number of images generated is 

increased in an exponential way. This shows that as the level of ray tree 
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increases, a higher efficiency can be achieved by implementing the ray tree. 

It is seen that for N = 4 in the few indoor scenarios examined, the number 

of images that used from the ray tree is generally less tnen 10% of the 

nominal value. It is also shown in the figure that as the number of facets in 

the environment increases, higher efficiency can be achieved. This indicates 

that the implementation of the ray tree will result in higher efficiency when 

applied to more complex scenarios. 
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Figure 4.14: Normalised number of images required for search on different floors. 

On the sixth floor, we assume Tx is located in the middle of the floor, 

i.e., Tx6 shown in Fig. 4.13. Five arbitrarily located receiver positions Rx1 

to Rx5 are chosen to compute the signal strength at these points. Fig, 4.15 

shows the normalised computation time derived by taking the ratio of the 

computation time with ray tree implementation to the computation without. 

A significant improvement can be obtained by implementing the ray tree. 

Assuming that the ray tree has one level, on average about 50% of 

computation time can be saved by implementing the ray tree. The 

computation time is reduced by more thl\n 90% if the ray tree has five 

levels, i.e., five reflections are taken into account in each ray path. For each 

Rx location, similar improvements are achieved, which shows that the same 
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degree of improvement can be applicable to any Rx locations in the scenario. 

This indicates that in a ray-tracing model, a significant amount of 

computation time is spent on tIie ray-facet intersection searching process. 

Therefore, the elimination of the impossible images, as the ray tree does, at 

an early stage of the ray-tracing procedure is a very efficient way to 

improve the performance of the ray-tracing model. 
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Figure 4.15: I\ormalised computation time of the ray-tracing model. 

Ray Verification and Path 

Computation 

After the implementation of the ray tree, all possible rays from the Tx 

to Rx with corresponding intersecting facets in a 3D scenario are obtained. 

It remains to determine each of these rays whether or not exists in realit~· 

and if so the corresponding path length. This is necessary for any 

deterministic model in order to accurately compute the contribution of each 

ray at the received field strength and the associated propagation delay. 
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4.5.1 Intersection Point Determination 

Consider a ray which has several intersections with the environmental 

objects, coupled by reflection and transmission n1.echanisms before it reaches 

the Rx. The major difficulty encountered in image-based ray-tracing models 

is the determination of the exact reflection/transmission points at all facets 

in a 3D scenario. Information on these points is required to compute the 

actual ray path and the corresponding propagation dela)'. This process is 

performed for all possible propagation path::- obtained from the ray tree. 

Conceptually, the method works by tracing the ra~'s for all images and by 

performing intersection tests on e"er~- facet encountered in the 

determination of the intersection points. 

rnlike the ray tree that can be generated 111 2D spa.ce. the intersection 

test has to be performed in fully 3D sense. Fig. 4.16 illustrates the process 

for determining the intersection point of a ra:', on a facet in 3D space. 

Define r he ray connecting a source R. with an observation point Ro in 

terms of its origin and direction vector given by [39J 

(4.3) 

from which the ray is defined as 

R(t) = R, -7- Rd . t ( 4.4) 

where t is the distance from the source point. A plane 111 3D space is 

defined as 

Plane == A . x + B . y + C . Z ...:- D = 0 (4.5) 

where A2 + B2 + C2 = 1. The unit vector normal to the plane is given by 

ft = [ ABC 1, and the distance from the Cartesian coordinate system 

origin to the plane is D. The distance from the ray's origin to the 
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intersection with the plane is derived by simply substituting the expansion 

of Eq. (4.4) into Eq. (4.5) and solving for t, resulting in the following in 

vector notation as 

t = - (n . Rs + D) 
n·Rd 

(4.6) 

By the definition of t , the ray from the source to the observation point has 

an intersection with the plane only when the parameter t calculated from 

Eq. (4.6) satisfies the condition 0 < t < IRo - R,I. With the information on 

t , the intersection point on the plane is obtained from Eq. (4.4). Finally, it 

is necessary to determine whether or not the intersection point is on the 

finite-size facet on the intersecting plane. To do this, the intersection point 

R with respect to the corner Rc of the facet is defined by vector 
p 

P = R - R . To ensure the intersection point is within the facet, the 
p C 

following equations must be satisfied: 

Source 

O<P.U<juj2 

O<P.V<jVj2 

~ 
\ '-----, 

R, \ , v 

\ 
\ 

\ ./R, ~ t' 
'!: . ~ ./ ~~.rva Ion 

';1 'r'./ R ...... 
~~~ -~--=-------~ .-::::.-:::.:::.---- Ro 

X-Axis 

(4.1) 

(4.8) 

Figure 4.16: An illustration of a ray intersecting with a facet in 3D space. 
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This intersection point determination process IS performed in the same 

way for both reflection and transmission cases. If a ray has an intersection 

with the plane but outside the reflecting facet, it is a spurious ray and 

should not be counted. For the verification of a ray, this intersection point 

determination process has to be performed on each intersecting facet. This 

is done in a step-by-step manner from the Rx back to the Tx. A ray is valid 

only when it has all valid intersection points on the reflecting facets with 

which it interacts. At any stage, if the intersection point is tested invalid, 

the ray is cut off and the program stops the subsequent tests. 

4.5.2 Calculation of Path Length and Time Delay 

After the determination of intersection poiuts on each facet, we can 

identify ,yhich of the many rays generated from the ray tree will contribute 

to the total signal at the Rx. The exact 3D path is determined by reading 

the images from the ray tree in order to perform dle backward ray tracing 

from the Rx to Tx. For a valid ray from the Tx to Rx, the path length is 

the summation of the distance between each two intersection points and the 

distance from the Tx to the first intersection point, as well as the distance 

fro111 the last intersection point to the Rx. 

Due to the path length difference of each ray from the Tx to Rx, each 

ray will undergo a different time delay. This means that each ray 

originating from the Tx will arrive at the Rx at different time. The time 

delay is quantified by the ratio of the path length [; to the wave speed 

(assumed as the speed of light in free space c = 3 X 108 m/ s), I.e., s / c . 

Consequently, the phase associated with each ray, expressed as e~Jks (k is 

the wave number), is different. These time dela~'s and phase differences 

have great impacts on wireless system performance. In narrow-band systems, 

the time delay difference generally cannot be resolved by the Rx however, 

the associated phase may have large variations in the range of [0, 2n 1 , 
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resulting in a fast-fading phenomenon. In wide-band systems, most of the 

time delay differences can be resolved by the Rx, resulting in a time

delayed sequences received signal. 

4.6 GO Reflection and Transmission 

When a radio wave propagating in one medium encounters a boundary 

with another medium having different electromagnetic properties, it will be 

partially reflected back into the first medium and partially transmitted into 

the second medium. The direction of propagation: phase and amplitudes of 

the reflected and transmitted waves are determined by the boundary 

conditions at the interface [65], which require that the tangential 

components of the total electric field E and the total magnetic field H be 

continuous across tl~e boundary. 

Considering the Tx as a point source. it radiates spherical waves 

towards the space. However, the electric and magnetic fields throughout 

small regions of space surrounding individual ray paths satisfy the usual 

uniform plane wave relationships at any point along the rays [54]; hence the 

rays can be approximated as local plane waves. This approximation 

simplifies the modelling of radio wave propagation. For instance. 

int,erference patterns and related phenomena produced by multipath 

arrivals can be modelled using the superposition of pI.ane waves. Almost all 

boundar~' effects on radio wave propagation can be understood in terms of 

combinations of simple mechanisms operating on plane waves [5]. 

When a signal is reflected off or transmitted through an object, the 

degree of signal attenuation and the amount of phase change depend on the 

complex reflection and transmission coefficients, respectively. Calculating 

these coefficients of the composite structures is a classic problem. The 

techniques employed range from analytical techniques like Floquet analysis 
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and mode matching to full numerical approaches like method of moment 

(MOYI), finite element, and finite-difference methods. They are capable of 

high accuracy, but are computationally intensive and, hence, is not 

preferred in signal-prediction models. For the ray-tracing model, efficient 

close-form expressions for calculating both the reflection and transmission 

coefficients for composite structures are desired. Consequently, the 

Geometrical Optics (GO) method has been considered for the modelling of 

reflection and transmission mechanisms. In this method, the propagation of 

the electromagnetic field is modelled as rays, which represent discrete local 

plane waves originated from point sources and propagate in 3D space. Each 

ray has an associated wavefront, a vectorial value of the electric field, and a 

phase term. Snell's law of reflection and the law of transmission based on 

Fermat's principle [5], which are obtained by satisfying the boundary 

conditions exactly and Maxwell's equations approximately, are the basics in 

the GO method for calculating the reflection and transmission coefficients. 

4.6.1 Local Ray-Fixed Coordinate System 

In this subsection, we introduce the local ray-fixed coordinate system to 

describe the polarisation of the incident, reflected and transmitted GO 

fields between two media. The purpose of the introduction of the local ray

fixed coordinate system is to facilitate the field calculation when a ray 

interacts with building structures in 3D space. The local ray-fixed 

coordinate is a coordinate system whose coordinate-axes are determined by 

the direction of the incident ray and the normal unit vector of the reflecting 

boundarv. A diagram showing the directions of the incident and reflected 

plane waves for a planar boundary between two media is illustrated in Fig. 

4.17, which has been drawn assuming that the incident plane wave 

propagates parallel to the x-z plane, making an angle Or with the normal to 
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the boundary ft. The reflected and transmitted waves in this case will also 

propagate parallel to the x-z plane. 

-' Source e II ~ Obs.rvation 

.... ,,/ I ell S / 

e~~ ~ 
s' , ft ,/ e.l 

"',e, t e,. ,/,/,/,/ 
~ Medium 1 

Q, Lx Medium 2 
le\ 
I t \ 

\ 
X-Axis 

Figure 4.17: An illustration of the local-ray fixed coordinate system. 

The unit vector s' is the direction vector of the incident ray that 

im}Jrint~ 011 the boundary surface at the reflecting point Qr' Let ft be the 

unit vector normal to the surface, the plane of incidence is thus defined by 

the plane containing both unit vectors s' and n (the x-z plane). In the 

local-nl~' fixed coordinate system, the incident electric field Ei at Q r is 

decomposed into two possible polarisations and they are considered 

separatel~·. One polarisation has the electric field perpendicular to the plane 

of incidence (() and is termed TE wave. The other has the electric field 

parallel to the plane of incidence (e;,) and is termed TM wave. Similarly, 

the reflected electric field Er at Q r can be decomposed into components 

parallel (e,i) and perpendicular (e 1.) to the plane of reflection (the x-z 

plane). From geometrical point of view, the following relations hold true 

[66]: 
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_, s' X ft 
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e;, = e~ x s' 
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e:1 = 2 (ft . e;l) ft - e:
1 

s = s' - 2(11' s')ft 
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( 4.12) 

( 4.13) 

In addition to reflection occurring at the boundary surface between the 

two media, the electromagnetic field also penetrates from medium 1 into 

medium 2, provided medium 2 is not perfectly conducting. ~nlike the 

reflected field which depolarises the incident field at the boundary, the 

transmitted field retains the polarisation characteristics of the incident field. 

According to the law of reflection and the law of transmission, the angles of 

the reflected and transmitted rays are related to the incident angle as 

fol1o\\'s: 

(4.14) 

(4.15) 

where £1 and £2 arc the complex permittivit.y of medium 1 and medium 2. 

respectivcl~': III and 112 are the permeabilit~· of each medium. ' 

4.6.2 Reflected and Transmitted Fields 

The complex reflection coefficient is defined by the ratio of the reflected 

to the incident electric-field strengths and the complex transmission 

coefficient is defined by the ratio of the transmitted to the incident electric

field strengths. As discussed above, it is convenient to decompose the 

incident wave into TE and T:\1 components whose reflection coefficients can 

then be calculated in a straightforward manner. The total reflected field is 

the sum of the reflected TE and TM waves. Assuming medium 1 as free 

space and medium 2 as a dielectric with complex relative permittivity 

£ and unit" relative permeability (/1, = 1), the Fresnel reflection coefficient , . 
for both polarisations is given by [65] 
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~ = cosO, - ~iT - sin
2 

0, 

I cos 0, + ~ i,. - sin 2 0, 

R = iT cosO, - ~fT - sin
2 e; 

.L ir cose, + ~fr - sin2 e, 
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(4.16) 

(4.17) 

It is seen that the reflection coefficient is a function of the complex 

permittivity of the object that the signal rays encounter. Other factors 

affecting the reflection of the signal are the angle of incidence and the 

relative polarisation. Effects of the reflector on the propagating wave are 

different for the two polarisation components of the incident wave. 

In reality, a building structure has a finite thickness such that when a 

ray i~ transmitted through a building structure, it suffers two transmissions: 

first, from the exterior medium to the structure and, secondly, from the 

structure to the exterior medium. Similarly, the reflection phenomenon in a 

structure of finite thickness is different from that in an interface between 

t\YU media. as given in Eqs. (4.16) and (4.17). Hence, to be coherent, when 

the structure thickness is Gonsidered in the transmission effect, the 

reflectiom must also be treated considering the finite structure thickness. If 

a building structure consists of a few layers of materials. the interaction 

between the propagating wave with t.he structure is much more complicated. 

F or the purpose of characterising the building structures as simple and 

accurate as possible, we describe any structure in the database as a single

or multi-layered material with specific dielectric parameters and thickness 

for each layer. Each layer in the material is ~ssumed homogenous, i.e., the 

dielectric parameters are constant within the layer. Because tpe incident 

angle fJ, of a propagating wave can be any value between 0' and 90c
, the 

wave-transmission matrices method [24] used in Chapter 2 is not applicable. 

Kong [67] has studied the reflection and transmission mechanisms of a 

multi-layered material for incident waves at any angles. Formulas for the 

derivation of these coefficients are given in Appendix B. 
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In the local ray-fixed coordinate system, the incident, reflected and 

transmitted fields are decomposed into two polarisation components and 

can be written as 

(4.18) 

(4.19) 

( 4.20) 

';Vith the reflection and transmission coefficients derived above, the 

reflected and transmitted fields can be expressed in the local-ray fixed 

coordinate system as 

E.~ = IRoi 
E~ 

l -

rEI; TI 

lE~ 0 

o 1 E/ (Q')I 1 -Jkl·H) --·e 
Rc-. E~ (Q,) s + s' . 

, J 

(4.21) 

o E' (Q )1 
! I j 1 'jk\.<+.,·) -_·c 

T.l E~ (Q,) S + 09' • 
( 4.22) 

where 8 is the distance from the source point to the reflection point and s' 

is that from the reflection point to the observation point. The term 

1 / (8 + 8') is t he spreading factor for spherical wave incidence on the 

boundar~', accounting for the energy losses as the ray propagates. The 

reflected and transmitted fields also can be expressed in dyadic form as 

E' = E' . R_1_, e -A'H) 
s+s 

Et = E' . T _1_, e - jl(.+ ... ) 

s+s 

where the dyadic reflection and transmission coefflcients are given by 

UNIVERSITY OF LIVERPOOL 

R = e;leilR,; + e~ e.i RJ. 
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Tracing rays in 3D space using a global coordinate system requires that the 

reflection and transmission coefficients of the propagating field must be 

represented by 3 x 3 matrix, if the polarisation of the field is included. The 

components of the matrix sometimes are difficult and time-consuming to 

compute. With the local ray-fixed axis coordinate, the dyadic reflection and 

transmission coefficients are reduced to a 2 x 2 matrix, hence simplifies the 

computation. 

4.7 The Uniform Theory of Diffraction 

In addition to reflection and transmission, diffraction is another basic 

propagatioll mechanism which governs radio propagation with surrounding 

structures. The diffracted waves resulting from an obstructing structure are 

present throughout the space and even behind the obstacle (shadow 

regions), giving rise to electromagnetic fields around -the obstacle, whether 

m not a linc-of-sight path exists between the Tx and Rx. 

The GO is incapable of predicting electromagnetic fields in the shadow 

regions, and therefore is inaccurate in these areas. Because electromagnetic 

field;; have to be smooth everywhere and the discontinuities across the 

shadow boundaries does not occur in nature, the failure of the GO to 

predict correct fields in the shadow regions is a serious shortcoming. The 

geometrical theory of diffraction (GTD) has been developed [73] by Keller 

in an attempt to compensate for the shortcoming of the GO. By adding 

diffracted rays Keller succeeded in correcting the deficiency in the GO 

which predicts zero fields in the shadow regions. However, his approach still 

had shortcomings where the diffracted fields become singular in the 

transition regions surrounding the shadow boundaries, i.e., the predicted 

diffracted fields adjacent to the shadow boundaries becomes infinite. Based 

on the GTD, Kouyoumjian and Pathak [74] developed the Uniform Theory 
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of Diffraction (UTD) for high frequency radio propagation. They had 

performed an asymptotic analysis and found that, by multiplying the 

diffraction coefficients by a transition function, the diffracted fields remain 

bounded across the shadow boundaries. The form of the transition function 

is such that it approaches zero at the same rate as that at which the 

diffraction coefficients become singular across the shadow boundaries, so 

that the resultant diffracted fields remain bounded across the shadow 

boundaries. Thus, a ray-based uniform diffraction theory has been 

successfully developed for calculation of the diffracted field everywhere in 

space. as long as the incident fields are ray optical and reflection and 

diffraction events can be considered as local phenomena, which is valid at 

high-frequenc~' radio propagation. 

4.7.1 Edge-Fixed Coordinate System 

Fig. 4.18 shows a typical scenarIO of edge diffraction phenomenon. 

where Qd denotes the diffraction point at. the edge. The concept of the 

diffraction cone is also illustrated in the figure. A ray is incident at an angle 

3;, with respect to the edge and consequently generates the diffracted rays 

which form a cone with half-angle /30 ' where ;3;, = /3() due to the law of 

diffraction. One incident ray thus will results in an infinite num.ber of 

diffracted rays lying on the diffraction cone. In general. since the diffraction 

mechanism radiates the energy in all directions, the diffracted field strength 

attenuates rapidly with distance. At the point of· diffraction, we define a 

unit vector e tangential to the edge. The incident ray propagates in the 

direction d~fined by the unit vector of s' and the diffracted ray propagates 

in the direction defined by s. s' and s are the distances from the source to 

the diffraction point and from the diffraction point to the observation point, 

respectively. The diffraction angle /3~ can be found as 
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sin (30 = I s' x e I = I s x e I (4.27) 

Given the direction of propagation of the incident ray and the position 

of the observation point, the diffraction point thus will be the point on the 

edge that satisfies Eq. (4.27). It is noted that in the case where (30 = 900 
, 

the incident ray is perpendicular to the edge and the diffraction cone 

degenerates to a disk. It is customary to label the two faces of the wedge 

the (}-face and n-face, respectively. The wedge is assumed to have an 

interior angle a that is related to the parameter n by a = (2 - n) 7r 

When Q = To / 2, i.e. n = 1.5, the wedge has a right interior angle and is 

considered as a general case in indoor environments where an edge is 

formed by two structures perpendicular to each other. 
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F igur 4. 1 Geometry and t he edge-fixed coordinate system for liTD ap plication . 

imilar to he local ray-fixed coordinate system used for t he calcu la tion 

of t he dyadic reflection and t ransmission coeffi cients, t he edge-fixed 

coordinate sy tem is used here for calculation of the d iffraction coefficient . 

The edge-fixed coordinate system is also shown in F ig. 4. 18. The edge-fixed 

plane of incidenc is defined as t he plane containing e and s' . T he 

diffmcted field components then are parall el and perpendicular to the edge

fix d plane of diffraction which is defined as the plane containing e and s. 
In the edge-fixed coordinate system , an arbi t ra.ry polarised incident fi eld is 

decom posed into /J~ and ;P' components and t he result ant diffracted field 

into /30 and cp component , respectively, where 

(4 .2 ) 

(4 .29) 

( 4.30) 

(4.31 ) 

Thus, field which lie in t he edge-fixed planes of incidence and diffraction 

will be /J~ and /30 polarised , respectively, wherea fields perpendicular t o 
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the edge-fixed planes of incidence and diffraction are (/;' and ¢ polarised, 

respectively. cp' and cp in Fig. 4.18 are defined as the incident and 

diffracted angles in a plane perpendicular to the edge measured with respect 

to the o-face. The components of s· and s which lie in the plane 

perpendicular to the edge are given by 

s;=ls'-(s'.e)el 

St=ls-(s.e)el 

(4.32) 

( 4.33) 

Let the unit vector tangential to the o-face be to = no x e , where flo 

denotes the unit vector normal to the o-face at Qd' It is noted that the 

direction of c should be such that to points towards the o-face, as shown in 

Fig. 4.18. Using Eqs. (4.32) and (4.33), two unit vectors lying in the plane 

perpendicular to the edge are defined as 

The angles Q and ¢ are therefore given by 

q)' = 7f - [7r - arccos ( -s; . to)]' sgn (-s; . no) 

cb = 7r - [7r - arccos (-St . to)]' sgn(-sf . iio) 

where sgn (x) is a sign function. 

4.7.2 Diffracted Fields 

(4.34) 

( 4.35) 

(4.36) 

(4.37) 

In analogy to the definitions of the reflection and transmission 

coefficients, the diffracted fields from an edge can also be decomposed into 
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soft (perpendicular) and hard (parallel) polarisations, l.e., D" and D" , 

respectively. l\1cNamara [54] has studied the diffraction mechanisms of a 

wedge for incident waves at any angles. Formulas for the derivation of the 

diffraction coefficient are given in Appendix C. 

In the edge-fixed coordinate system, !3~ and /30 ' polarised fields are 

associated with the soft diffraction coefficient D" whereas ¢' and ¢ 
polarised fields are associated with the hard diffraction coefficient Dh • The 

incident and diffracted fields can be written as 

E' = Ea', /3~ + E',¢' 
o ," 

(4.38) 

( 4.39) 

'With tlw diffraction coefficient derived above, the 3D laD diffracted fields 

from an edge can be expressed in the edge-fixed coordinate system as 

( 4.40) 

where the square-root factor is the spreading factor for spherical ,yave 

incidence on an edge [65]. Using the edge-fn::ed coordinate system, the 

diffraction coefficient reduces to a diagonal 2 x 2 matrix. Eq. (4.40) can be 

expressed in dyadic form as 

(4.41 ) 

where the dyadic diffraction coefficient is given by 

( 4.42) 

These equations for the diffracted field around corners are 

straightforward to implement in computer programs. For the case of double 

wedge diffraction, the diffraction coefficient is extended to solve the 

problem [68]. 
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4.8 Field Strength Computation 

For a valid ray from the Tx to Rx, the path length and the associated 

time delay are computed based on the information on the Tx position, the 

Rx position, and all the ray's interaction points on facets or edges. At each 

intersection point, the incident field is decomposed into components parallel 

and perpendicular to the incident plane. The electromagnetic field 

propagation is then evaluated in terms of a plane wave undergoing 

reflection. transmission or diffraction. The resultant field is computed using 

the corresponding dyadic reflection, transmission or diffraction coefficients 

which are calculated based on the elcctrornagnetic properties of the 

intersecting facet. or edge. By the multiplication of these processes at all 

intersectioll points encountered by the ray, we obtain the complex 

polarisation components (of different magnitude and phase) of the field 

associat('d with the valid ray "'hich arri\'es at the Rx. Mathematically. the 

complex received field amplitude E" of the nth ray arrivJng at the Rx can 

be expressed as 

( 4.43) 

where a" represents the complex transmitted signal amplitude (V); t" IS 

the radiation patterns of both the Tx and R-x in the direction of ray; R) IS 

the complex reflection coefficient for the jth reflection: Tk is the complex 

transmission coefficient for the kth transmission; D, is the complex 

diffraction coefficient for the lth diffraction with a spatial spreading factor 

A,(s',s); and e-Jkd,. is the propagation phase factor for the ray path length 

With the information on each ray's complex polarised field at the Rx, 

the total received field is the summation of these time-delayed contributions 

from all different rays arriving from different directions. The contribution to 

the total field associated with each ray is evaluated in terms of the electric 
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field vector at the Rx, and the received field computation is implemented 

using 3D vector analysis with each ray being considered individually. There 

are two types of summation generally used for the radio chailnel modelling. 

One is referred to the vector summation; and the other is referred to the 

power summation. In the vector summation, each received field is 

decomposed, using a common Cartesian coordinate system, into a triad of 

complex components Ex , Ey , and Ez . The total received field Etnt is 

obtained by adding all respective components of each ray. Mathematically, 

assuming N rays arrive at the Rx, the received field vector can be 

expressed as 

(4.44) 

where ii" a" and a, are unit vectors in the X-, y- and z-axis direction. The 

corresponding received field strength can therefore be given by 

(4.45 ) 

III the power summation, the received field strength Etot is obtained by 

adding the individual field strength of each ray as 

Eto, = t E. = t ~ IEII 12 + IE.y 12 + IE., 12 
.;1 ,=1 

( 4.46) 

In the vector summation process, the electric fields associated with 

indiyidual rays arriving at the Rx are vectorially combined to yield the 

received field, and hence can account for the fast-fading phenomenon. In 

the power summation, the vectorially combined field is smoothed out by 

adding incoherently the field strength of each ray. Thus, it is used to 

account for the received field in wide-band systems, in which the received 

field strength is simply the sum of the field strength of each multipath 

component. \Vhen amplitudes of individual multipath components are 
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uncorrelated, or phases of individual multipath components are independent 

and identically distributed over [0, 27f), the average received signal strength 

over distances of a fe"- wavelengtlis for a narrow-band signal is equivalent 

to that for a wide-band signal [9]. Thus it is seen that the received local 

ensemble average signal strength of both narrow-band and wide-band 

signals are equivalent. This equivalency has been observed well in indoor 

signal measurements [69.70], while in outdoor environments the power 

summation is sometimes less accurate to represent the local average signal 

strength for narrow-band signal [71] and the vector summation is generally 

preferable, particularly in LOS conditions. Theoretical analysis [72] has 

shown that the power summation gives a sufficiently good approximation of 

local mean signal strength for narrow-band signal in complex environments. 

4.9 Summary 

Ray tracing represents the high frequency limit of the exact solution for 

electromagnetic fields based on GO jlTTD theor~' and can give quick 

approximate solutions when the exact solution cannot be found. It is a 

physically tractable method of predicting radio propagation in complex 

environments. In this chapter, the procedures of developing our indoor 3D 

ra~--tracing program are described. A brief description and the hierarchy 

charts of the programme codes are given in Appendix D of this thesis. 

l~sing thc image method and the illumination zone concept, a new ray 

tree algorithm has been developed to identify all possible Tx-to-Rx rays. 

This algorithm is based on the projection of a 3D scenario into 2D planes, 

and is capable of supporting all structures in 3D space. It works by 

generating an image tree for each base station location, considering all 

environmental structures in a given area as reflectors. By searching the ray 

tree, all valid rays from the Tx to Rx are traced and determined. The 
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algorithm has been demonstrated to significantly improve computation 

efficiency of the ray-tracing model, particularly when complex scenarios are 

sinlulated. 

Our ray-tracing model implements direct, reflected, transmitted, and 

diffracted waves represented by the rays. Each propagation mechanism is 

treated separately. At each reflection/transmission or diffraction point, the 

local ray-fixed coordinate system or the edge-fixed coordinate system is 

used. together with appropriate dyadic reflection/transmission or diffraction 

coefficients. Complex, vectorial field components are computed based on the 

GO /UTD. The total received field is determined by combining individual 

contributions. The model incorporates 3D antenna radiation patterns, plus 

the electromagnetic fields at any point in the space are computed using 3D 

vector mathematics. This feature can provide comprehensive information on 

the radio channel, not only the field strength but also polarisation 

characteristics. The 3D ray-tracing prediction tool developed can be used in 

the performallce analysis and design of radio communication systems. 

UNIVERSITY OF LIVERPOOL 



Chapter 5 Indoor Ray- Tracing Simulations 139 

Chapter 5 

Indoor Ray-Tracing Simulations 

5.1 Introduction 

A 3D ray-tracing model for the prediction of indoor radio-propagation 

has been described in the preceding chapter. The ray-traCing algorithm 

traces the multipath ray propagations from the Tx to the R'{ for a given 

building database, and computes the field strength of each ray from the 

obtained path profiles, followed by total field strength computation. In this 

chapter, the results of simulations performed 011 various scenarios using the 

ray-tracing model are presented and discussed. In section 5.2,the prediction 

accuracy of the model is assessed by comparisons between OW simulation 

results and the published data or measurement data. Its ability to' model 

the reflection, transmission and diffraction mechanisms is evaluated. Section 

5.3 presents the effects of the number of reflections included in the ray

tracing model. The number of reflections affects not only the simulation 

accuracy but also the computation efficiency of the model. Proper selection 

of this value is addressed in this section. Section 5.4 presents the results of 

simulations performed in the building of Department of Electrical 

Engineering and Electronics. Some statistical characteristics of the radio 

channel are extracted. Section 5.5 describes the development of a simplified 

UNIVERSITY OF LIVERPOOL 



Chapter 5 Indoor Ray- Tracing Simulations <;, 140 

ray-tracing model, which offers an improvement in the efficiency of the 

standard ray-tracing model, whilst retaining good prediction accurac;:y in 

comparison with empirical approaches. 

5.2 Model Evaluation 

In order to assess the performance of our ray-tracing model, the 

prediction results from the model incorporated with specific database should 

be compared ,yith available information, either from other published 

simulation results or from field measurements. Three comparisons in path 

loss (PL) prediction between our model and other simulations/measure

mcnts are prel-'ented in this section to access the accuracy of our ray-tracing 

model. 

5.2.1 Reflection Mechanism Validation 

In [75], Chen used a ray-launching model to simulate the radio wave 

propagation inside a straight corridor scenario. In his simulation, a corridor 

,vas oriented ill the x-axis direction with a cross section of 4 m x 3 m. 

The corridor ,vas composed of two 25 -em-thick sidewalls and 13 -em-thick 

cciling and floor. The sidewalls were assumed as dielectric slabs with c,. = 6 

and (J = 0.02 s/m; and the ceiling and floor were assumed as reinforced 

concrete modelled by a dielectric slab with cr -= 4 and (J = 0.02 s/m 

backed by a perfectly electrical conducting plate. The Tx was located inside 

the corridor at position [xp yp Zt] = (0, 2, 2.85) . The Rx was originally 

located at. (5, 2, 1.8) and then moved in the x-axis direction a\Vay from the 

Tx. Both the transmitting and receiving antennas were assumed as electric 
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dipoles operating at 1.0 GHz. Fig-. 5.1 (a) shows the simulated PL versus 

the Tx-Rx distance from Chen's model. In comparison, the simulation result 

from our ray-tracing model is shown in Fig. 5.1 (b). It is found that the PL 

predicted from our ray-tracing model compares favourably with Chen's 

result. 

I , 
, I I 

.. ----- .. --_ .. _----....... -_ ... -- ..... -----.. ----
I I I I I I 
I I I t I I 
I I' I L 

.... ----.-----.. ----~----- .... ---
I I I I I , 

Zt(m) 

(a) 

DlStance(m) 

(b) 

.... _j.- Onet~-I ·· .. ··1 
: -:- T ...... : .. 1 

..... ~ .... ~ .. :~. 
~'l 

Figure 5.1: Predicted PL in a corridor scenario: (a) from the simulation in [75]; (b) 

from our ray-tracing model. 

III this scenario, multiple reflections from the ceiling, floor and sidewalls, 

along with the direct ray between the Tx and the Rx, are the principle 

mechanisms governing the radio wave propagation. It is observed that at 

most Rx locations the predicted received signal strength is higher than that 

under free space condition. This is due to waveguide effects within the 

corridor. as the propagating waves are reflected back from the surrounding 

walis, ceiling and floor. The large variation in the predicted received signal 

envelopes is caused by interference of the multipath incoming rays. The 

frequency of this variation is seen to decrease as the Rx is moved away 

from the Tx. This is due to the reduced rate of change in the differential 

path lengths between the direct ray and the reflected rays as the Tx-Rx 

distance is increased. 
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5.2.2 Diffraction Mechanism Validation 

In [76], Chen used a ray-launching model to simulate the radio wave 

propagation inside a rectangular room with a metallic closet. In this case, 

the metallic closet will produce strong reflection from its surfaces and 

diffraction by its edges. Fig. 5.2 shows the layout of the scenario. The room 

was 21 m X 10 m x 3 m in dimension, composed of four sidewalls, a floor 

and a ceiling. The constitutive parameters of these structures were the same 

as in the previous example. A 0.6 m wide, 7 m long and 2 m high metallic 

closet was located in the middle of the room. The Tx was located at 

(3, 2, 2.5). The Rx was originally located at (5, 8, 1.5) and then moved in 

the :n-axis direction along the route designated by a dash line in the figure. 

Both the transmitting and receiving antennas were assumed as electric 

dipoles operating at 1.0 GHz. Torres [77] also simulated the wave 

propagation in this scenario. The simulated PL versus the Rx location from 

their models are shown in Fig. 5.3 (a), in which Torres's simulation result is 

upper-shifted 15 dB for clear comparison \vith Chen's result. The 

simulation result of our ray-tracing model is shown in Fig. 5.3 (b). Clearly, 

our simulation result is in good agreement with Torres's result. However, 

the result from Chen's model is slightly different, which can be explained by 

a consideration of different propagation medium properties assumed in his 

model. In [76], Chen introduced a small loss into the medium in the room 

with E, = 1- jO.005 , whereas in Torres's and our models the medium in the 

room was assumed as non-lossy medium with Er = 1. 

It can be concluded from Fig. 5.3 that before the Rx is moved across 

the metallic cabinet, the direct path between the Tx and Rx exists and 

plays a significant role in wave propagation. In this region, the strength of 

diffracted rays by the edges of the cabinet is generally more than 10 dB 

lower than that of the direct ray. In contrast, multiple reflections from the 

sidewalls, floor, ceiling and surfaces of the cabinet, interfere with the direct 

ray either constructively or destructively and cause the fast-fading 
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phenomenon at the received signal envelopes. Direct path and multiple 

reflections are the dominant propagation mechanisms in this region. When 

the Rx is passed over tlie cabinet where the direct. path is blocked, the 

diffracted rays contribute more significantly to the received signal. In this 

region, diffraction by the edges of the cabinet and multiple reflections are 

the dominant propagation mechanisms. 

E 

~ ~;;-;-;~;---- ~1-------------------> 
:= 

X-Axi, t-

.. ' I. 5 III 

'* m_ii~V Tx (3, ~. 2. oJ o. ii 

II J 
III 

21 m 

Figure 5.2: Layout of a rectangular room with a metallic closet where the 

simulation was performed by Chell [76] and Torres [77]. 
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Figure 5.3: Predicted PL in a rectangular room with a metallic closet: (a) froIll 

the simulations in [76J and [77]: (b) from our ray-tracing model. 
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5.2.3 Transmission Mechanism Validation 

As a third example, we investigate the wave propagation through 

building structures. Horikoshi [78] measured the wave penetration through 

a building exterior wall at 1.29 GHz. Fig. 5.4 shows the layout of an empty 

room where the measurement was conducted. A room of 16 m x 6 m was 

illuminated by a Tx at distance of 888 m away from the exterior wall and 

incident at an angle of 3° off the normal of the wall surface and the route 

of the Rx movement was 1 m behind the exterior wall, illustrated by 0102 

in the figure. The exterior wall of the room was covered with four metal

framed windows and three concrete posts which separated the windows. All 

other sides were made of concrete walls and wooden doors. The concrete 

posts and sidewalls had the same dielectric properties, with the thickness of 

the post being twice that of the sidewall. A vertically polarized Vagi array 

of 23 elements and a standard dipole antenna were used as the 

transmitting antenna and reCelVll1g antennas respectively III the 

measuremen t. 

In [79], 'Wang used a ray-launching model to simulate the wave 

propagation in this scenario. A vertically polarised half-wave dipole was 

assumed as the transmitting antenna instead of the Vagi array in the 

simulation. The measured and simulated PL are shown in Fig. 5.5 (a). 

Wang's ray-launching model only considered reflection and transmission 

mechanisms, and the diffraction effects of the window frames were not 

included. Instead, the FDTD method was applied to compute the wave 

propagation from the window frames and the concrete posts. Wang claimed 

that the hybrid model based on the ray-launching method and the FDTD 

method yielded better prediction accuracy. It is seen in Fig. 5.5 (a) that the 

result from the ray-launching model shows a rather smooth signal variation 

because of the GO approximation, and the result from the hybrid method 

can reproduce the fast-fading phenomenon observed in the measured signal 

envelope. Fig. 5.5 (b) shows the predicted PL from our ray-tracing model, 
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displaying the simulation results from the ray-tracing model with and 

without the inclusion of diffraction effects. In [78], the dimension of the field 

strength of the measured data was not clear and the antenna factors were 

unknown, therefor:e we can only compare the relative strength of the 

received signal and its variation. 

The prediction results from our ray-tracing model are in reasonably 

good agreement with those from Wang and Horikoshi. It can be seen that 

the concrete posts result in excessive penetration loss when the R.x is 

located behind them. The results from our model also suggest that the fast

fading phenomenon at the received signal envelope can be reproduced by 

the inclusion of diffraction effects of the window frames. Yang [80] also 

compared the prediction results from his ray-launching model with the 

measurement results, but the diffraction effects were neither considered m 

his model. A relatively smooth signal variation, due to the exclusion of 

diffraction effects, was obtained. As discussed in Chapter 3, the ray

launching method has the inherent difficulty of computing the diffraction 

by edges. 
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Figure 5.4: The scenario of a concrete room: (a) side view; (b) top view. 
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Figure 5.5: Predicted PL of the wave penetration through exterior walls of a room: 

(a) from the measurement in [78] and the slInulation in [79]; (b) from our ray

tracing model. 

5.2.4 Comparison with Field Measurement Data 

As the last validation example, we compare the results from our model 

with those from the measurements conducted by Zheng [81] in a laboratory 

on the fourth floor in the building of Department of Electrical Engineering 

and Electronics. Fig. 5.6 shows the layout of the laboratory, which has 

horizontal dimensions of 23 m x 8.5 m and a height of 3.4 Ill. The 

laboratory is covered with two sidewalls having large glass windows and 

two internal walls in conjunction with other laboratories. Cabinets, 

workbenches and experimental equipments are the major furniture in the 

laboratory. In the measurement, the Tx was located in the middle of the 

laboratory at 2 m high above the floor. The Rx was located 2 111 high above 

the floor and moved in the passageway along the designated route shown in 

the figure. Two vertical discone antennas were used for the Tx and Rx. The 

measurements were conducted at both 815 MHz and 1.8 GHz. In the 

simulation, we only include the large cabinets and workbenches in the 

database, excluding other small furniture such as experimental equipments 
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and chairs, etc. The measured and simulated PL versus the Tx-Rx distance 

at both frequencies are sho~n in Fig. 5.7. 
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Figure 5.6: Layout of the laboratory where the field measurements were 

conducted by Zheng [81] . 
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Figure 5.7: Measured and predicted PL at: (a) 815 :t-.IHz: (b) 1800 ;'.fHz. 

Reproduction of the measured signal levels is impossible, since a lot of 

assumptions have been made in the simulation due to the lack of accurate 

structure information and the neglect of small furniture. However, Fig 5.7 

shows that the simulation results can follow the trend of the measured P L 

profiles. There is a good general agreement between the predicted and 

measured signal strengths, particularly if a running mean of the experiment 
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data is considered. It is noted that most of the laboratory equipments are 

covered with metallic cases which can cause significant signal scattering. 

The scattering yields significant fluctuation at the received signal, but has 

an insignificant effect on the mean signal level. At some distances, the 

fading is not correctly predicted and this can be partially attributed to the 

fact that the equipment features were not included in the database. Also 

can be seen from the figure is that the fast-fading pattern of the received 

signal strength at 1.8 GHz is more rapid than that at 815 MHz. The phase 

difference between two arbitrary arriving rays is much greater at 1.8 GHz 

than that at 815 ;\fHz because of the shorter wavelength. Consequently, the 

vectorial summation of all arriving rays results in more rapid signal 

fluctuations at 1.8 GHz than those at 815 I\IHz. The same trend of fading 

phenomenon is observed in measurement conducted in a laboratory at 893 

:MHz and 37.2 GHz [82]. The path loss exponents reported from the 

measurement were 1.65 and 1.80 at 815 :\IHz and 1.8 GHz, respectively. 

The predicted exponents from our silllulations were 1. 69 and 1. 76 at these 

two frequencies. 

5.3 Effects of the Number of Reflections 

Because the ray-tracing model is based on a ray approximation 

technique which considers every ray originated from the Tx to the Rx, the 

prediction accuracy of the model is dependent on the number of rays that 

has been taken into account. Since a ray can propagate by reflection, 

transmission, diffraction and a combination of them, possible rays 

originated from the Tx to the Rx are uncountable, even for a simple 

scenario. This can be illustrated in the development of a ray tree. In theory, 

any ray tree can have an infinite number of levels accounting for all possible 

rays from the Tx to the Rx. The number of levels of a ray tree corresponds 
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to the number of reflections that has been taken into account and a limited 

number of levels have to be considered for developing a ray tree. 

As expected, prediction accuracy Increases with the number of 

reflections included in each ray path. However, the computation time 

increases exponcntially with the number of reflections considered. Thus it is 

critically important to understand the minimum number of reflections 

which needs to be included for achieving the desired level of accuracy and 

for reducing the computation complexity. In reality, the radio signal 

strength diminishes rapidly wit.h the number of building structures 

encountered. i.e., rays cxperiencing high reflections have very little 

contribution to the overall r<cceived field strength. Including these rays in 

the ray-tracing process offers little improvement in the prediction accuracy. 

\Nhen solving electrolllaglletic waVE' propagation by ray-tracing methods, it 

is helpful to only take into account rays which have significant 

contributions to the overall reccivcd field strength. This is part of the 

inevitable trade-off between accuracy and computation complexity. So far, 

it seems that 11 consistent conclusion has not been reached yet on how many 

multiple reflected rays should be included for accurate predictions by a ray

based model. ~loreoyer. its effects on prediction accuracy of channel time 

domain parameters hayc not been studied. In this section, we quantify the 

prediction accurac~' and the computation time for our ray-tracing model. 

This is performed by comparing results of predictions of both narrow- and 

wide-band channel parameters including different number of reflections. 

The necessary number of reflections N is determined by two factors: 1) 

when ray strength falls below a specified threshold and 2) when the received 

field envelop converges. \VhCll including N reflections, the ray-tracing 

model accounts for all rays that experience up to and including N 

reflections on their journey to the Rx. To simulate the effects of the value 

of N on prediction accuracy of our model, the Tx was located at 

[xp YP Ztl = (10.0,5.0, 13.2) on the third floor of the Electrical Engineering 

building, while the Rx was moved along two routes on the same floor, 

corresponding to the LOS and NLOS cases, respectively. 
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In the LOS case, the Rx was moved from [xr, Yr, zr] = (15.0, 5.0,11.8) to 

(25.0, 5.0, 11.8) for a total length of 10 m, while in the NLOS case the Rx 

is moved from [xr, y,., zr] = (15.0, 20.0, 11.8) to (25.0,20.0, 11.8). Figs. 5.8 

and 5.9 show the predicted PL and RMS delay spread (T rms) against the 

Tx-Rx distance in the LOS and NLOS regions, respectively. Power 

summation of multipath rays is used instead "of the vector summation in 

order to remove the effects of the fast-fading. Contributions of the 

components experiencing different number of reflections to the overall 

received signal strength are clearly observed. In PL prediction, N = 0 

refers to the case that only the direct ray between the Tx and the Rx has 

been taken into account. In T nll., prediction however, at least one reflection 

has to be included in the simulation. It is observed from the figure that 

both the predicted PL and T,m. tend to converge as the value of N is 

increased. 

Prediction accuracy of the mean values of both parameters is quantified 

by calculating the errors between the simulated mean values with different 

value of N. This is illustrated in Fig. 5.10 for both- LOS and NLOS cases. 

The label in the horizontal axis refers to the error level using different 

values of N. For instance, the error level Err10 in PL prediction is defined 

as the difference between the predicted mean PL including the direct ray 

and the first-order reflected rays and that including the direct ray only. The 

definition of error level corresponding to Trill' prediction is the same, but 

the first level is Err21 . It is seen that essentially the average of the 

prediction error is decreased monotonically as the number of reflections is 

increased. The prediction error of PL in the LOS region is smaller than 

that in the KLOS region. For instance, the observed mean PL error 

between prediction including direct ray only and that including direct ray 

and four reflections is 2.9 dB in the LOS region and this error is increased 

to 6.4 dB in the ~LOS region. This is due to the fact that in the LOS 

region the direct ray has dominant effect on the received signal strength. 

The reflected rays and consequently, the number of reflections, have less 
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significant effect on the prediction of overall received signal strength. 

Meanwhile. small errors (less than 1 dB) in the predicted path loss are 

observed when going from three to five reflectionS'in both regions. This 

indicates that three reflections are enough in PL prediction. On the other 

hand, the prediction error of T"ns is large for small number of reflections 

included. The predicted mean T mu when including one reflection is 8.49 ns 

in the LOS region and 11.67 ns in the NLOS region, respectively. Upon 

comparing the predicted error shown in Fig. 5.10 (b), it is noted that errors 

of 4.84o/c, and 8.39% are generated when decreasing the number of 

reflections from four to three in the LOS and ~LOS regions, respectively. 

This indicates that even three reflections are sufficient for predicting PL. 

more reflections are necessary to be included for accurate prediction of T rms . 

This is due to the fact that T""" is dependent not only on the strength of 

indiyidual incident ray, but also on the time-delay characteristics of the 

rays, Therefore. T "". is more site-dependent with respect to PL. Comparing 

the predicted error arising from the inclusion of four instead of five 

reflections. figures of 0.36% and 3.81% are obtained in the LOS and NLOS 

regions. respectively. This indicates that four reflections are sufficient for 

prediction of channel T,m.· 
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Figure 5.8: Predicted PL and T rm.o in the LOS region. 
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Figure 5.10: Error of the predicted PL and Tn", with different number of 

reflections. 

As discussed in the preceding chapter, the computation time of the ray

tracing algorithm increases exponential with the number of reflections 

included in the model. It is also found that the computation time is 

relatively constant for different Rx locations on one floor. Fig. 5.11 shows 

the average computation time of the above simulations at a single Rx 

location. In view of the computation time for four reflections and for five 

reflections, it is found that the enhancement of prediction accuracy of 

within 1 dB for PL and 5% for T "'''.' in both the LOS and NLOS regions 

can be achieved, at the cost of the computation time rising from less than 5 
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seconds to more than 30 seconds. This insignificant improvement in 

prediction accuracy does not justify the additional computation time 

required, particularly for complex scenarios with large number of structures. 

On considering all the comparisons made above, four reflections are deemed 

to be sufficient for predicting both P Land T rm.< in all scenarios. 

Number of reflectIOns 

Figure .5.11: The computation time versus the number of reflections included in 

the ray-tracing model. 

5.4 Indoor Simulations 

5.4.1 Simulation Configurations 

The increasing demand for the deployment of wireless communication 

systems with the advert of 3G mobile systems, has prompted further 

investigations of indoor radio channel in the 2.0 GHz frequency band. A 

good understanding of indoor radio propagation is essential since a large 

number of channel resources and high data transmission rate are most likely 
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to be offered in these environments. This requires comprehensive 

characterisation of both narrow- and wide-band channels. Channel 

predictions using our ray-tracing model have been performed in the 

Electrical Engineering building to extract overall statistical channel 

characteristics. 

The simulations have been performed on individual floors of the 

building, where both the Tx and Rx were assumed on the same floor for 

each simulation. The floors in modern office buildings are generally 

constructed of reinforced concrete or concrete over corrugated steel panels. 

This construction seriously limits signal transmission between floors. For 

example, 26 dB cross-floor isolation was measured by Arnold [83]. 

Propagation through floors is usually important for interference studies only 

[84]. It is foreseen that typical applications are operated on a single floor. 

On the other hand, this construction does not eliminate reflections from the 

floor and ceiling. Therefore, for our simulations on each floor, only the 

building structures including the floor and ceiling in the storey are included 

in the database of the ray-tracing model. 

The Electrical Engineering building IS a typical six-storey complex 

consisting of multiple offices, lecture rooms and laboratories. The building 

has dimensions of 38.6 m x 24.5 m in the horizontal plane and 3.4 m in 

height for each storey. Due to the availability of the building geometry 

database, simulations have been performed only from the second to the 

sixth floor. On each floor, the Tx was centrally located, I.e., 

[x
t
• Yt' Zt] = (10.0,5.0, z,), where z, denotes the height of the Tx on the ith 

floor which is 2.8 m above the floor level. Fig. 5.12 shows the building 

layout of the sixth floor and the Rx locations used for the simulations, in 

which the Rx was moved along circle lines concentric to the Tx location 

with different radius r ranging from 1 m to 21 meters in 0.5 m increments. 

The height of Rx was assumed to be 1.6 m above the floor level. There were 

100 Rx locations along each circle line. For large values of r, Rx locations 

that outside the building layout were neglected in the simulations. This 

arrangement resulted in 3190 Rx locations on the floor for the simulations. 
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The same plan of Rx locations was also applied to the other floors. Typical 

half-wavelength vertically polarised dipoles were assumed for both the 

transmitting and receiving antennas. The power delay profile at each Rx 

location was computed by the ray-tracing model, from which a variet.y of 

channel parameters such as the path loss, RMS delay spread and coherence 

bandwidth are obtained. These channel parameters can provide valuable 

information for design and analysis of the wireless communication system 

which is to be deployed in the environments . 

... , ....... ". 

" \. r '. ......... --1*.~, .. -~ 
\ \ 

Tx~ ) 

/ 

Figure 5.12: Blueprint of the sixth floor and the Tx and Rx locations. 

5.4.2 Path Loss Characteristics 

On each floor, the received CW signal strength at 3190 Rx locations 

were computed to yield the PL characteristics of the floor. Fig. 5.13 (a)-(e) 

show the scatter plots of predicted PL (relative to the signal strength at 1 

m distance from the Tx), against the Tx-Rx distance on each floor. At each 

Rx location, the power summation operation is used for the computation of 

the received signal strength, leading to the average P L characteristics 

around that point. On each floor, large path loss variations of 40 - 50 dB 

arc observed for the Tx-Rx distance from 1 m to 21 111. 
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Figure 5.13: Predicted PL characteristics on each floor: (a) Floor 2; (b) Floor 3; (c) 

Floor 4: (d) Floor 5; (e) Floor 6; and (f) the PL exponents on each floor. 
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A straight line indicating the relation between the predicted PL and the 

Tx-Rx distance in logarithm scale is a meaningful way to describe the large

scale PL characteristics of the radio channel. Definition of the large-scale 

path loss is given in Eq. (3.6)~ where the path loss exponent n is the slope 

of the straight line. To extract the large-scale PL characteristics from the 

predicted PL, a linear regression is used to compute values of n from the 

simulation data in a minimum mean square error (MMSE) sense. The 

determination of the exponent n for two data sets (x,) and (y,) is given by 

[85] 
n, 

L(l:, - x)(y, - y) 
n =~'~~1~ __________ __ 

t(:r, - x/ 
(5.1 ) 

where x and yare the sample means of the data sets of set Size m, 

respectively. In "iew of the PL characteristic;; 011 each floor, it is observed 

that PL i~ generally decreased slO\dy with the Tx-Rx distance within 5 m, 

while it is decreased more rapidl~' with Tx-Rx distance greater than 5 m. 

Therefore. we emplo~'ed two regression lines to fit into the predicted PL, 

before and after 5 m. The calculated two path loss exponents on each floor 

are given in Fig. 5.13 (f), where 111 denotes the exponent in the first region 

and n2 in the second region. The calculated values of n1 are all blow 1.5. 

In contrast to the path loss exponents calculated on the second to the 

fourth floors, the values of n1 calculat.ed on the fifth and sixth floors are 

very small resulting in nearly constant PL. This is because on these two 

floors, there are very few walls in existence wit hill 5 m to the Tx, thus very 

little variation of PL is expected ,vithin such a short Tx-Rx distance. On 

the other hand, in the second region, the PL characteristics on each floor 

appear much similar to each other with exponent n2 in the range from 3.3 

to 3.8. These results are consistent with previous measurements reported for 

other buildings [32], [83J. It is also observed that the shadowing, which is 

defined as the difference of path loss at different Rx locations with constant 

Tx-Rx distance, is generally involved variations from 15 dB to 20 dB. This 
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is due to the varying nature of particular obstructions between the Tx and 

the Rx. 

5.4.3 RMS Delay Spread versus Path Loss 

The channel RMS delay spread T .,.,,,,, defined in Eq. (3.9) is a measure of 

multi path conditions in a radio channel and is inyersely proportional to the 

maximum useable data transmission rate of n channel. It is all important 

parameter for characterising the wide-band challnel properties for digital 

wireless communication systems. On each floor. 3190 power dela~' profiles 

were processed to compute the channel T'/II,' at different Rx locations. To 

calculate Tn,,' from a power delay profile. all multipath components of 

amplitudes within 30 dB of the pcak values wcre included. 

The predicted channel T""to< characteristics on different floors are gIVen 

in Table S.1. It is found that on different floors. the mean T"", and its 

standard deviation have similar values. indicating different floors l~a\'c 

similar statistical channel TIT7!S characteristics. eycn though the detailed 

structures on each floor are different. The 90>( "alue of '171" is computed 

from the cumulative distribution function of Tn", at the probability of 0.9. 

For example, there are 90% of the Rx locations on the second floor where 

the predicted T nil" have values less than 2l.58 ns. This value indicates the 

maximum allowable Tn,.. and is regarded as the worst expected situation for 

data transmission in the environment. Our simulation results of the 

maximum T mi.' on each floor show that this value is around 20 ns. 

Table 5.1: Predicted T characteristics on each floor. 

Floor 2 Floor 3 Floor 4 Floor 5 Floor 6 

TfT",,. 
14.55 14.55 1·1.25 13.8·5 15.96 

STn (T ntIS) 4.92 4.93 3.56 3.76 4.79 

T",,, (90%) 21.58 21.03 19.01 19.03 22.15 
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The scatter plots of t he predicted T n,.. against PL on each floor are 

shown in Fig. 5. 14 (a)-(e) . It is shown t hat Tn". a nd PL are gen erally 

linearly related. The cross-correlation coefficient is a good measure of 

qua lifying the linear relation between two variables. The cross-correlation 

coefficien between two data sets (x, ) and (Yi ) is given by [71] 

m 

~(x, - X)(Yi - y) 
p (x, y) = r=::~'=~1 ======== 

t (x, - X)2t(Yj - Y/ 
(5 .2) 

,=) j=! 

The calculated cross-correlation coefficien t between the predicted T ,.." " and 

path loss all each floor are shown in Fig . 5.1 4 (f) . A high correlation 

betw en these two channel parameters is seen on t he third floor. However , 

this correlation becomes the lowest on t he sixth floor . Measurements on an 

office buildin o
rr by Ha hemi [100] indicated linear dependence of T on t he 

.. 1il1S 

path los. IIowe\'er, uncorrelated dependence between t hese two was 

ob erv d in mea urements conducted by R appaport [69]. Our simulation 

results indicaLc that the correlation between t hese t wo parameters is highly 

site-d p nden t. 
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Figure 5.14: Predicted T n. ... versus PL on each floor: (a) Floor 2; (b) Floor 3; (c) 

Floor 4; (d) Floor 5; (e) Floor 6; and (f) the cross-correlation coefficients between 

the predicted PL and T ",o> on each floor. 

5.4.4 Coherence Bandwidth versus RMS Delay Spread 

The coherence bandwidth Bc, calculated from the frequency correlation 

function defined in Chapter 3, is used to describe t he frequency selectivi ty 

of the radio channel. To simulate the Be, Fourier transforms of 3190 power 

delay profiles on each floor are performed, from which the frequency 
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correlation function is computed. At each Rx location, the coherence 

bandwidth for a correlation level of 0.9 is calculated and is referred to as 

BCO'J~.~Table 5.2 lists the statistical coherence bandwidth on different floors. 

The coherence bandwidths on different floors also show similar statistical 

values. The 10% value of BcO!) is, in contrast to the 90% value of 7 rm, , 

generally regarded as the best case, indicating the minimum coherence 

bandwidth of the environment. Our simulation results that the minimum 

Bcrn) values on each floor are above 4.0 MHz. This indicates that for the 

transmission of digital signals within the bandwidth of 4.0 MHz, the radio 

channel serves as a band-pass filter with flat frequency response. 

Table 5.2: Predicted BcOY characteristics on each floor. 

Floor 2 Floor 3 Floor 4 Floor 5 Floor 6 

BCml (MHz) 7.02 7.06 6.72 7.47 6.37 

STD (Bc()!) 2.10 2.69 1.56 2.37 1.68 

BCoft (10%) ,1. 73 4.40 5.00 4.97 4.34 

The relation between Bc and T,m.' has beell investigated and the form 

Bc = 1/ (0: . 7 nnJ, where 0: is a coefficient, was proposed [101], [102]. We 

have performed the simulations on all floors. Their relation in the form 

Bc = C 7~,~, ) \, .. here Be is expressed in (MHz) and 7,11<' in (ns) [103], was 

considered. The parameters inside the model are found by fitting the curve 

Bc = C 7;',~, to Bc - 7,ms' Table 5.3 gives the parameters found from the 

simulations performed on each floor. Since the yalues of (J for each floor are 

always less than unity, it is found that compared to Bc = 1/ (a . TnnJ , 

Bc = C 7~,~!, glves a better description of their relation. Fig. 5.15 (a)-( e) 

shows the relation between them. A log-log transformation of the pairs 

( 7 rms , Bc) was performed so that their relation becomes linear. The 

correlation between them are calculated and shown in Fig. 5.15 (f). High 

correlation between these two parameters for each floor is observed. 
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Table 5.3: Predicted parameters of C and (3 on each floor. 

Floor 2 Floor 3 

C 63.39 68.87 

(3 0. 8467 0. 8849 
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F igure 5.15: Predicted BCo!l versus Tn", on each floor: (a) F loor 2; (b) Floor 3; (c) 

F loor 4: (d) Floor 5: (e) F loor 6; and (f) the cross-correlation coefficients b etween 

logarithmic T",u and logarithmic Bc09 ' 

5.5 The Simplified Ray-tracing Model 

The ray-tracing model offers accurate pred ictions of radio propagation , 

thanks to its considerat ion of deta iled physical environments where t he 

systems are to be deployed. However , the computat ion t ime is high , 

particularly for complex environments. In contrast, t he empirical model 

offers the advantages of straightforward application and much less 

computation time but in return t he accuracy is often uncertain. In t his 

section, we describe a simplified ray-tracing model, which can be t hou ght of 

being in t he middle ground be ween t he empirical and the ordinary ray

tracing model. The objective of t he simplified model is to redu ce t he 

computation t ime of convent ional ray-tracing model wit hout sign ifican t 

accuracy degradation . 

In the mpirical approach to model t he PL characteristics, PL is u sually 

considered as t he attenuation of t he direct ray between the T x and the Rx 
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[104], [105]. The field strength attenuation caused by the intersecting walls 

is taken into account, however, the effects of signal reflections/diffractions 

from surrounding building structures are neglected1nthe model. In contrast. 

the ray-tracing model takes into account the direct ray as well as all 

reflections/diffractions from surrounding structures and takes the form of 

AI 

Fr(d) [w] = Fdlr(d) + 2: Frd(d) (5.3) 
,=1 

where p'j,r accounts for the power received from the direct ray; Frd accounts 

for the power received from all possible reflected and diffracted signals from 

the building structures, and M is the number of reflections and diffractions 

considered in the model. It is noted that the wall attenuation loss has been 

considered inherently in the first term Pd7r if the direct ray encounters wall 

intersections, and in the second term P'd if any reflected or diffracted rays 

encounters wall intersections. 

The empirical approach has inherent limitations for its application due 

to the neglect of radio propagat.ion effects of surrounding building 

structures and therefore may be inaccurate when applied to some 

environments. This is particularly true when the direct ray is blocked by a 

metallic structure. :~\'leasurements conducted in a complex building showed 

that the ernpiricaJ model cannot give accurate prediction on the channel PL, 

and the effects of the diffractions by the building structures should be 

included [110]. In our simplified model, the received power at the R..x is 

given by 

(G.4) 

where :J' is a tuneable coefficient. The idea of the simplified model IS to 

reduce the value of Min Eq. (5.3) to 1, so that the computation time can 

be dramatically reduced. As the Rx is moved away from the Tx, the direct 

ray becomes less dominant and the effects of the reflected and diffracted 

rays become more significant. This is particularly true when the direct ray 
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is heavily blocked with intersecting walls. The Tx-Rx distance d is llsed as 

a coefficient to account for such effects. 

By employing the same Tx and Rx plan as m the preceding sections, 

simulations of the PL characteristics using our simplified model have been 

performed. PL predicted by the ray-tracing model is assumed as the real 

value, whereas PL predicted by the simplified model is tuned to best fit the 

real value for each floor case. The values of x on each floor are found to be 

0.23, 0.21, 0.24, 0.22 and 0.23, respectively. The comparisons between the 

real values and those predicted using the simplified model and the empirical 

model were made. They are presented in Fig. 5.16 as scatter plots. 

Prediction errors between the ray-tracing model and the simplified model 

and the empirical model are also shown in Fig. 5.16. The prediction results 

from the simplified model are observed to a give better correlation with 

those hy the ray-tracing model, yielding a reasonably good prediction of the 

PL. Substantial improvements on the predicted PL, particularly for large 

Tx-Rx distances. are observed using the simplified model compared to the 

empirical approach. This is expected because the empirical approach does 

not take into account all reflected fields from surrounding building 

structures. 

For all Tx-Rx distances, the prediction errors generated by the 

simplified model are generally within 4 dB. In contrast, these errors 

generated by the empirical model are increased as the Tx-Rx distance is 

increased and can vary by up to 10 - 25 dB for the Tx-Rx distance over 15 

m. Since only the first-reflection from building structures is considered in 

the simplified model, the computation time of the prediction can be kept 

very low. The superiority of the simplified model over the empirical model 

is clearly seen. The reasonably good agreement between the predicted 

results verifies the ability of the simplified model to predict the path loss 

coverage. The model is shown to fit the simulations and may be extended 

to other buildings by adjusting its parameters. 
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Figure 5_ 16: Scatter plots of comparisons of the predicted PL using the ray-

tracing model with that using the simplified model and the empirical model: (a) : 

Floor 2; (b): Floor 3; (c): Floor 4; (d) : Floor 5; (e): Floor 6. 
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5.6 Summary 

This chapter reports on some simulation results of indoor radio channels 

by our ray-tracing model. The accuracy of the ray-tracing model is 

evaluated by comparing with other simulation results and field 

measurement data. Good agreement in the predicted PL characteristics 

demonstrates the accuracy of the ray-tracing model. 

When applying the ray-tracing model to any environment, the number 

of reflections needs to be carefully determined, because it affects both 

prediction accuracy and the computation time. By predicting P Land T rtns 

with different. number of reflections considered in the ray-tracing model, we 

found that setting the number to four is the optimum in terms of both 

comput.ation efficiency and model accuracy. 

Simulations of PL, T
17

"" and Bc have been performed in the Electrical 

Engineering building. Some statistics of the indoor channels are obtained. It 

is found that T
17ns 

mayor may not be proportional to P L. GOO? corr.elation 

is observed in some cases only. This is attributed to the fact that the 

channel Tn", is highly site-dependent, '" hile the P L characteristic is less. 

The relatioll between Bc and TrillS IS found to be well described by the 

model of Be = C T~~j •. 

A simplified ray-tracing model is presented for the prediction of PL in 

indoor environments. It is found that the simplified model yields better 

prediction results compared to the empirical model. Reasonably good 

accuracy "'ith low computation time can be achieved by the simplified 

model. 
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Chapter 6 

Effects of Building Parameters on 

Ray-Tracing Prediction 

6 .1 Introduction 

III thE' implementation of tbe ray-tracing modeL the building geometry 

and tilE' constitutive parameters of each building structure are employed as 

the input database. Consequently. the accuracy of prediction results froln 

the ra~·-tracing model is dependent on the accuracy of the building layout 

and the associated dielectric parameters of the building structures. An 

inaccurate database may lead to prediction errors when using the ray

tracing model for channel characterisation. To verify the degree of 

prediction inaccuracy caused by inaccurate characterisation of building 

parameters, testing the sensitivity of prediction results to different building 

parameter configurations is an effective approach. In this chapter. the 

sensitivit~· of prediction results from the ray-tracing model to different 

constitutive parameters of the building structures is studied. 

In wireless communications, radio waves experience different 

propagation modes such as transmission, reflection and diffraction from 

surrounding building structures. Effects of the above propagation mecha-
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nisms on the propagating wave are determined by the dielectric properties 

of the building structures included in the database. Therefore, to obtain 

accurate channel characteristics from the ray-tracing model, a good 

knowledge of their dielectric properties is required. However, wide 

variations of dielectric parameters of different types of building materials in 

the UHF and millimetre frequency bands are reported in literature. A brief 

summary of various dielectric parameters of materials such as concrete 

walls, brick walls, wooden panels and glass windows is listed in Table 6.l. 

Various permittivity' and' 'conductivity values are also used for other 

building materials. It should be noted that these dielectric parameters are 

heavily dependent on the exact constituents of the given material and the 

operating frequency. 

In general, there are two approaches to assigning the dielectric 

parameters of building structures in the database. One is to assign the 

assumed values of dielectric parameters to different building materials, as 

listed in the above table, in the database. Alternatively, before undertaking 

complete predictions, preliminary field measurements in some limited sites 

arc conducted. ~eanwhile, different building dielectric parameters are 

employed into a simulation model to predict radio propagation in these 

sites. Afterwards, the dielectric parameters employed in the simulation 

model are "tuned" to give the closest match bet,ween predictions and 

measurements. After the tuning process, the optimum dielectric parameters 

are then employed in the simulation model for channel characterisatioll in 

all sites [97-99]. However, the question now arises as how sensitive the 

prediction model is to the building dielectric parameters employed ill the 

database. 

To our knowledge, very limited studies on the effects of inaccuracies m 

the building database have been carried out. References [98], [107-109] 

studied the outdoor prediction with different dielectric parameters 

representing building walls, and [106] studied their effects in the indoor 

environment. In [107], both ground and building walls were assigned with 

the same dielectric parameters as cr = 15 and (j values in the range of 0 -
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7 s/m. Simulation results indicated that with cr = 15 , the signal strength is 

insensitive to the change of (j in the LOS region, whereas the signal level 

depends on (j in the NLOS region. With (j being higher than 2 slm, a 

change of c, from 10 - 15 does not produce significant changes in both 

LOS and ~LOS path loss. In [108], the simulation results in an urban 

microcellular environment indicate the insensitivit~v of the received signal 

power to the building dielectric parameters. (c, =15, (j =7 s/m) and 

( c, = 3 , a = 0.005 s/m) were used to represented for the ground and 

building walls. It was found that for a quasi-line-of-sight (QLOS) case, the 

differences of the predicted PL were less than 1 dB with cr remaining 

constant and a changed to 20 slm for the ground and 0.05 slm for the 

walls. In [98]. three set of electric parameters (c, = 5, a = 10-4 s/m), 

(C
r 

= 10, a = 10-~ s/m) and (c, = 5, (j = 2 s/m) were used to characterise 

building walls. The prediction results from a 2D model accounting only for 

building wall reflection and diffraction is compared to measured path loss in 

urban QLOS region. The compassion showed that the first configuration 

was best fitted to measurements while the other two configurations could 

give up to 20 dB discrepancies. In [109], comparison on the path loss 

prediction in a small urban city showed that c,' = 5 and (j = 10-4 slm are 

most accurate for representing building wall reflections, whereas up to 

about 10 dB error occurs when using different c" values ranging from 2 to 

10. In [106], a theoretical analysis based on waveguide model of the path 

loss inside building showed that different constitutive parameters would 

lead to different reflectivity and transmittivity of in-building structure. 

There is a lack of systematic investigation of the effects of inaccuracies 

of building dielectric parameters on the prediction accuracy, particularly for 

indoor channel predictions. Moreover, the above investigations only 

consider the effects on the channel path loss characteristics. Their effects on 

the wide-band channel prediction also need to be investigated. 
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Table 6.1: Summary of various dielectric parameters used for typical building 

materials in literature. 

Material c,. (J (s/m) Frequency (MHz) Reference 

4 0.2 1900 [41] 

9 0.1 900 & 2440 [56] 

Concrete 7 0.06 - 0.1 900 - 2440 [50] 

4 - 6 0.017 - 0.05 3000 [90] 

6.25 0.1 2400 [91] 

4.26 0.01 1800 [53j 

5 0.01 - 0.02 900 &: 1800 [80] 
Brick 

3 0.005 1823 [79] 
Wall 

8 0.016 2·100 [91] 

3.58 0.11 I 5800 [92] 

5 0.0084 2440 [93] 

1.6 0 1800 [94] 
Wooden 

3 0 900 &: 1800 [80] 
Panel 

4.26 0.01 1800 [53] 

2 0.01 1800 &: 2500 [95] 

3.0 0 1800 [94] 

3.0 0.0056 1000 [.5~ 
Glass 

3.8 - 8 0 3000 [90] 
Window 

2.5 0.1 900 [96] 

5.0 0.003 1800 &: 2500 [95] 

In this chapter, the effects of different constitutive parameters (both 

dielectric parameters and structure thickness) on the prediction results from 

the ray-tracing model are studied. For outdoor radio channel characteri

sation, building walls are assumed as a homogeneous material of an infinite 

thickness, i.e. half-space material. Prediction models usually take into 

account only specular reflections from the building walls and ground, as 

well as diffractions by the building corners. Transmission through buildings 

is assumed weak enough so as to be neglected in the prediction model. This 

assumption has been justified by outdoor channel measurements [62], [64]. 

In contrast, in indoor radio channel characterisation, each building 
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structure is modelled as a single- or multi-layered material of a finite 

thickness. Transmission through building structures is an important 

propagation mechanism for indoor radio propagation and must be 

accounted for in the prediction model. Section 6.2 presents the prediction 

results of the channel PL characteristics from the ray-tracing model in a 

simple outdoor scenario. A comparison between prediction results from the 

model employing different dielectric parameters in the database is given. In 

Section 6.3 deals with the comparison of both predicted channel PL and 

T nfl' within indoor environments. Effects of the accuracy of the constitutive 

parameters of the building structures on both narrow- and wide-band 

channel predictions are presented. 

6.2 Outdoor Predictions 

In this section, the effects of dielectric paramet(,lrs assigned to building 

walls on the outdoor channel prediction is briefly discussed, as it. is not the 

primary objective of this research. In outdoor building characterisation, 

since real building surfaces are made up of a complex pattern of windows 

and other structures with different wall materials, in the majority of the 

published work, the reflectivity of the buildings is obtained by assuming 

that the building structures are either perfect conductors or single half

space materials with assumed average E,. and a. The reflected electric field 

strengths are computed using the formulas for the Fresnel reflection 

coefficient shown in Eqs. (4.16) and (4.17) in Chapter 4. Figs. 6.1 and 6.2 

show the reflection coefficient of a half-space material against various E, 

and a values at different incident angles, where r h represents the reflection 

coefficient for the horizontal incident electric field polarisation. and r , \' 

represents for the vertical polarisation. It is shown for a constant a , 

increasing E, will result in higher reflection of the material for both incident 
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field polarisations. Likewise, the reflectivity is also increased as CT becomes 

higher. The trend of the variation of the reflection coefficient is monotonous 

with respect to the changes of both Er• and CT. 
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Figure 6.1: Magnitude of the refl ection coefficient of an infinitely t hick mnterial 

with a = 0.0 slm versus different cr values. 
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Figure 6.2 : ~Iagnitude of the reflection coefficient of an infini tely t hick material 

with c
r 

= 5.0 versus different a values. 

In an outdoor channel pred iction , we consider a simple artificial scenario 

shown in Fig. 6.3 , where nine buildings with dimensions of 40 m x 40 m x 

20 m and the ground are included in the database. Each street was assumed 

20 m wide . The Tx was fixed in t he upper street, and t he Rx was moved 

either in Route (1) or Route (2), corresponding to the LOS and NLOS 
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regions, respectively. Both the transmitting and receiving antennas were 

assumed as vertical half-wavelength dipoles. The height of the Tx was 5 m 

above the ground -;nd the Rx height was 2 m. Our ray-tracing model has 

been employed to simulate the reflections from the building walls and 

ground. as well as the diffractions by the building corners. Roof-top 

diffractions by the buildings are neglected in the simulation. The ground 

was characterised with cr = 15 and ()" = 7 , while the building walls were 

characterised with cr in the range of 4 - 8 and ()" in the range of 0 - 2 s/m. 

Employing different cr and ()" configurations of the building walls as the 

input to the database, we have predicted the PL characteristics in the two 

designated Rx routes. Although the scenario simulated is artificially simple, 

it can give some indications of the effects of different building dielectric 

parameters on radio propagation within outdoor environments. 

, 
> 

DOD 
n'tTo 

Rx---~ (2) 

DOD 
Figure 6.3: Layout of an outdoor scenario and the Tx and Rx locations. 

In the simulation of the effects of different c, configurations on the 

predicted channel PL characteristics, ()" of all building walls was assumed 

constant with ()" = 0.0, while cr of each building wall was assumed values 

of 4.0, 5.0, 6.0, 7.0 and 8.0. In the simulation of the effects of different 

()" configurations, cr of all building walls was assumed constant with 

c, = 5.0, while ()" of each wall was assumed values of 0.0, 0.5, 1.0, 1.5 

and 2.0 s/m. It has been found from the simulations performed in the LOS 
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region that the employment of different c,. and a configurations yields very 

little difference in the predicted PL. Fig. 6.4 shows the predicted average 

path loss PL when the Rx was moved in Route (1), with respect to 

different c
r 

and a configurations. As cr increases, PL is decreased slightly 

and the same trend is noted when observing the variation of PL with 

respect to a. This can be explained by the fact that in the LOS region, the 

direct ray between the Tx and Rx plays a dominant role in radio 

propagation, whereas reflections from the building walls, the ground and 

diffractions by the building corners contribute much less to the received 

signal. On the other hand, as c, or a increases, the reflection coefficients of 

building walls become higher, resulting in stronger reflected field at the Rx. 

Consequentl~', slightly lower PL at the Rx is predicted. 
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Figure 6.4: Effects of e
r 

and a on the predicted PL in Route 1: (a) effects of e, : 

(b) effects of a. 

In the ~LOS region the direct ray is blocked by the buildings, therefore 

the multiple-reflections from the buildings and ground, in combination with 

the diffractions by the building corners, play dominant roles in radio 

propagation. Because of this, it is expected that the effects of cr and a 

would be more significant than in the LOS region. Fig. 6.5 shows the 

predicted PL with different cr and a configurations along the Rx 

displacement path. A significant difference in comparison with the LOS case 
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is the effects of Er and (j on the predicted PL. "Cp to 20 dB differences in 

the predicted PL between using the lowest E, value and the highest c, 

value are observed, and PL is decreased as cr increases. The similar 

observation applies to the effects of (). This provides a strong indication 

that the received signal strength is much more dependent on the assumed 

building dielectric parameters due to the dominant roles of the multiple

reflections and diffractions. Nevertheless, the PL characteristics along the 

Tx-Rx path remain similar, thus indicating that the ray-tracing model can 

predict the trends of P L reasonably well within a wide range of c,. and () 

values. It seems that the PL characteristics in the NLOS region follows the 

trend of the variations of the reflectivity of c, and () . The similar 

conclusion was drawn in [109]. 
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Figure 6.5: Effects of Er and a on the predicted PL in Route 2: (a) effects of E, : 

(b) effects of a. 

6.3 Indoor Predictions 

Unlike building characterisation in outdoor environments, the building 

structures in indoor environments are characterised as single- or multi-
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layered materials of a finite thickness. The reflection and transmission 

coefficients of these finite-thick materials are calculated using formulas 

given in Appendix B. In this section, the effects of differe-;;'t dielectric 

parameters assigned to the building structures on the ray-tracing prediction 

results in indoor environments are studied. The effects of the thicknesses of 

the building structures are also discussed. Within the scope of this research, 

both PL and Tnns that representing the narrow- and wide-band channel 

parameters are predicted and discussed. 

6.3.1 Simulation Scenarios 

To simulate the effects of constitutivc parameters (the dielectric 

parameters and the thickness) of building structures on the prediction 

results from the ray-tracing model. two Rx routes in the LOS region and 

two in the ~LOS region were considered on the second floor of the 

Electrical Engineering building. whereas the Tx was assumed fixed at a 

locatioll 011 the same floor. In addition, simulations have also been 

performed 011 thc fifth floor of this building (,,-hose layout is dissimilar to 

the second floor). to test the generality of the simulation results. Figs. 6.6 

and G. 'j' show the layout of the second and the fifth floors, and the Tx and 

Rx locations used on each floor. On the second floor. the Tx was located in 

the foyer at the location (xl' YP z,) = (19.0, 22.0, 9.8), while the Rx was 

moved in four designated routes shown in Fig. 6.6. Routes (1) and (2) 

correspond to the LOS region, and Routes (3) and (4) correspond to the 

~LOS region, respectively. In each route, the Rx was moved in 0.1 m 

increments over a total length of 5 m. On the fifth floor, the Tx was 

assumed at two locations as shown in Fig. 6.7. Route (1) and (3) 

correspond to the Tx located at "Tx1" and the Rx moved in the LOS and 

~LOS regions. respectively. Route (2) and (4) correspond to the Rx moved 

in the QLOS and KLOS regions, while the Tx was located at "Tx2". It is 
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worth noting that these Tx-Rx locations were chosen randomly, for the 

purpose of representing the generality of the simulation results. 

Among the different dielectric parameters discussed in the beginning of 

this chapter, reasonable dielectric parameters have been assigned to 

characterise the building structures in the Electrical Engineering building as 

reference parameters. Table A.I in Appendix A lists these values for the 

building external walls, internal walls, doors and glass windows of the 

building. Employing these parameters as an input to the database, the ray

tracing model has been used to predict both P Land T rTlls at all Rx 

locations designated in Figs. 6.6 and 6.7. The prediction results are referred 

to as the reference prediction results. 
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Figure 6.6: Layout of the second floor and the Tx and Rx locations. 
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Figure 6.7: Layout of the fifth floor and the Tx and Rx locations. 
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6.3.2 Permittivity Effects 

For a material of a finite thickness, the characteristics of its reflectivity 

and transmittivity are different when compared with those of a half-space 

material. Fig. 6.8 shows the reflection and transmission coefficients of a 

single-layered 12cm-thick lossless material at different incident angles 

against different Cr values. A prominent effect of the finite thickness on the 

reflection and transmission coefficients is the "oscillation" phenomena 

observed in both coefficients. Compared to Fig. 6.1, it is observed that for a 

material of a finite thickness, its reflectidty is not monotonously increased 

as E, increases. Instead, the reflectivity of the material tends to be resonant 

at certain :;, values. This resonance is a function of the dielectric 

parameters and thickness of the material, as well as the frequency of the 

incident wave. The transmittivity of a finite-thick material also has the 

same resonance characteristics. The variations of both the reflection and 

transmission coefficients are much more significant than those from a half

space material within the range of E, values considered. 

In the simul~tion of the effects of different E, configurations on the 

predicted channel characteristics, different E, values were assigned to the 

internal walls. while cr of the internal walls and the dielectric parameters of 

other building walls were assumed as the reference values. This is because 

we consider that the most significant impacts on radio propagation caused 

bv the building structures would be from the internal walls, since they are 

the major structures on each floor. Fig. 6.9 shows the reflection and 

transmission coefficients for a normal incidence on the internal walls for 

different E, values, where the circle points correspond 'to the permittivity 

values that we used in the simulations. Er of the internal walls were chosen 

as values of 4.0, 4.3, 5.0, 5.5, 6.3, 7.0, 7.4 and 8.0, and the reason of 

selecting these values is in an attempt to represent the "oscillation" 

phenomena of the reflectivity and transmittivity. 
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(1) In the LOS/QLOS Region: 

Fig. 6.10 shows the prediction results of the mean path loss P L and the 

mean RMS delay spread Tn1l8 against different E, configurations in the two 

LOS routes on the second floor, and Fig. 6,11 shows the results in the LOS 

and QLOS regions on the fifth floor. 

It is observed from Fig. 6.10 that in both LOS routes the predicted PL 

for different ::, configurations is varied by as little as 1.5 dB. This 

phenomenon 1S similar to that observed in outdoor LOS prediction 

discussed previously, which indicates that the direct ray is the dominant 

mechanism governing indoor radio propagation in the LOS region. Even 

though the reflectivity of the internal walls appears to have large variations 

within the range of E, values considered. the variation of PL is insignificant 

due to small contributions of reflected waves from the surrounding 

structures to the received field strength, In contrast to the PL 

characteristics, the predicted Tn,,' in thE' LOS region for different E , 

configurations is changed significantly. Two folds of ~'ariation of Tn"., 1S 

observed within the range of E, values considered. For example, the 

predicted minimum T'7I<., is under g ns for E, = 6.3 . whereas the maximum 

T"", is around 17 ns for c, = 7.4 in both routes. It is known by the 

definition of T,,,,,. that T,ms of the radio channel is determined by the 

characteristics of all multiple reflected, transmitted and diffracted rays with 

respect to the direct ray. Both the strengths and time delays of all incoming 

multipath rays determine the channel Tm. characteristics. Therefore, the 

channel T characteristics are more sensitive to the environment. and the 
nIl.>; , 

reflectivity and transmittivity of the environmental structures can have 

significant effects on channel T ml< characteristics. Interestingly, the 

variation of the predicted T",IS is not increased monotonously with the 

increase of E,. Instead, it follows the trend of the variation of the 

reflectivity of the internal wall with respect to its E". 

On the fifth floor, although the geometry is very different from the 

second floor, similar prediction results are observed as shown in Fig. 6.11: a 
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small variation of predicted P L and a large variation of T rTn..' These 

indicate that in the LOS and QLOS regions, different cr configurations for 

the surrounding building structures have insignificant effects on PL, but 

can lead to significant variation of T nns . 
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Figure 6.10: Variations of the predicted PL and Tn"., versus different e, values in 

(a) Route (1) and (b) Route (2) on the second floor. 

A detailed comparison of the power delay profile of the received signal 

for different c, configurations is helpful in understanding its effects on the 

predicted channel parameters. For this purpose, the power delay profile of 

the received signal at the mid-point in Route (1) on the second floor is 

derived and shown in Fig. 6.12. In the power delay profile, the strengths of 

all received muitipath rays with different time delays are normalised to the 

strength of the strongest incoming ray (the direct ray in the LOS region). 
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Hence at t = 0.0 ns, the strength of the direct ray is 0 dB in power. 

Multiple reflected and diffracted rays from the surrounding structures can 

be clearly seen from the figure, with different degrees of attenuation and 

different time delays. In the power delay profile, the second and third 

arrived rays are the single reflected rays from the ceiling and floor, 

respectively. The strengths of these rays remain invariant for different Cr 

values assigned to the internal walls. Other rays with longer time delays are 

those reflected from either walls or walls in combination with the ceiling 

and floor. As seen from the power delay profile of the received signal, the 

direct ray is always much stronger than the strengths of the other received 

multipath rays, confirming its dominant role in radio propagation in the 

LOS region. 
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Figure 6.11: Variations of the predicted PL and Tm " versus different c
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values in 

(a) Route (1) and (b) Route (2) on the fifth floor. 
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The effects of different c, configurations on the predicted T "fl.' can be 

seen intuitively from the power delay profile. It is observed that for 

E,. = 4.3 and c,. = 6.3 , the reflected rays after 40 ns are seriously 

attenuated to more than 30 dB with respect to the strength of the direct 

ray. In contrast, these reflected rays are still strong after 40 ns for c,. = 5.5 

and c, = 7.4. The incoming rays with time delays more than 40 ns 

(corresponding to 12 m in the difference of path length), are mostly those 

multiple transmitted-reflected rays from the walls which are invisible to the 

Rx.. As seen in Figs. 6.8, the reflectivity and transmittivity of a dielectric 

material have reverse trends with respect to different c, values. The 

transmittivit~· of the internal walls for c, = 6.3 is higher than that for 

E, = 7.4. In contrast, the reflectivity of the internal walls for E, = 7.4 is 

higher than that for E, = 6.3. However, the degrees of variations of the 

reflectivity and transmittivity are different. For example, the transmission 

coefficient is 0.78 for c, = 6.3 and 0.61 for c, = 7.4 when the wave is 

normally iucident on the wall, wherear:; the reflection coefficient is 0.6G for 

E, = 7.4 and 0.17 for cr = 6.3 for the same incident angle. This indicater:; 

that t he reflectivity of the internal walls has a more significant impact on 

the signal attenuation for different c, values, compared to the impact of its 

transmittivity. Although multipath rays will experience various incident 

angles at different building structures, the reflecth-ity of the building 

structures still plays more significant effects on these rays. Consequently, 

t.he internal walls with c, = 7.4 produce stronger reflected fields at the Rx 

than those ,,,ith E, = 6.3. These long-delayed strong transmitted-reflected 

signals cause higher T mI.<' The predicted path loss of the direct ray PLetIT , 

PL, and T,m., at this point is shown in Table 6.2. The predicted PL values 

arc very close to PLetn for all cr configurations. In contrast, the predicted 

T is siO'nificantlv changed within the range of 5.11 - 14.71 ns. It. is noted 
rrTL.'l 0 ... 

that P Land T ,m.' given in the table are different from P Land T,ms shown 

in Fig. 6.10 (a), because a single-point simulation is performed here. 

Nevertheless, the trends of variations of all predicted channel parameters 

given in the table are consistent with those shown in Fig. 6.10 (a). 
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Figure G.12: Predicted power delay profile at the mid-point in Route (1) on the 

second floor. 

Tabk 6.~: Predicted PL,,,,, PL and T,,,,, for different E: configurations at the mid

point in Route (1) on the second floor. 

E = 4.3 " - " =c 0.0 = 6 . .'3 E = 7.4 

PL
J
., (dB) 14.63 14.63 14.63 14.63 

PL (dB) 13.98 13.48 14.28 13.16 

T .. ", (II;:) 7.98 12.74 5.11 14.71 

(2) In the NLOS Region: 

Figs. 6.13 and 6.14 show the predicted PL and T'~/lS in the two NLOS 

routes 011 the second floor and on the fifth floor, respectively. Again it is 

observed that Tn", can be changed dramatically within the range of E, 

yalues considered, On the other hand, unlike in the LOS region, the 

predicted PL characteristics in the NLOS region show a relatively large 

variation and the pattern of this variation is complex. About 6 dB of 

variation of PL in both routes on the second floor and 10 dB of variation 

in both routes on the fifth floor are seen. The predicted PL is reduced to 

the minima for c
r 

= 6.3 in Route (3) on the second floor and for cr = 7.0 

in Route (4) on the second floor, as well as in both routes on the fifth floor. 
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Visual inspection of the floor layouts in Fig. 6.6 shows that when the 

Rx is moved in Route (3) on the second floor, the direct ray crosses the 

internal walls at an incident angle of about 0°. ~'hen the Rx is moved in 

Route (4), the direct ray crosses the internal walls at an incident angle of 

about 50° - 60°. The reflectivity and transmittivity of the internal walls at 

these two different incident angles are shown in Fig. 6.15. Significant 

variations of both the reflectivity and transmittivity at these two incident 

angles are seen, where the cr value for determining the minimum 

reflectivity and the maximum transmittivity is changed from E, = 6.3 to 

about c
r 

= 7.0 when the incident angle changes from 0° to 5.5° . This 

indicates that the strength of the received direct ray is strongly dependent 

on the angle at which it crosses the intercepting walls. The variations of the 

predicted T rm. generally conform to the variations of the predicted PL. 
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The power delay profile at the mid-point in Route (3) on the fifth floor 

for different c
r 

configurations is shown in Fig. 6.16. It is seen that in the 

NLOS region, the direct~ ray is still the strongest signal arriving at the Rx 

among all the received multipath rays, however its dominant role in the 

received signal is less than in the LOS region. The predicted T rms are higher 

for [, = 5.5 and cr = 7.4 than those for c, = 6.3 and c, = 7.0. Also is 

observed is that for cr = 7.0, the multiple-reflected rays from surrounding 

structures are highly attenuated compared to those for cr = 5.5, resulting 

in less but more concentrated incoming rays within 30 dB relative to the 

strength of the direct ray, therefore yielding lower T,ms than for other c,. 

configurations. 

The channel P L characteristics cannot be seen intuitively from the 

power delay profile of the received signal because the strengths of the 

received multipath rays are normalised to the strongest received ray. The 

predicted PLdzr , PL and T ems at this point is shown in Table 6.3. It can be 

seen that the contributing effect of the direct ray is less dominant in the 

NLOS region, however its strength still strongly determine the strengtlt of 

receiyed signal. This is particularly distinct for c, = 7.0 where the 

difference between PLd" and PL is only about 2.5 dB. 
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Table 6.3: Predicted PLdor , PL and T ", •• for different values of er at the mid-point 

in Route 3 on the fifth floor. 

E: = 5.5 E: = 6.3 E:, = 7.0 E:, = 7.4 

PL ... (dB) 47.49 42.67 38.28 44.75 

PL (dB) 40.81 39.70 35.88 38.22 

T (ns) 17.31 16.08 12.88 17.89 
,-" .... 

6.3.3 Conductivity Effects 

In this subsection. the effects of different C1 configurations for the 

internal walls on the prediction results are studied. Figs. 6.7 shows the 

reflection and transmission coefficient.s of a 12cm-thick material at. different 

incident angles against different C1 values. The permittivity of the material 

is assumed as E, = 5.0. It. IS seen that as C1 increases, the reflection 

coefficient of the material 18 not changed significantly, whereas the 

transmission coefficient is decreased monotonously until zero. 

In the simulation of the effects of different C1 configurations on the 

predicted channel charact.eristics. different C1 values were assigned to the 

internal walls, while E, of the internal walls and the dielectric parameters of 

other building walls were assumed as the reference values. Fig. 6.18 shows 

the reflection and trallsmission coefficients for a normal incidence on the 

internal walls with different C1 values, where the circle points correspond to 

C1 values that we used in the simulations. The C1 chosen were values of 0.00, 

0.02, 0.04, 0.06, 0.08 alld 0.10 s/m, and the reason of selecting these values 

is in an attempt to represent the trends of variations of the reflectivity and 

transmittivity. 
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thick m ater ial with c, = 5.0 versus different a values for a. norm al inciden ce. 
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(1) In the LOS I QLOS Region: 

Fig. 6.19 shows the predicted PL and T rnts in the two LOS routes on 

the second floor; and Fig. 6.20 shows the prediction results in the LOS and 

QLOS regions on the fifth floor. It is observed from Fig. 6.19 that in both 

LOS routes the predicted PL for different a configurations are changed by 

as little as 1 dB. This confirms the dominant role of the direct ray in radio 

propagation in the LOS region. In addition, because of small variation of 

the reflection coefficient of the internal walls with respect to (T , the 

strengths of the reflected fields are changed very little for different 0' 

configurations. In contrast to PL, the predicted 7'"'711., in the LOS region IS 

changed significantly with respect to a , and two folds of variation IS 

observed. As a increases, the predicted 7'"'7'" is decreased rapidly for very 

low a values and tends to be decreased slower for higher a. For example, a 

decrease of about 5 ns of the predicted Tn .... is observed from a = 0.0 slm 

to a = 0.02 s/m. whereas a decrease of about 3 ns is observed from 

a = 0.02 s/m to a = 0.10 s/m. On the fifth floor. although the scenario is 

quite different from the second floor, sirnilar prediction results are observed 

in Fig. 6.20, expect that in the QLOS region where the predicted PL IS 

increased noticeably as a increases. In the QLOS region, the direct ray IS 

strongl~' attenuated by the intercepting walls with high a. 
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in (a) Route (1) and (b) Route (2) on the fifth floor. 
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The power delay profile of the received signal at the mid-point in Route 

(1) on the second floor is shown in Fig. 6.21, from which it is clearly seen 

that as (1 increases, the received multipath rays reflected from surrounding 

structures are attenuated significantly. Unlike the characteristics of the 

reflectivity and transmittivity of the internal wall with respect to its cr , 

both the reflectivity and transmittivity of the internal wall are decreased 

with respect to its (J", but the degree of decrease of the transmittivity is 

much higher than that of the reflectivity. For multipath reflected rays 

incoming within short time delays (40 ns with respect to the direct ray), the 

strengths of the incoming directly reflected rays from the surrounding walls 

visible to the Rx are decreased insignificantly due to the response of the 

reflectivity of the internal wall to its (J". In contrast, for the received 

multipath rays with more than 40 ns time delays with respect to the direct 

ray, the signal strengths are decreased much more significantly due to the 

effects of (1 on both the reflectivity and tntnsmittivity. The longer time 

delay that the incoming ray experiences, the more likelihood that it crosses 

more internal walls, resulting in higher attenuation of the signal strength. 

Therefore (1 configurations have a more significant impact on the received 

ray strength as its associated time delay is increased. 

As (1 increases, fewer strong reflected rays are received and hence the 

predicted T",,, is lower. The decrease of T171,., is monotonous, but not 

linearly, against the decrease of (1. This is due to the non-linear variation 

of the reflectivity and transmittivity of the internal wall with respect to its 

(J" • As (1 increases, multipath transmitted-reflected rays from the sur

rounding building structures with long distances to the Rx are attenuated 

more significantly. Consequently, for high (J" , only those building structures 

visible to the Rx have strong impacts on the channel Trots' The predicted 

PL PL and T at this point is shown in Table 6.4. Dominant effeet of 
dlr , ?Tn" 

the direct rayon the P L characteristic and the decreasing trend of the 

predicted T "n.' for different (1 configurations are observed. Large decrease of 

T for low (1 val ues and small decrease of T rm< for high (1 are clearly seen. 
7"'7Tl~ ~ 
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Figure 6.21: Predicted power delay profile at the mid-point III Route 1 on the 

second floor. 

Table 6.4: Predicted PLdor , PL and T"", for different values of a at the mid-point 

in Route 1 all the second floor. 

(J = 0.00 slm (J = 0.02 s/m (J = 0.06 s/m (J = 0.10 slm 

PLdn 
(dB) 14.63 14.63 14.63 14.63 

PL (dB) 13.07 13.52 13.83 13.93 

T (ns) 1678 12.06 9.71 8.91 
""" 

(2) In the NLOS Region: 

Figs. 6.22 and 6.23 show the predicted PL and T"n.< in the two NLOS 

routes on the second floor and on the fifth floor, respectively. Again it is 

observed that the predicted T""" is decreased monotonously 'With large 

variation as (J increases, while the rate of this decrease tends to be smaller 

for higher (J. However, the variations of T,m. in different routes are not as 

uniform as those observed in the LOS routes as shown in Figs. 6.19 and 

6.20. Compared to the LOS case, the environmental geometry has a much 

more significant impact on the channel Trw., in the 1\LOS region because it 

is a function of both strengths and time delays of individual received 
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multipath rays and is highly site-dependent. Therefore, the variation of 

predicted channel T rms in the ~LOS region is expected to be less uniform 

than in the LOS region. As far as the PL characteristics are concerned, a 

large variation of PL (a few tens of dBs) is observed within the range of a 

values considered. The predicted PL is monotonously increased with a . 

This is because in the NLOS region, the direct ray and other received 

multipath rays generally cross many intercepting walls and will experience 

higher attenuations for higher a. 
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Figure 6.22: Variations of the predicted PL and T',."., versus different values of a 

in (a) Route (3) and (b) Route (4) on the second floor. 
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Figure G.23: Variations of the predicted PL and T,.... versus different values of (J 

in (a) Route (~~) and (b) Route (4) on the fifth floor. 

Fig. 6.2-l shows the received signal power delay profile at the mid-point 

in Route (3) on the fifth floor. It is seen as (J increases, fewer strong 

multipath rays are received and the power delay profile becomes more 

concentrated. resulting in a lower predicted T;"' •. ,. On the other hand, the 

direct ray plays less dominant role in the received signal as (J increases. For 

example, there are a few received multipath rays with strengths comparable 

to that of the direct ray for (J = 0.06 slm, while the direct ray is not the 

strongest received signal for (J = 0.10 s/m. The predicted PLd;7' PL and 

Tn,,' at this point is shown in Table 6.5. Both PLdir and PL are highly 

increased as (J increases, whereas the predicted T mi. are decreased. 
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Figure 6.24: Predicted power delay profile at the mid-point in Route (3) on the 

fifth floor. 

Table G.5: Predicted PLdtr , PL and Tn"" for different values of (J" at the mid-point 

in Route (:3) 011 the fifth floor. 

a = 0.00 s/m a = 0.02 s/m a = 0.06 s/m a = 0.10 s/m 

PL". (dB) 35.93 44.68 61.01 77.22 

PL (dB) 30.57 40.24- 55.30 68.50 

T (ns) 26.38 16.73 15.07 14.19 
'~I.· 

6.3.4 Thickness Effects 

Fnlike in the outdoor· channel prediCtions where the building structures 

are characterised as half-space materials, in the indoor channel predictions, 

the thickness of a building structure must be taken into account for the 

calculation of its reflection and transmission coefficients. In practice, the 

thickness information of each building structure is given in the blueprint of 

the building layout. However, this inforniation may not be very accurate in 

contrast to the real build-up of structures. Therefore, it is worth studying 

the sensitivity of the prediction results from the ray-tracing model to 
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different t hickness configurations. In this subsection , t he effects of different 

thickness configuration are briefly discussed. 

Figs. 6.25 shows the reflectivity and transmittivity of a single-Ia.yered 

building tructure against different t hickness. It is seen that the 

oscillation" phenomenon is existent which is similar to the effects of E; of r 

the material shown in Figs. 6 .. Therefore, the effects of different thickness 

configurations are expected to be similar to t hose of different E,. 

configura.tions. To verify this assumption t he channel PL and T rm5 are 

predicted in Routes (1) and (3) on the second floor . Looking a.t the 

constitutive parameters of each building struct ure, we find t hat there are 

two types of interna.l walls specified in the database , i. e. the thick internal 

walls of 1 cm and the thin internal walls of 12 cm. However, most of the 

int rnal walls on each floor are thin walls while few of them are thick walls . 

To simplify the simulation only the thickness effects of t he thin internal 

wulls have been simulated. Fig. 6.26 shows the reflection and transmission 

coefficients for a normal incidence on t he internal walls of different 

hickness d . where t he circle points correspond to the thickness values that 

\V used in t he simulations. Kine values are assigned to the t hickness of 

each int.ernal wall. ranging from 10 cm to 14 cm in 0.5 cm increments. 
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Figure 6.25: 11agnitudes of the (a) reflection coefficient and (b) transmission 

coefficient of a material with e, = 5.0 and a = 0.0 slm versus different 

thicknesses. 
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Figure 6.26: lVlagnitudes of the reflection and transmission coefficients of I: n 

internal wall with E = 5.0 and a = 0.0 sl m versus different thicknesses for a , 

normal incidence. 

Figs. 6.27 and 6.2 shovv the predicted PL and Tnn. in Route (1) and in 

Route (3) on t he second floor , respectively. Similar trends as shown in Figs. 

6.10 (a) and 6.13 (a) are observed. The predicted PL in t he LOS region 

shows small variation with different th icknesses, whereas a few dBs of 

variation following the trend of the variation of the reflectivity with respect 

to the thickness is observed in the TLOS region. On t he other hand , the 
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predicted T,.,,,., in both the LOS and NLOS regions have variation of similar 

order. For example, the maximum variation of 23% (10 ns for d = 13.5 cm) 

of the predicted T,ms with respect to the reference simulati(;'n results (13 ns 

for d = 12 cm) are observed in Route (1); apd the maximum variation of 

about 19% (12.7 ns for d = 13.5 cm) of the predicted T,.,,,., with respect to 

that for d = 11.5 cm (15.6 ns) are observed in Route (3). The variation of 

the predicted T'TTI., in both regions generally follows the trend of the 

variation of the reflectivity of the internal wall with respect to its thickness. 
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Figure 6.27: Variations of the predicted PL and T"", versus different thicknesses 

in Ronte (1) on the second floor. 
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It also indicates from the simulation results that if the degree of 

inaccuracy of thickness information is small, the predicted channel P Land 

T rm.' characteristics do not have significant errors. For example, if the 

thicknesses of the internal walls are changed from 12.0 cm to 11.5 cm or 

12.5 cm (around 5% inaccuracy), less than 2 dB of variations of P L from 

reference simulation results in both the LOS and NLOS regions are 

observed. The predicted T em.' also show variations of less than 8% in both 

regions. 

6.4 Summary 

III this chapter. the influence of tho accurac~' of the building database is 

studied, in the sellse that the sensiti\·it~· of prediction results from the ray

tracing model to different configurations of constitutive parameters for the 

building structures is examined. 

Simulation results for outdoor environments show that PL is insensitive 

to the dielectric parameters of the building structures in the LOS region, 

however, it i~ sensitive in the KLOS regioll. The variation of the predicted 

PL follows the trend of the variation of the reflectivity with respect to Cr 

and (J of the half-space building structures. 

Simulation results in indoor environments show that the predicted 

channel PL and T"", characteristics are dependent on the dielectric 

parameters assigned to building structures. The predicted PL characteristics 

in the LOS region are shown insensitive to different dielectric parameters 

assigned to building structures, whereas it is dependent on the dielectric 

parameters used in the KLOS region. In the NLOS region, a few dBs of 

variation of PL is observed for different c, configurations, while a few tens 

of dBs variation of PL can be observed for different (J configurations. 
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These show that the channel PL characteristics are particularly sensitive to 

the (7 configuration of building structures in the database. 

~ The predicted channel T'mA shows a great dependence on the dielectric 

parameter configurations. The variation of the predicted channel T rm.' 

follows the trend of variation of the reflectivity of building structure with 

respect to its E,. On the other hand, the predicted channel T nns is rapidly 

decreased from a high value for very low (7 to a low value for higher (7 , 

and the rat.e of this decrease is larger for lower (7 and smaller for higher (7. 

The sensitivity of predicted channel T rms is observed similar in both LOS 

and 1""L08 region:;. 

The effects of different thickness configurations are similar to those for 

different E, configurations. From engineering point of view, the sensitivity 

of prediction results to the thickness information on the building structures 

is small in the VHF frequency band. 

Simulation result.s for indoor scenarios show that the prediction results 

by the ray-tracing model are dependent on the configurations of 

constitutive parameters for the building structures in the database. The 

degree of such dependence is related to whether the Rx is in the LOS region 

or III the NLOS region. In view of this prediction sensitivity, we conclude 

that for an accurate prediction, a good knowledge of the dielectric 

properties of building structures is required. 
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Chapter 7 

Summary and Future Work 

7.1 Summary 

The issues associated with radio wave propagation within indoor 

environments have been investigated. Two major objectives are achieved m 

this research: 1) In-situ characterisation of the dielectric properties of 

building lllaterials; and 2) Development of a deterministic channel model for 

characterising radio propagation within indoor environments. Experimental 

and simulation results from this research are valuable for the design and 

planning of wireless radio systems within indoor environments. 

For the characterisation of building materials, a free-space monostatic 

measurement system has been developed to measure the reflection 

coefficients of various building materials, from which the constitutive 

parameters (the permittivity, the conductivity and the thickness) of the 

material under test can simultaneously be determined. This measurement 

technique offers the following advantages: 

• The technique provides non-destructive and non-contact 

measurements on materials in a wide frequency range; 
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• The technique has the advantage of easy configuration and the 

capability of measurements with access from only one side of the 

material under test; 

• The system is portable and small in size. 

These key features make the system particularly suitable for in-situ 

measurements on building materials. The technique has been validated by 

the measurements of the constitutive parameters of several material samples 

with known dielectric properties, in laboratory environments. In addition, 

the measurement system has been modifIed and employed for in-situ 

measurements of various building materials at the building of Department 

of Electrical Engineering in University of Liverpool. Good measurement 

results demonstrated the usefulness and reliability of the measurement 

technique. The knowledge of the dielectric properties of building materialf' 

is ver~' useful for the investigation of radio wave propagation within indoor 

environmen ts. 

A three-dimensional image ray-tracing model based on the GO and 

UTD has been developed to simulate radio wave propagation 'within indoor 

clwiromnents. The model can provide comprehensive information on the 

radio channels. Given both geometrical and electromagnetic descriptions of 

the environment of interest, both the narro\\'- and wide-band channel 

parameters are obtained by computing the received power delay profile at 

the receiver. 

A major deficiency of the ray-tracing model is the requirement of high 

computation time. This is due to the exhaustive search of ray-object 

intersections. A new ray tree algorithm has therefore been developed, using 

the illumination zone concept, to reduce any unnecessary ray-object 

intersection search in early stages. By projecting 3D structures into 2D 

space, the 3D ray-object intersection search can be implemented in 2D 

sense, and hence the ray tree can be generated by only considering the 

successive two objects in 2D space illuminated by an image. It has been 

demonstrated that the implementation of the ray tree algorithm can 
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significantly reduce the computation time without any accuracy 

degradation. 

The accuracy of the ray-tracing model has been evaluated by 

comparisons with other simulation results and measurement data. The 

number of reflections allowed in each ray path has been investigated in 

order to yield good prediction accuracy while keeping the computation time 

as low as possible. Afterwards, simulations of the channel path loss, RMS 

dela~' spread and the coherence bandwidth in the Electrical Engineering 

building has been performed to produce an insight of the statistical 

characteristics of the indoor channels in such environments. A simplified 

ra~·-tracing model has also been developed to overcome the high 

computation time of the ray-tracing model and the inaccuracy of the 

empirical approach. It is based on a consideration of the reflection effects of 

building structures but with first-order reflections only. An improvement on 

accuracy of the path loss prediction over the empirical approach has been 

demonstrated. 

The effects of building dielectric parameters on the ray-tracing 

prediction have been investigated. The database incorporated with different 

dielectric parameters to represent the same building materials has been 

emplo~'ed in the ray-tracing simulation to investigate the dependence of 

prediction results on the dielectric parameters employed. Simulation results 

for different indoor environments in both the LOS and NLOS regions have 

demonstrated that the predicted channel path loss and RMS delay are, in 

different degrees, dependent on the dielectric parameters employed in the 

database. This investigation gives a strong indication that incorporating 

appropriate dielectric parameters to represent the building materials is 

necessarv for accurate characterisation of indoor radio channels. Therefore . , 
the method used in this research for in-situ characterisation of building 

materials is recommended. Research results from this project are presented 

in [116][117][120][121]. 
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7.2 Recommendation for Future Work 

A free-space measurement technique using a monostatic system set up 

has been tested. Accuracy of the measurements could be further improved 

by: 1) r sing a lens antenna with focused beam in order to minimise 

diffractions from the edges of the material under test. The material can 

therefore have a smaller size. 2) Refining the optimisation algorithm (The 

parameters of the deeper layers of a multi-layered material bear great error 

[26]). }'Ioreovcr, for building materials with metallic bars inside such as 

reinforce concrete, extracting the effective dielectric parameters may be 

useful for the investigation of radio wave interactions with such materials. 

The ray-tracing model has been successfully developed. A ray tree 

algorithlll has been implemented to improve model efficiency. Projection of 

3D structures into 2D planes simplifies the illumination zone test and 

subsequently the ray tracing procedure. However. redundant images are still 

possible in existence. This is because when a facet is projected as a line

segment, t.he lateral sides of the facet are not considered. Incorporating the 

information on the lateral sides of a facet will lead to more efficient ray tree 

with less redundancy. 

Indoor channel simulations have demonstrated that the predicted path 

loss and RMS delay spreads are dependent on the values of the dielectric 

parameters of building materials. Using the free-space measurement system 

to obtain the dielectric parameters of the building materials and by 

incorporating this information into a database, the ray-tracing model can be 

used to extract channel parameters within any specific environment. The 

use of channel sounders to measure the channel parameters and compare 

with the simulation results is recommended. Such comparisons are believed 

to be very useful and can provide a quantitative insight into the accuracy of 

ray-tracing model. 

In addition, recent studies have demonstrated the impressive theoretical 

capacity of wireless systems employing multiple antennas on both the Tx 
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and Rx [111]. Designing these multiple-input multiple-output (MIMO) 

systems requires the channel information such as time of arrival (TOA), 

angle of arrival (AOA) and angle of departure (AOD) of each multipath 

component. The ray-tracing model developed in this research is useful to 

obtain the above channel information. A study on these channel 

characteristics using the model is also recommended. 
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Appendix A 

Geometry of the Building and the Dielectric 

Parameters of Building Materials 

In this appendix, Fig. A.I - A.5 show the geometry of the building of 

Department of Electrical Engineer and Electronics, university of Liverpool. 

These geometry data are used as the input to the ray-tracing model. Table 

A.I gives the corresponding constitutive parameters of the building 

structures. 
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Fig A.I. Blueprint of the second floor of the Electrical Engineering Building. 
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Table A.1. Constitutive parameters of various building materials used in 

the database. 

Relative 
Conductivity Thickness 

Permittivity 
(J (s/m) d (em) 

Cr 

External 
6.0 0.05 41.0 

Wall 

Internal 
5.0 0.02 18.0 

Thick Wall 

Internal 
5.0 0.02 12.0 

Thin Wall 

Ceiling and 
7.0 0.1 33.0 

Floor 

Wooden 
3.0 0.001 4.5 

Door 

Glass 
3.5 0.001 2.5 

Window 

Metallic 
1.0 1e+6 1.0 

Panel 
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Appendix B 

Derivation of the Reflection and Trans-
• • mIssIon Coefficients of a M ulti-Layered 

Material 

Consider a multi-layered medium with boundaries at x = 0, - d
1

, ••• 

- d" as shown in Fig. B.1, and region t is semi-infinite medium. The 

permittivity and the permeability in each region l are denoted by [, and f,1,. 

For simplicity, we only consider the TE component. Solutions for the T1l 

case can be obtained by duality with the replacements E -;. H, H --+ -E . 

and i ...... Ii· 

I
X 

Region 0 z 
-------....... ---~------.\' = 0 

Region 1 /1, [, ----------------x = - d, 

----------------x = - d'_1 
Region ( 111 E/ 

-------------.:....:---'---x = - d, 

-------------.,........--x = - d n _! 

Region n I1n En 
------------'--..::....--x = - dn 

Region t /1, 

Figure B.l: Illustration of a multi-layered medium. 
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For TE wave whose electric field is perpendicular to :zrz plane, the wave 

equations in region I are given by 

Ely = (~eJk".X + Ble - Jk".x ) e)k,z 

H Lx = -~ (~ejk"X + Ble - )k"x ) ejk,z 
WILI:L 

H k/;r (,1 Jk x B -Jk T) )k-
lz = -- ~e Iz - Ie a e·-

WILl, 

(B.l) 

(B.2) 

(B.3) 

The wave amplitudes ~ and BI are related to wave amplitudes in 

neighbouring regions by the boundary conditions. The boundary condition 

at l: = - d
l 

requires that Ey and Hz be continuous across the boundary, 

thus 

(B.4) 

(B.5) 

A closed-form formula for the reflection coefficients (R) can be derived 

from Eqs. (B.4) and (B.5) as [671: 

(B.6) 

(B.7) 

where 

(B.8) 

is the reflection coefficient for TE waves in region l, caused by the boundary 

separating regions I and 1+1. Forming the ratio of Eq. (B.6) to (B.7) leads 

to 
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[
1 - (I/R2 )] e - j 2"t'+1).(d'+1-d,) 

1 1(1+1) 

=--+ . 
p [I/R 1 e -j2"il+1).(d,+1-d,) + (L1 IB ) - j2!j'+1)A+l 
~''I(l+l) 1(1+1) _~ "'1+1 1+1 e 

(B.9) 

Eq. (B.9) express (~/BI)e-j2Jv.,d, in terms of (.~+IIBI+1)e-J2"11+l)A+l which can 

in turn be expressed by (~+2/ B'_2)e -J2"1'+2)A+2 , and so on until the 

transmitted region t, where ~/Bt = 0, is reached. For medium illustrated 

in Fig. c.l, its reflection coefficient is derived using backward iteration 

process indicated in Eq. (B.9). Starting from the region n, the reflection 

coefficient attributable to the multi-layered medium, R = Aol Eo , is 

obtained by n-iteration calculation of Eq. (B.9). This is a closed-form 

solution for the reflection coefficient expressed in continuous fractions. 

For the calculation of transmission coefficient (T) for a multi-layered 

medium, Eqs. (B.6) and (B.7) are firstly expressed in a matrix form: 

(B.IO) 

where U
1
(l+1) is a 2x2 matrix and called the backward propagation matrix, 

given by 

(B.ll) 

It is noted that in the region t, dt is not a physical parameter and we set 

d
t 

= O. The backward propagation matrix for the multi-layered medium 

can be expressed in the form of the multiplication of each individual matrix 

between neighbouring regions as 

(B.12) 
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Incorporating (B.12), Eq. (B.10) can be modified to express the reflection 

and transmission coefficients for the multi-layered medium as 

(B.13) 

from which the transmission coefficient attributable to the multi-layered 

medium is calculated by T = 1/ U22 • 

Indoor structures are, in some cases, assumed as single-layered material 

surrounded by free space medium. In this case, medium in region t 

illustrated in Fig. C.1 is the same as in region 0, and the reflection and 

transmission coefficients derived abovc for TE waves can be obtained as 

(B.14) 

(B.15) 

where ~Il is the reflection coefficient obtained from Eqs. (4.18) and (4.19). 

After manipulation, Eqs. (B.14) and (B.15) can be found identical to the 

asymptotic solution [86] which is commonly used for high frequency 

scattering by a single layered dielectric slab. However, for multi-layered 

mediUIIl, asymptotic solution becomes unmanageable and solution based on 

general electromagnetic wave scattering should be resorted to. 

In vie,,' of duality, with the replacement {L - E in Eq. (B.8), the reflection 

coefficient derived from Eq. (B.9) and the transmission coefficient from Eq. 

(B.13) arc equally applicable to T~1 ·waves. 
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Appendix C 

Derivation of the Diffraction Coefficients of 

an Edge 

The three-dimensional UTD diffraction coefficients are given by 

(C.l) 

where D,h denotes the soft and hard diffraction coefficients, respectively. 

R.,h denotes the soft (perpendicular) and hard (parallel) reflection 

coefficients. We see that DJ accounts for the diffracted field that 

compensates for the discontinuity in the GO field when o-face is shadowed; 

D
2

, when the n,...face is shadowed; D3 , when there is a reflection from the 'T/;

face; and D~, when there is reflection from the o-face. These components of 

the diffraction coefficient are given by 

(C.2) 

(C.3) 

(C.4) 

(C.5) 
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where F(x) is the transition function, used in UTD formulation to solve the 

problem in GTD, which is given by 

(C.6) 

The integral part of the transition function resembles a Fresnel integral and 

is calculated by numerical solutions as discussed in [74]; k is the wave 

number and 

, 2' 
L = ss sin ,i311 

s+s 

The functions ai are defined as 

and N'"' are int,egers that most nearly satisfy the following equations: 

2mrN+ - (4-> ± 0') = 'iT 

2mrN- - (q::, ± <1>') = -" 

(C.7) 

(C.8) 

(c.g) 

(C.IO) 

}J"ote that at and N" are associated with the n-face and that a- and N

are associated with the ~face. In the original work by Keller, Kouyoumjian 

and Pathak, they all dealt with the diffraction problems at an edge in a 

perfectl~· conducting surface, therefore R,.h in Eq. (C.I) are ±1. These 

rTD equations were later modified by Luebbers [87] to include reflection 

coefficients that modify the face reflection terms ill the UTD equations as a 

heuristic approach to calculate fields around finite conductivity or dielectric 

wedges. When the surfaces of the wedge are non-perfectly conducting, R •. h 

refers to the reflection coefficients for soft or hard polarisation for the ~face 

with incident angle q/ , and for the n-face with incident angle (mr - ¢) , 

respectively. 
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Appendix D 

The Software Package 

During- the research work, our 3D ray-tracing channel prediction model 

has been developed using Visual C++ (version 5.0) [119], a commercial 

window-based software capable of designing complex software systems. The 

algorithm is based on Geometric Optics (GO) and the Uniform Theory of 

Diffrac:tioll (l~TD), in combination with the image method [53][54][118]. In 

this appendix. the hierarchy charts of the programme codes are given. 

Section D.l describes the ray-tracing codes with traditional ray-searching 

method. Comput.ation of the electromagnetic fields at each Tx-Rx 

configuration and t.he calculation of channel parameters are dealt with. 

Section D.2 describes the acceleration procedure implemented to enhance 

the computation efficiency of the traditional ray-searching method. 

D.l Ray-Tracing Programme 

As described in Chapter 4, the ray-tracing programme takes input data 

of the geometrical and electromagnetic parameters of the scenario, as well 

as the locations and radiation patterns of the Tx and Rx. The input 

geometrical data of a facet are given in terms of its corner coordinate W, 

the normal vector Ji, and the U and V vectors, which are illustrated in Fig. 
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4.1. The input electromagnetic data of a facet are given In terms of the 

number of layers of the material (generally 1 or 2) and the constitutive 

parameters of each layer. Given the Tx and Rx locations, the ray-tracing 

programme starts to trace each ray originating from the Tx and reaching 

the Rx, and then computes the corresponding received field strength at the 

Rx. By combining the effects of all possible rays between the Tx and Rx, 

the channel parameters such as path loss and RMS delay spread can 

therefore be calculated. 

The following diagram 'Ray-Tracing Structure' shows the hierarchical 

levels of the ray-tracing programme, in which four levels are under the top 

level ':\:Iain'. The 'Main' diagram is essentially the main body of the ray-

tracing codes, from which the channel parameters are calculated. The first

level subroutines are for the computation of the electromagnetic fields 

received by the Rx due to different propagation mechanisms. The second

level subroutines are for the computation of the electromagnetic fields of 

individual rays between the Tx and Rx. The ray-searching and the field 

{;omputation procedures are included in this .level. The third- and fourth

level subroutines are for the computation of intersections between the rays 

and the cll\-ironmental structures and the subsequent field strengths. Table 

D.l gives the functions of individual procedures shown in the diagram. 
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Table 0.1: Functions of all subroutines in the diagram 'Ray-Tracing Structure'. 

Name of 
Function of subroutine 

subroutine 

Main Calculate the channel parameters of designated scenario 

Edirect Compute the direct field received by the Rx 

Ffreql Compute fields of the 1" reflections 

Ffreq2 Compute fields of the 2nd reflections 

Ffreq3 Compute fields of the 3rd reflections 

Ffreq4 Compute fields of the 4th reflections 
, 

Fdifl Compute fields of the 1" diffractions 
I , 

Grefl Find the image and inter~ection for the 1st reflection 

Grcf2 Find t he image and intersection for the 2nd reflection 

Gref;3 Find the image and intersectioll for the 3rd reflection 

Grcf-l Find the image and intersectioll for the 4th reflection 

Gdifl Find the image and intersection for the 1" diffraction 

Erefl Compute the 1"-order reflected fields 

Eref2 Compute the 2nd_order reflected fields 

Eref3 Compute the 3r"-order reflect.ed fields 

Ercf4 Compute the 4ti'-order reflected fields 

Edifl Compute the 1 so -order diffract,ed fields 

Findlm Find the image of a point with respect to a facet 

FindRln Find the reflecting intersection on a facet 

Tfield Compute the transmitted field 

Rfield Comput.e the reflected field 

Dfield Compute the diffract.ed field on the lSI-order diffractin a edrre 
b 0 

FindTln Find the transmitting intersection on a facet. 
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( Start ) 
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Int = Rs+Rd't 

C alcu late the 
subtracted vector: 

T = Int-Cor 

AHI'ign the 
intersectioll point: 

Inter = Int 

End 

N 
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Start 

Read ill the illput 
cOlllplex field (E I.) 

R cad ill geometric data 
of \.he potelltial facet. 

for trnllsmission 

r------------j 
I F iud th~ ill t.orsection of I 
I . 0" I I Ob~crvn.tlOn- nglD 011 I 
I the facet (Iuter) I 
I I 1 ______ ------

DctcTllliue the type of 
tlil' trausluissioll facet 

Calculate the complex 
tralJ,Stui.ssion coefficient 

(Tran) 

Calculate the output: 
E = E • Tran ou\ ill 

A""igu E I• = Eo •• 

Output field: 

Eo •• = Em 

End 
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N 

Output 
field: 

Eo •• = () 

Start 

Read in the input 
complex field (Em) 

Read in geometric data 
of the reflecting facet 

Determine the type of 
the rellecting facet 

Culculate the complex 
reflection coefficient 

(Ref) 

Calculate the output: 

Eout = Em * Ref 

End 
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Output 
field: 

Emu = 0 
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Read in the input 
complex field (Em) 

Read in geometric data 
of the diffracting edge 

Determine the two 
faces of the wedge 

Calcubte the complex. 
reflection coefficient 

(Dif) 

G'llculate the output: 

Eoul = Ein * Dif 

End 

N 
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Output 
field: 

Eoul = 0 

FindTln 

Start 

Read in the source poin t 
vector (Rs) 

Read in the observation 
point. vector (Ro) 

R cad iu vect,or data of 
the in t.crsecting facet. 

(Cor, n, U, V) 

Calculate tl](> 
direction vector: 

Rd = (Ro-Rs)/IRo-Rsl 

ClllculMC the distance 
frolll Rs (0 the potential 

illt.cfHectioll point: 
t = -(noRs+noCor)! 

InoRdl 

Calculate the potential 
intersection point: 
Int = Rs+Rd't 

Calculat,e the 
subtracted vector: 

T = Int-Cor 

Assign the 
intersection point.: 

Inter = Int 

End 

N 
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D.2 Ray-Tree Programme 

As described in Section 4.4 of Chapter 4, a ray-tree algorithm based on 

the illumination zone concept and the projection of 3D scenario onto 2D 

plane has been developed to accelerate the ray-searching process in the ray

tracing method. 

The following diagram 'Ray-Tree Structure' shows the hierarchical 

levels of the ray-tree programme. The 'Main' diagram is for the generation 

of the rav-tree with the order of reflections specified by user. Up to four 

reflections are considered in the ray-tree. The first level-subroutines are for 

the generation of ray-tree for each ordered reflection considered. 

'FindIlluZone' is the essential part of the ray-tree codes, which is to find the 

illumination zone of the next-ordered reflecting facets. Projection of 3D 

facets onto 2D plane (,ProjectFacet') is incorporated to simplify the finding 

of illumination zones of a 3D facet. Table D.2 gives the functions of 

individual procedures shown 111 the 'Main' diagram. With the 

implementation of the ray-tree algorithm, the ray-searching process can be 

accelerated to a great extent, which helps to enhance the computation 

efficiency of the ray-tracing method. 
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Table D.2: Functions of all subroutines in the diagram 'Ray-Tree Structure'. 

Name of ~ 

Function of Subroutine 
Subroutine 

Generate the ray-tree with user-specified number of I 
~lain 

reflections 

TreeRefl Compute the ray tree of the l"t reflections. 

TreeRef2 Compute the ray tree of the 2nd reflections. 

TreeRef3 Compute the ray tree of the 3rd reflections. 

TrecRef4 Compute the ray tree of the 4th reflections. 

Findlm Find the image of a point with respect to a facet. 

Find the illumination zone of a facet with respect to 
FindIlluZone 

another. 

TestFacet. Test if a facet is within the illumination zone of another. I 

ProjectFacet Project two related facets on a 2D plane. 

Define the illumination zone when two facets do not haye an 
III uZoneln ter 

intersection. I 
c 

Define the illumination zone when two facets have an 
III uZoneN oInter 

intersection. 

Test two related facets and find the intersection between 
TestF indln ter 

them. 
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Read in data from 
input data files 

1------ ------1 

1 Read in the order of 1 

: reflections desired : 
1 _____ - ______ 1 

Read in data of 
potential facets 

y 
1------ ------1 

1 Compute the ray tree of 1 
1 • 1 
1 the 1st order reflection 1 
1 _____ - ______ 1 

Read in data of 
potential facets 

1------ ------1 

1 Compute the ray tree of 1 
: the 2nd order reflection: 
1 _____ - ______ 1 

UNIVERSITY OF LIVERPOOL 

Read in data of 
potential facets 

1------
1 

: Compute the ray tree of 1 

1 the 3rd order reflection : 
1 _____ - ______ 1 

Read in data of 
potential facets 

y 
1------ ------1 

: Compute the ray tree of 1 

1 the 4th order reflection : 
1 _____ - ______ 1 

End 
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TreeRefl 

Start 

Read in potential facets 
for the 1st-order 

reflection 

y 
1------ ------, 
, Filld the illlagp of Tx , 
'with respect. to the facet' 
, Ihnagcl) : '- -----l------
1------ ------, 

: Find the illllullnatiou : 
, zonc vf Imagel (Illul) , 
, ____________ 1 

Read in poten tial facets 
for traw·iJuissioIl 

y ------, 
Test if the facet is , 

",ithin Illlll : 

------, 

Record the ID of t.he 
tnmsmitting facet 

within Illll1 

Record the illuminated 
area of the 1st-order 

reflecting facet 

Duplicate the IDs of 
transmitting facets 

within Illul 

End 
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TreeRef2 

Start 

Read in potential facets 
for the 2nd-order 

reflection 

Record the IDs of the 
transmitting facets 

within Illul 

Record the illuminated 
area of the lst~order 

reflecting tacet 

1------ ------
, Find the image of : 
, hnagel with respect. to , 
: the facet (hnage2) , 
------1------' 
1------ ------, 

: Filld the illumination , 
, zone of Image2 (Illu2) : 
, ____________ 1 

Read in potentiul facets 
for transmission 

------, 
Test if the facet is , 

, within lllu2 : 

,------ ------, 

Record the ID of the 
transmitting facet 

wi thin III u2 

Record the illuminated 
area of the 2nd-order 

reflecting facet 

Duplicate the IDs of the 
transmitting facets 

within lllu2 

End 
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Start 

Read in potential facets 
for the 3rd-order 

reflection 

Record the IDs of the 
transmitting facet 

within Illul 

i{ecord the illuminated 
area of the 1st-order 

I'd1ecting facet 

Record the IDs of the 
transmitting facets 

within Illu2 

Record the illuminated 
area of the 2nd-order 

reflecting facet 

: - -Fi;d ~he i~;;; ~ --: 
1 Image2 with respect to 1 
: the facet (Image3) : ------1------
1------ ------1 
1 Find the illumination 1 
1 1 
1 zone of Image3 (lllu3) 1 
1 _____ - ______ 1 

UNIVERSITY OF LIVERPOOL 

TreeRef3 

Read in potential facets 
for transmission 

1------
1 1 
1 Test if the facet is 1 

1 within lllu3 : 
1 _____ - ______ 1 

Record the ID of the 
transmitting facet 

within Illu3 

Record the illuminated 
area of the 3rd-order 

reflecting facet 

Duplicate the IDs of the 
transmitting facets 

within Illu3 

End 
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Start 

Read in potential facets 
for the 4th-order 

reflection 

Record the IDs of the 
transmitting facet 

within Illul 

Record the illuminated 
area of the 1st-order 

reflecting facet 

Record the IDs of the 
transmitting facets 

within Illu2 

Record the illuminated 
area of the 2nd-order 

reflecting facet 

Record the IDs of the 
transmitting facets 

within Illu3 

Record the illuminated 
area of the 3rd-order 

reflecting facet 

1------ ------
1 Find the image of : 
1 Image3 with respect to 1 

: __ ~:. f~c.:t (~n:a!e~) __ : 

1 ______ 1 ______ 1 

: Find the illumination : 
1 zone of Image4 (Illu4) 1 
1 _____ - ______ 1 
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TreeRef4 

Read in potential facets 
for transmission 

1------ ------
1 1 
1 Test if the facet is 1 

1 within Illu4 : 
1 _____ - ______ 1 

Record the ID of the 
transmitting facet 

within Illu4 

Record the illuminated 
area of the 4th-order 

reflecting facet 

Duplicate the IDs of the 
transmitting facets 

within Illu4 

End 
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FindIlluZone 

Start 

Read in the 
reflection order (k) 

,------ ------, 
I Project the facet , 
, on the xy-plane I 
,------ ------, 

Ddine the illuminated 
area of facet P P as 
~,und~ 

Read ill kth and 
(k~ 1 )th reflecting faccts 

P,P,ltndQ,Q, 

,------ ------, 
1 Project the fltcet8 , 
I Oll a 2D-plallc I 
1- --- - -1-- ____ I 
,------ ------, 
1 Test if Q,Q, i8 within , 
, the illumination ZOlle of , 

I P,P, I ------ ------

y ,------ --:-----, 
, Dcfinc illuminatIon zone, 
1 \\' hell two facet8 have , 
, illtersection I 
'------ ------

,------ ------, 
1 Define illumination zone, 
'when two facets have no, 
: int.ersection : 
------ ------

End 
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N 

TestFacet 

( Start ) 

I , 

I 
Read in the ktll 

reflecting focet P,P, 
a.nd its image I, 

I 
Read in the (k+ 1 )th 
reflecting facet Q,Q, 

______ L ______ 
Test and find 

I intersection between I 

: Q,Q,and P,P, ' 
------ ------, 

N ,------ ------
, Test and find I 
I intersection between I 

I IkQ,I,Q, and P,P, 1 ____________ 1 

N ,------ ------
, Test and find : 
I intersection between I 

: IkP,IkP,andQ,Q, ' 
------ ------, 

Q,Q, is not within the 
illumination zone 

defined by 1;:p; and V, 

Q,Q, is within the 
illumination zone 

defined by I;:P; und T;P, 

End 
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ProjectFacet 

Start 

Read in the normal 
vector of the kth 

reflecting facet (nk) 

Read in the normal 
vector of the (k+ 1 )th 
reflecting facet (nH I) 

Compare the vector 
direction of nk with n k+ 1 

Use V-vectors of kth 
and (k+ l)th facets 

[(Cork),=(Cork+ I), = 0] 

Use C -vectors of kth 
alld (k+l)th facets 

[(Corkl,=(Cork+I)' = 0] 

Use V- and U-vectors of 
kth and (k+l)th facets 
[(Cork),=(Cork+,), = 0] 

Use V-vectors of kth 
and (k+l)th facets 

[(Cor,l,=(Cork+ I), = 0] 

UNIVERSITY OF LIVERPOOL 

Usc U-vectors of kth 
and (k+ 1 )th facets 

[(Cork),=(Cork+I). = 0] 

URC V-vectors of kth 
al1d (k+ 1 )th facets 

[(Cor,ly=(Cor'+I),. = 0] 

Use U - and V -vccto," of 
kth and (k+ l)th f"ccts 
[I Cork), =(Cor k+,), = 0] 

U 8e V-vectors of kth 
and (k+ 1 )th facets 

[(Cor,),=(Cor,+,), = 0] 

Use U-vectors of kth 
and (k+l)th facets 

[(Cork),=(Cork+l)x = 0] 

End 
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IlluZonelnter 

Define (k+l)t,h 
illumination zOlle: 
r.:;QI and~ 

'---1-:--- 1-1'-:--1 ---I 
I cst arH lll( I 
I intersectiou hetween I 

L __ ~~,,:UH~~~l---: 

y 

Define (k+l)th 
iliuminat,ion ZOIlC: 

~2 alldr;:;o 

,------ ------, 
I Test and find , 
I intersection between , 

: 1;;QI' T;lf, and PIP, : ------ ------

y 
,------ ------, 
, Test and find I 
, intersection between , 
: ~ , or; and QIQ, (T) : 
------ ------

Define (k+l)tlI 
illumination zone: 

IkT10 and Ik+,T 

UNIVERSITY OF LIVERPOOL 

,------ ------
, Test and find : 
, intersection between , 

: IkP I' IkP 2 and Q 1 Q, ' 
------ ------, 

,------ ------
, Test and find : 
I intersection between , 
: Vl'Vz and QIQ,(T) I 
------ ------, 

Define (k+l)tlI 
illumination zone: 
Ik+,O and~ 

OULpul. Error message 

Elld 
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IlluZoneN oInter 

( start) 

I------L------I 
1 Test and find 1 
1 intersection between 1 

: I kQl,IkQ2 and P 1P2 : ------ ------

Define (k+ 1 )th 
illumination zone: 

Ik+1QI and I k+ 1Q2 

1------ ------1 
1 Test and find 1 

1 intersection between 1 

i_V 2: 5! ~a~~ ~l~~ ~L: 
1-------------1 
1 T est and find 1 

1 intersection between 1 

: IkQl) I kQ 2 and PI P 2 : ------ ------

Define (k+ 1 )th 
illumination zone: 

Ik~ J T and I;;:Ql 

Define (k+l}th 
illumination zone: 
I k+1T and~2 

UNIVERSITY OF LIVERPOOL 

N 

r------------ ... 
1 Test and find : 
1 intersection between 1 
1 --1 IkP],IkP 2 and Q1Q2 1 
1 (T] and T2) : L ___________ _ 

Define (k+ 1 )th 
illumination zone: 
Ik-tlTI and Ik+ 1T 2 

Output Error message 

End 
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Start 

Read in the source point 
vector (R.) 

Read in the observation 
pain t vector (Ro) 

Read in vector data of 
the intersecting facet 
F,F

2
: (Cor, n, V, V) 

Calculate the 
direction vector: 

Rd = (R,,-R,)/IRo-R,1 

C,dculate the distance 
frol11 R, to the potential 

intersection point: 
t = _(noR,+noCor)/ 

InoRdl 

Calculate the potential 
intersection point: 

Int = R,+Rd*t 

Calculate the 
subtrILcted vector: 

T = Int-Cor 

Assign the 
intersection point: 

Inter = Int 
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TestFindInter 

Invalid intersection 
point Inter 

Define R,R" 
to crOSH F,F 2 

Define R,R" 
to crOSH F 1 F , 

End 
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