
UNIVERSITY0F 

LIVERPOOL 

Toward Shared Understanding- 
An Argumentation Based Approach for 

Communication in open Multi-Agent Systems 

Thesis submitted in accordance with the requirements of 

the University of Liverpool for the degree 4-D 

of Doctor in Philosophy 

By 

Loredana Laera 

Department of Computer Science 

February 2008 



Contents 

Abstract 

Acknowledgments 

I Background and Context I 

1 Introduction 

1.1 Background and Motivation ............................... 
2 

1.2 Research Aims and Contributions ............................ 
6 

1.3 Thesis Structure .......................... ............ 
7 

2 Autonomous Agents and Agent Communication 11 

2.1 What is an Agent? ......................... ............ 
11 

2.2 Multi-Agent Systems ....................... ............ 
14 

2.3 Open Multi-Agent Systems .................... ............ 
16 

2.3.1 Agents on the Semantic Web ............... ............ 
17 

2.4 Agent Communication ...................... ............ 
20 

2.4.1 Agent Communication Languages ........................ 
21 

2.4.2 Communication Protocols ................ ............ 
24 

2.4.3 Middle Agents ..................... ............. 
25 

2.5 Conclusions ........................... ............. 
26 

3 Ofitologies 27 

3.1 What is an Ontology? ...................... ............. 
27 

3.2 The Components and Types of Ontologies ........... ............. 
30 

3.3 Representing an Ontology ................... ............. 
32 

3.3.1 Description Logics .................. ............. 
33 

3.3.2 OWL .......................... ............. 
34 

H 



3.4 Conclusions ........................................ 
37 

4 Tackling Semantic Heterogeneity - Ontology Alignment 38 

4.1 Ontologies for Agent Communication .......................... 
38 

4.2 Communication using Heterogeneous Ontologies .................... 
41 

4.3 Forms of Ontology Heterogeneity ............................ 
43 

4.3.1 Language Level Mismatches .......................... 
43 

4.3.2 Ontology Level Mismatches ........................... 
44 

4.4 Ontology Alignment ................................... 
45 

4.4.1 Alignment Methods ............................... 
47 

4.5 Agents and Heterogeneous Ontologies: Current Approaches .............. 
48 

4.5.1 Ontology Alignment ............................... 
48 

4.5.2 Meaning Negotiation in Open MAS ....................... 
50 

4.6 Conclusions ........................................ 
52 

Il An Argumentation Based Approach for Communication in MAS 53 

5 Agents Arguing over Mappings 54 

5.1 Ontology Alignment in Open MAS - Issues and Challenges ............... 
54 

5.1.1 Agent Autonomy over Ontology Alignments .................. 
55 

5.1.2 Ontology Alignment is Context-Dependent ................... 
55 

5.1.3 The Dynamics of Ontology Alignment ...................... 
57 

5.1.4 Diverse Approaches to Ontology Alignment ................... 
58 

5.1.5 Ontology Alignment Reuse ........................... 
58 

5.2 Key Assumptions ..................................... 
59 

5.3 A Mapping-oriented Argumentation Framework- for Open MAS ............ 
61 

5.3.1 Argumentation Framework ............................. 62 

5.3.2 Arguments about Mappings ........................... 
65 

5.3.3 Agreed and Agreeable Alignments ........................ 
70 

5.4 An Illustrative Example ................................. 
75 

5.5 An Ontology for the Semantics of Arguments over Mappings .............. 
78 

5.5.1 Agents 
...................................... 

80 

5.5.2 Alignment 
.................................... 

80 

5.5.3 Argument 
..................................... 

81 

5.6 Conclusions 
........................................ 

82 

iii 



6 Mapping-oriented Argumentation 

- Architecture and Protocol 83 

6.1 A MAS Architecture for the Argumentation Based Approach .............. 
83 

6.1.1 Communication Mechanism ........................... 
86 

6.2 Argumentative Agent ................................... 
89 

6.3 Argumentation Protocol .................................. 
91 

6.3.1 Conditions on the Argumentation Acts ...................... 
95 

6.4 Conclusions ........................................ 
97 

III Evaluation and Application 98 

7 Implementation and Evaluation 99 

7.1 An Implementation for the Mapping-oriented Argumentation Framework ........ 100 

7.1.1 Alignment Module ................................ 
101 

7.1.2 Alignment API .................................. 
102 

7.1.3 Argumentation Module ............................. 
104 

7.1.4 Agents ...................................... 
105 

7.2 Empirical Evaluation ................................... 
107 

7.2.1 Experimental Setup ................................ 
108 

7.2.2 Experiments and Results ............................. 
III 

7.3 Further Experiments in the Web Services Domain .................... 
116 

7.4 An Application in Ontology Engineering Process for Multi-Agent Systems ....... 122 

7.4.1 A Brief Introduction to Ontology Engineering for MAS ............. 
122 

7.4.2 Using the Mapping-oriented Argumentation framework into DINO ...... 
124 

7.4.3 A Working Through Example iý an eHealthCare Scenario ........... 
126 

7.5 Conclusions ........................................ 
130 

IV Synopsis 133 

8 Conclusions and Future Work 134 

8.1 Review of Contributions ................................. 134 

8.2 Future Work ........................................ 137 

V Appendicies 

A OWL - Web Ontology Language 

139 

140 

IV 



A. ] OWLLiteSynopsis .................................... 
140 

A. 2 OWL DL Synopsis .................................... 
141 

B Argumentation Ontology 142 

C An Overview on Argumentation in MAS 150 

C. ] Argumentation Tbeory .................................. 
150 

C. 2 Argumentation for Agent Communication ........................ 
151 

C. 3 Argumentation-Based Negotiation ............................ 
152 

D DINO - The Dynamic Ontology Lifecycle Scenario 154 

DA Dynamic Integration of New Learned Knowledge in the DINO Framework ....... 
154 

D. 1.1 Ontology Learning Wrapper ........................... 
154 

D. 1.2 Ontology Collaborative Development Portal ................... 
155 

D. 1.3 Ontology Reasoning/Management Wrapper ................... 
156 

D. 1.4 Ontology Difference Wrapper 
.......................... 

157 

D. 1.5 Triple Sorter 
.......... .......................... 

157 

D. 1.6 Natural Language Suggestions Generator .................... 
158 

Bibliography 160 

V 



To myfamily with love and gratitude 

vi 



List of Figures 

2.1 The Semantic Web's Layered Architecture ........................ 
19 

2.2 Basis Communication Model ............................... 
21 

2.3 Layer Organization of a General Agent Communication Language ............ 
23 

4.1 Single Ontology Approach ................................. 
39 

4.2 Multiple Ontology Approach ................................ 
40 

4.3 Hybrid Ontology Approach ................................ 
40 

4.4 Agent Sharing Worlds but Using Different Ontologies .................. 
42 

4.5 Pairwise Mappings between Ontologics 
.......................... 

43 

4.6 Mappings to a Single Common Ontology ......................... 
43 

4.7 Multiple Ontology Clusters with Inter-Claster Mappings ................. 
43 

4.8 Alignment between Two Ontologics (only the classes involved in mappings are displayed). 46 

5.1 Layers of Ontology Alignment ............................... 
56 

5.2 Mapping-Oricntcd Argumentation Architecture ...................... 
61 

5.3 Example of Arguments ................................... 
67 

5.4 Excerpts of 01 and 02 Ontologics ............................. 
75 

5.5 Value-Based Argumentation Frameworks ......................... 
77 

5.6 Argumentation Ontology ................................. 
79 

6.1 Open MAS Architecture .................................. 
86 

6.2 Ontology Alignment Protocol ............................... 
88 

6.3 Argumentative Agent Structure .............................. 
89 

6.4 Argumentation Unit .................................... 
90 

6.5 Argumentation Protocol for Two Agents .......................... 
94 

7.1 Mapping-Oriented Argumentation Prototype ....................... 
101 

7.2 Displaying Mappings .................................... 
102 

7.3 Displaying Arguments ................................... 
102 

vii 



7.4 Alignment Server ...................................... 
105 

7.5 Displaying Agreed Mappings ............................... 
106 

7.6 GUI to Set Preferences, Ontologies and Threshold of an Agent .............. 
107 

7.7 F-measure with and without argumentation ........................ 
112 

7.8 F-measure with and without argumentation for Ag, ................... 
113 

7.9 F-measure with and without argumentation for A92 ................... 
113 

7.10 Comparison between F-measure with argumentation for both agents and for each single 

one ............................................. 
114 

7.11 (a) F-measures for Agj. (b) F-measures for A92 
.................... * 115 

7.12 Plot demonstrating the effects of varying the preferences for the test case 301 ...... 
116 

7.13 Processing time with and without argumentation ..................... 
117 

7.14 Processing cost for the argumentation over a single mapping ............... 
117 

7.15 Communication cost for the argumentation over a single mapping ............ 
118 

7.16 Plots showings the comparison of our argumentation approach wrt. current alignment 

tools (OAEI'05) ...................................... 
119 

7.17 Plots showings the comparison of our argumentation approach wrt. current alignment 

tools (OAEI'06) 
...................................... 

120 

7.18 Two ontologies from a service-oriented travel domain for Ag, and A92 ......... 
121 

7.19 Precision and Recall Measurements for Web Service Ontologics ............. 
122 

7.20 DINO Architecture ..................................... 
125 

7.21 A Text Sample and the Learned Ontology 
......................... 

127 

7.22 A Master Ontology Sample 
................................ 

128 

7.23 Candidate Mappings and Arguments ............................ 
129 

7.24 Negotiated Mappings 
.................................... 

129 

D. ] Dynamic Integration Scheme ............................... 
155 

viii 



List of Tables 

5.1 Argument Scheme for OWL Ontological Alignments (continued in Table 5.2. ) ..... 
69 

5.2 (continued) Argument Scheme for OWL Ontological Alignments ............ 
70 

5.3 Arguments For and Against the Mappings mi, M2. M39 M4,7n5 and mG ........ 
76 

5.4 Preferred Extensions .................................... 
78 

6.1 Communication Path between Agents ........................... 
85 

7.1 Servives Provided by the Ontology Alignment Service 
........... 

7.2 Test Cases .................................. 
7.3 Ag, and A-q2'S Preferences for each Test .................. 
7.4 Except of Arguments and Counter-Arguments 

............... 
7.5 Extension Triples and the respective NL Suggestions ........... 

107 

110 

110 

128 

130 

ix 



Abstract 

Open distributed computing applications are becoming increasingly commonplace nowadays. In many 

cases, these applications are composed of multiple autonomous agents, each with its own aims and ob- 

jectives. In such complex systems, communication between these agents is usually essential for them 

to perform their task, to coordinate their actions and share their knowledge. However, successful and 

meaningful communication can only be achieved by a shared understanding of each other's messages. 

Therefore efficient mechanisms are needed to reach a mutual understanding when exchanging expres- 

sions from each other's world model and background knowledge. We believe the de facto mechanisms 

for achieving this are ontologies, and this is the area explored in this thesis [88]. 

However, supporting shared understanding mechanisms for open distributed applications is a major 

research challenge. Specifically, one consequence of a system being open is the heterogeneity of the 

agents. Agents may have conflicting goals, or may be heterogeneous with respect to their beliefs or their 

knowledge. Forcing all agents to use a common vocabulary defined in one or more shared ontologies 

is, thus, an oversimplified solution, particularly when these agents are designed and deployed indepen- 

dently of each other. 

This thesis proposes a novel approach to overcome vocabulary heterogeneity, where the agents dynam- 

ically negotiate the meaning of the terms they use to communicate. While many proposals for aligning 

two agent ontologics have been presented in the literature as the current standard approaches to resolve 

heterogeneity, they are lacking when dealing with important features of agents and their environment. 
Motivated by the hypothesis that ontology alignment approaches should reflect the characteristics of 

autonomy and rationality that are typical of agents, and should also be tailored to the requirements of 

an open environment, such as dynamism, we propose a way for agents to define and agree upon the 

semantics of the terms used at run-time, according to their interests and preferences. Since agents are 

autonomous and represent different stakeholders, the process by which they come to an agreement will 

necessarily only come through negotiation. By using argumentation theory, agents generate and ex- 

change different arguments, that support or reject possible mappings between vocabularies, according 



to their own preferences. Thus, this work provides a concrete instantiation of the meaning negotiation 

process that we would like agents to achieve, and that may lead to shared understanding. Moreover, 

in contrast to current ontology alignment approaches, the choice of a mapping is based on two clearly 

identified elements: (i) the argumentation framework, which is common to all agents, and (ii) the pref- 

erence relations, which are private to each agent. 

Despite the large body of work in the area of semantic interoperability, we are not aware of any research 

in this area that has directly addressed these important requirements for open Multi-Agent Systems as 

we have done in this thesis. 
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Part I 

Background and Context 



Chapter 1 

Introduction 

"Communicate, communicate, and then communicate some more. " 

-Bob Nelson 

The aim of this thesis is to investigate how to achieve shared understanding between agents in an 

open Multi-Agent System, using ontologies, ill a way that conforins to the characteristics of agents and 

is tailored to the requirement of their envirownent. 
The rest of this chapter is structured as follows. We start with all e-vended outline of the background 

and scope of the thesis ill Section 1.1, focusing oil the open problems and challenges that motivated 

its. Ill this context, we summarize the main goals and point out the main contributions of the thesis ill 

Section 1.2. Ill Section 1.3, the structure of this thesis is presented as a giddefor readers. 

1.1 Background and Motivation 

A wide variety of computer applications are open distributed systems in which components are spread 

throughout a network, in a decentralised control regime, and are often subject to continuos change 

throughout the system's lifetime. Examples include the Grid [62], Peer-to-Peer computing [1031, the 

Semantic Web [171 and pervasive computing environments [106]. Such open distributed systems are 

typically composed of various stakeholders, each with their own, possibly conflicting, interests and pref- 

erences. Therefore, there is a need to have autonomous components, that represent these stakeholders, 

and act and interact in flexible ways in order to achieve their design objectives in uncertain and dynamic 

environments. Given this, agent paradigm has been emerged as the natural computation model for such 

systems [681. More specifically, the agent paradigm allows the decomposition of large, complex, and 
distributed systems into a number of autonomous entities that can interact with each other in order to 
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achieve their individual objectives [68]. Thus, open distributed systems can be modelled as open multi- 

agent systems [911, that are composed of autonomous agents that can join and leave at any time, undergo 

continual change and can be developed by different parties. In such systems, it is usually not possible 

for agents to possess complete a priori information about other agents within the system, simply because 

such information will initially be unavailable or too costly to obtain. As was pointed out by Hewitt and 

de Jong [60] the only thing that the components of an open system have in common is their ability to 

communicate. 

Achieving successful communication in open multi-agent systems requires that the agents share a 

standard agent communication language, e. g., KQML [48] and FIPA ACL [I]. Citing Luck, McBurney 

and Preist [791: 

"Powerful agents need to be able to communicate with itsers, with customers, with system 

resources and with each other if they are to cooperate, collaborate, negotiate and so oil. 

Common agent languages hold the promise of diverse agents communicating to provide 

more complexfitnctions across the network-ed world. Indeed, as agents grow more posverful, 

their needfor communication increases. " 

However, sharing a common communication language is not enough. Agents should also share a com- 

mon understanding of the vocabularies to be used to represent the knowledge being communicated. 
Thus, agents need a language for representing tile knowledge, i. e. the content language. It has been 

long accepted [54,114] that a such particular role is designed to be played by a common ontology, 

which is expected to provide the definitions of the vocabularies used by agents to describe the world. 
A common ontology would guarantee that any concept, object, or entity has a uniform meaning across 

agents even if different agents use different names to refer to them. Therefore, an ontology will provide 

'a common understanding - the conceptual framework of knowledge - to be shared between agents. 
The use of explicit ontologics in the multi-agent systems research community has become widely rccog- 

nized as having great benefits for the integration of disparate and distributed information sources to form 

an open, extensible and loosely coupled agent system. Industry initiatives such as OMG Model Driven 

Architecture', UDD12 and BizTalk3 provide both an opportunity and a challenge to the agent research 

community to demostrate the benefits that ontology and knowledge-level communication bring and the 

potential business applications of their technology. In addition, the development of research fields such 

as the Semantic Web (SW), will bring a renewed focus within multi-agent research community on the 
development of explicitly modelled ontologics and tools and tile infrastructure to support their use. For 

this reason, the Semantic Web is the enviroment we focus on primarily in this research. 
Achieving shared understanding for open distributed applications is a major research challenge. 

1 bItP: //www. omg-org/mda/. 
2http: //www. uddi. org/. 
.1 http: //biztalk. org. 

3 



Specifically, in an open multi-agent system, agents are often committed to different ontologies which are 

designed for different purposes and owned by different stakeholders, who profit from their interactions in 

the virtual world. The pre-existence of such a shared vocabulary cannot be guaranteed or even expected, 

not only because it would result in assuming a standard content vocabulary for all agents (and thus 

violate the dynamics of open environments); but also because it does not take into account the conceptual 

requirements of agents that could appear in future. Thus, as pointed out by Uschold [ 122], a fundamental 

problem to take into consideration in agent communication is that caused by the heterogeneity of the 

underlying knowledge sources, or ontologies. Moreover, apart from different ontologies, each agent has 

its own set of goals, which this can lead to self-interested behaviour, and its own business logic. 

Consider for instance electronic market places in which agents from different origins are put together to 

interact with each other in business environments. Agents in such systems might have been implemented 

in different institutions by different programmers, and will typically employ different ontologies to 

represent information, such as different currencies to denote prices and so on. 

Against this background, this thesis deals with the problems of how to achieve, in a dynamicfash- 

ion, shared understanding that conforins to the characteristics of agents and is applicable to open and 

dynamic environments, where it is expected that agents'ontologies are different. 

Here, shared understanding between agents is concerned with having a common meaning attached to 

the elements of an entity as well as to their relationships in their ontologies. The semantics of this com- 

mon meaning should be sufficient for the agents to carry out their tasks, even when their ontologies are 
different. 

Typically, the interoperation between these agents is based on the reconciliation of their heterogeneous 

views, which is accomplished by aligning the diverse ontologies associated with the agents composing 

the system. An alignment between the ontologics is a set of mappings between the concepts, properties, 

and relationships in the agents' ontologies. Citing Sampson [ 105]: 

"Ontology alignment is one prerequisite towards enabling interoperability between agents 

or services that use different ontologies. It is necessaty that these agents align their ontolo- 

gies to enable data exchange at the syntactic and semantic level". 

In the context of open multi-agent systems - where agents cannot have a priori knowledge about the 

ontologies of other agents in the system, and where these ontologics are often private -a middle com- 

ponent that provides the alignments is often indispensable to agent systems. 
The use of external alignment services that agents can invoke to obtain and store possible mappings 
between two ontologies has been proposed by Euzenat in [421. The mappings might originate from 
independent mapping engines that employ differing algorithms to calculate them. 
However, the availability of such external services and the approaches to ontology alignments them- 

selves provide only a partial solution to achieving shared understanding between open agents, since 
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___________________________________ -- 

they are lacking when dealing with important features of agents and their environment. 

First, ontology mappings may only be suitable in a certain context. For a given context, agents might 

have different and conflicting perspectives; i. e. interests and preferences; on the acceptability of a can- 

didate mapping, each of which may be rationally acceptable. This may be due to the subjective nature of 

ontologics, to the circumstances and the requirements of the alignment and so on. For example, an agent 

may be interested in accepting only those mappings that have linguistic similarities, since its ontology 

is too structurally simple to realise any other type of mismatch. 

In addition, in most of the approaches to ontology alignment, the generation of ontology mappings is 

often a step-wise process that includes the definition of an initial alignment, the training of some exam- 

ples, and that invariably involves some form of interpretation of preliminary results. Therefore, they are 

most effective when used to support semantic interoperation at design time, and in closed or partially 

open environments, where the actors involved are often already known, ontology changes are controlled 

and thus the alignments can be established before any agent interaction. However, in open environment 

the above conditions are not satisfied. In these systems, the communication pattern is highly dynamic, 

thus any decision on the acceptability of these mappings should be made dynamically (at run time), due 

to the fact that the agents have no prior knowledge of the existence or constraints of other agents. 

Given these lacunae, the motivating hypothesis behind this thesis is that approaches to overcome the 

problem of communication between heterogeneous agents should also reflect the characteristics of au- 

tonomy and rationality that are typical of agents [141] and take into account the requirements of the 

environment. Thus, it is desirable for agents to have the ability to define and agree upon the seman- 

tics of the terms used at run-time, according to their interests and preferences. Since the agents are 

autonomous and represent different stakeholders, a way by which they can come to an agreement is 

through a negotiation process [3]. 

For this reason, the main contribution of this thesis is to advocate an approach in which agents dynam- 

ically negotiate the meaning of the terms they use to communicate. Particularly because the agents are 

autonomous and cannot be assumed to be benevolent, agents must try to convince each other, by ar- 

guments, to accept one mapping rather than another, and negotiation is thus critical for managing such 

inter-agent dependencies. We term the framework inapping-oriented arguinenlation, since it involves 

negotiation about the mappings between vocabularies, by argumentation theory. In our argumentation 

approach, agents generate and exchange different arguments, that support or reject possible ontology 

mappings, according to its preferences and interests. The set of potential arguments are clearly identi- 

fied and grounded on the underlying ontology language, and the types of mappings supported by any 

such arguments a re clearly specified. A value-based argumentation framework [15] is used to express 

agents' preferences between the categories of arguments built on the types of mappings and which are 

speciflc to the matching task and on the ontology semantics. 
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Thus, this work provides a concrete instantiation of the meaning negotiation process that we would 

like agents to achieve, and that may lead to shared understanding. 

1.2 Research Aims and Contributions 

In this section we summarize the aims and objectives of this thesis and the contributions to the state of 
the art that were made to achieve them. 

The intent of this thesis is to provide solutions that enable mutually consistent understanding of 

shared infonnation between agents in an open and distributed environment. 
To this end, we set out to achieve the following objectives: 

*A prerequisite for improving the state of the art in semantic interoperability in MAS is to have a 

good understanding of this process. In particular, it is important to identify the requirements that 

these approaches should fulfill. 

41 Develop a comprehensive model for open multi-agent systems that overcomes the problems con- 

cerning the communication between agents committed to different ontologics; the model needs 
to reflect the characteristics of autonomy and rationality of agents; and should be tailored to the 

requirements of an open environment. 

According these objectives, the main research direction investigates an approach in which agents 
dynamically negotiate the meaning of the terms they use to communicate. Thus, the novel contributions 
of the thesis are the following: 

We identify the requirements for achieving shared understanding between agents in open MAS. 
Despite the large body of work in tile area of semantic interoperability in MAS and SW, few ef- 
forts are directed towards identifying requirements for these environments. We arc only aware 

of the requirements stated in [125]. Based on our experiences when working with open and dis- 

tributed systems, we identified a set of requirements that the mechanisms for semantic interoper- 

ability should fulfil. While non-exclusive, our list of requirements complements the requirements 
brought forward by the community so far. 

We extend the notion of reaching agreement through automated argumentation-based negotiation 
(i. e. without human intervention) over ontology mappings between heterogeneous agents. Thus, 

rather than assuming that agents are restricted to using traditional mapping algorithms that are 
only effective when used at design time, we argue that an ontology mapping should be decided at 
run-time, so that they can be tailored to reflect the agent's context and tasks. 

We present a way by which agents can express their preferences over the types of mappings they 
use when aligning the ontologies. The approach uses an argumentation framework that allows 



the agents to reach an agreement on those mappings that are mutually acceptable, because they 

are mappings that cannot be refuted by any agents involved in the negotiation. In contrast to 

current ontology alignment approaches, the choice of alignment is based on two clearly identified 

elements: (i) the argumentation framework, which is common to all agents, and (ii) the preference 

relations which are private to each agent. 

We implement a proof of concept of an argumentation-based mapping framework in order to 

demonstrate its applicability and effectiveness in inter-agent communication. 

We demonstrate the benefits of using argumentation-based negotiation for choosing mappings and 

show that they enable agents to communicate more efficiently than using the current alignment 

approaches. 

Despite the large body of work in the area of semantic interoperability, very few efforts have directly 

addressed these important requirements for open MAS as we did in this thesis. 

Note that the work presented in this thesis is confined to a problem in Artificial Intelligence (AI), 

specifically: the supporting of interoperability in distributed and open systems. Even though we draw 

on concepts from agent negotiation and the theory of argumentation, we do not make a contribution to 

these areas. 

1.3 Thesis Structure 

This thesis describes the techniques and tools developed in meeting the aims described previously. The 

thesis is divided into 4 parts, which are further divided into 8 chapters and there are appendices. Part 

I presents the background and the context of our research, which is relevant to the contributions we 

present in this thesis. Part 11 describes the proposed argumentation framework and explains how it is 

going to be applied for distributed heterogeneous agents settings. Part III describes the implemented 

tool and evaluates its applicability. Finally, Part IV underlines the main results, concludes the thesis and 
discusses future work. The appendices provides technical information. 

A more detailed explanation of the structure of this thesis is depicted as follows: 

Chapter 1 is this chapter in which we have defined the motivation of this thesis and the background 

which on this thesis is based. 

Chapter 2 addresses the wide field of Multi Agent Systems. We review the definitions of Agent and 
Multi-Agent System and discuss their main features. It gives an overview of agent interoperation 

in open and dynamic environments, while emphasizing the relation with the area of the Semantic 

Web. It further discusses agent communication, introducing the reader to the connection between 

agents and knowledge sharing in order to understand the role of ontology for the next chapter. 
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Chapter 3 contains an introduction to the ontologies and the most important related concepts that have 

been considered in this work. First, it reviews the different meanings that the term "ontology" 

takes in Artificial Intelligence and Computer Science. Then, it discusses suitable representations 

of ontologics. 

Chapter 4 outlines in details the problem of semantic heterogeneity between different ontologies. First, 

it introduces the role of ontology for agent communication, introducing the problem of seman- 

tic heterogeneity in open and dynamic Multi-Agent Systems. I'llen, it discusses how ontologies 

may differ by a classification of the different types of mismatches. Further on, it sketches ontol- 

ogy alignment as the current proposal in the literature for achieving interoperability. Ontology 

alignment is based on the ability to find the set of mappings between the concepts, properties, 

and relationships in the ontologies. It briefly surveys a general classification of different ontol- 

ogy alignment methods. Finally, it reviews a selection of proposed solutions, showing how the 

importance of reconciling heterogeneous ontologies has evolved in recent years, with a particular 

emphasis on their applicability in open MAS. 

Chapter 5, following tile considerations from the previous chapter, introduces and motivates our argu- 

mentation based approach. While many proposals for aligning ontologies have been presented 
in the literature, most of them do not address important requirements and issues inherent for the 

agent community. The resulting alignment may not be satisfactory to the agents, and thus can 

become the object of further negotiation between them. The chapter proffers the use of argumen- 

tation over ontology mappings as an approach that may lead to shared understanding between 

heterogeneous agents. It introduces the arguments and how to reason about these arguments in 

an specific argumentation framework - the Value-Based Argumentation framework, designed to 

accommodate participants with different preferences. It defines the notion of agreed and agree- 

able alignments for agents, and proposes a procedure to find them. The chapter concludes with 

tile description of an argumentation ontology used to represent the arguments. 

Chapter 6 discusses in detail the MAS architecture, the argumentative agents and their capabilities for 

argument generation to support our argumentation framework. Moreover, it proposes a protocol 

for evaluating the acceptability of a mapping. 

Chapter 7 discusses the implementation of the proposed framework, followed by the evaluation and 

applicability of the framework. A number of experiments are presented and discussed. Tile 

implementation is evaluated on pre-defined test cases by comparing the results of the methods 
to human judgement. The chapter concludes with a presentation of a pilot study. The pilot 

study describes the application of our framework in a specific scenario: the lifecyclefor Ontology 

development process. 



Chapter 8 presents some conclusions and identifies some open issues that are believed to deserve future 

work. 

The thesis also includes four additional elements as appendices. Appendix A provides a summary 

of the OWL Lite and OWL DL language features. Appendix B shows the OWL version of the Argu- 

mentation Ontology, that models arguments for and against potential ontology mappings. Appendix C 

presents an outline of argumentation in MAS. Appendix D presents more details of the DINO frame- 

work, its architecture, and functional requirements. 
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Chapter 2 

Autonomous Agents and Agent 

Communication 

In this chapter ive introduce thefundamental principles behind Agents, Multi-Agent Systems and Agent 

Communication. It is not our intention to give a complete oven, iesv of the wide field. Rather, we will 

restrict ourselves to those aspects that are relevantfor the current investigation. 

First, vve review the definitions of Agent and Multi-Agent System in Sections 2.1 and 2.2. We focus 

on Open Multi-Agent Systems in Section 2.3. This section is especially relevant for this thesis as it 

deals with agent interoperation in large scale open and distributed systems such as the Semantic Meb. 

Section 2.4 discusses agent communication and introduces the reader to the connection between agents 

and knowledge sharing in order to understand the role of ontologies discussed in the next chapter 

2.1 What is an Agent? 

The increasing complexity of distributed computer systems has led researchers to utilise various tools 

of abstractions in order to improve the software engineering process. However, the requirements of an 
increasing'number of computing scenarios go beyond the capabilities of tradit 

' 
ional computer science 

and software engineering abstractions. In particular, four main features distinguish future software 

systems from traditional ones: 

Sititatedness. Software components execute in the context of an environment, which they can 
influence and be influenced by; 

2. Openness. Software systems are subject to decentralised management and can dynamically change 

their structure, and thus be heterogeneous; 



3. Locality in control. Software systems components represent autonomous and proactive loci of 

control; 

4. Locality in interactions. Despite living in a fully connected world, software components interact 

according to local (geographical or logical) patterns. 

Examples of these distributed systems include the Grid [621, peer-to-peer computing [1031 and the 

Semantic Web [ 17]. Their characteristics have led to the emergence of a new paradigm in computing: 

the agent paradigm. Indeed, an increasing number of computer systems are being viewed in terms of 

multiple, interacting autonomous agents. This is because the multi-agent paradigm offers a powerful 

set of metaphors, concepts and techniques for conceptual i sing, designing, implementing and verifying 

complex distributed systems. 

So, what are these agents and what is all this fuss about? 
During the past years, quite a few researchers have attempted to define the notion of an agent [491. 

Indeed, as Shoham points out in [ 108], there are so many diverse definitions of "agent" that the term is 

almost meaningless without reference to a particular concept of agent. 
In this section, we review the most relevant definitions proposed in the literature, and we will discuss 

the main features of an agent that are relevant for the purpose and context of this work. The section ends 

with our definition of agent that will be used throughout in this thesis. 

The most influential definitions are probably the "weak notion " and the "strong notion " of an agent, de- 

fined by Wooldridge and Jennings in [ 141 ]. The weak notion defines an agent as a hardware or software 

based computer that is a autonoinotts, reactive, pro-active and has social ability. The most important 

feature that differentiates an agent system from other computer systems is the autonomy: an agent is 

able to set its own goals, based on its motivations [28], and to choose a way to achieve those goals. In- 

formally, autonomous action involves carrying out action without human intervention and autonomous 

decision involves adapting their responses (e. g., accept or reject incoming messages) to dynamically 

changing environment conditions and other agent's behaviors. This implies that an agent system is ex- 

pected to have more robust behaviour such as recovery from failure and more reliable behaviour such 

as coping with an uncertain and changing environment. Autonomy is essential for silitated agents, that 

is agents situated in an environment shared by other agents; which are able to sense their environment 

and carry out actions in that environment. Examples of environments in which agents may be situated 
include the physical world, a user, a society of agents or the Semantic Web. 

The properties reactivity, pro-activeness and social ability together determine the degree of flexibil- 

ity of an agent: 

Reactivity of an agent refers to its ability to perceive their environment; and to react, presumably 
in a sensible way, to unexpected situations arising in its environment; 
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While an agent is, by its autonomy, able to set its own goals, its pro-activeness ensure that it will 

actually do so. Thus, an agent takes the initiative and create opportunities to pursue its goals 

instead of merely reacting to its environment; 

An agent's social ability enables it to interact and cooperate with other agents in its environment, 

in order to satisfy its design goals. The social ability goes beyond exchanging binary code, but 

is more related to the human world, in terms of sharing resource and goals, and thus it includes 

situations where an agent can negotiate and cooperate with others. 

The reader may have noticed that the weak notion of agent applies to human beings to a large extent: 

humans are generally assumed to be autonomous, situated in their society and socially able. This is of 

interest to our investigation since the same concept can be theoretically used both for the analysis of 

(exiting) human procedures and the analysis of automated systems consisting of software agentsi 

Wooldridge and Jennings have also defined, in the same paper, a stronger notion of agent: 

66.. t ied an agent to be a computer system that, in addilion to having the proper ies identif 

above, is either conceptualised or implemented using concepts that are more usually ap- 

plied to humans. For example, it is quite common in AI to characterise an agent using 

mentalistic notions, such as knowledge, belief, intention, and obligation. " 

Under the strong notion, an agent is ascribed mental states, including beliefs, knowledge, intentions, 

goals, commitments and obligations. The behaviors of the agent are described using these mentalistic 

notions. Depending on the application only a subset of these will be employed. 

In its more common and simpler version, an agent can be thought of as a state machine [66]. Every 

state describes the situation in which the agent currently is in each time and the agent decides the action 

to fulfill on the basis of its current state. The execution of an action causes a state transition. The actions 

can be inside actions or communicative acts [ 102]. The inside actions are directed to modify the state of 

the same agent, to interact with not-agent software (the so-called sensors and actuators), and to interact 

with human consumers. The communicative acts are related to the messages exchanged with the other 

agents (dispatch or receipt of messages). As a consequence, to describe an agent means to describe its 

state machine, i. e., its states, its actions and the messages, which it can receive and send. An agent, in 

its more general version, is able to work in parallel, i. e., it can exchange messages with more than one 

agent simultaneously. This slightly complicates the formal description of an agent, but the intuition is 

substantially unchanged. 
Before concluding this section, it is worth presenting the definition of agent of Frankling and 

Graesser [49]: 
'Chapter 7 shows that the main ideas presented in this thesis can be equivalently applied to hurnans and software agents. 
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"An autonomous agent is a system situated within and a part of an environment that senses 

that environment and acts on it, over time, in pursuit of its own agenda and so as to effect 

what it senses in thefitture. " 

This definition emphasises situatedness and continuity of an agent and requires that there is some kind 

of feedback: the action of an agent should affect future observations of the agent. Both continuity as 

well as the feedback requirement help to distinguish agents from 'ordinary programs'. 

The definitions presented here have shown that the term "agent" can be understood differently depend- 

ing on the focus of research and the context. However, in this thesis, the definition of an agent that we 

will throughout is adapted from Wooldridge and Jennings [1411, which ensures the ability of the agent 

to communicate, negotiate and pursue a specific goal: 

"An agent is a computer system, situated in an heterogeneous computing environment, ca- 

pable offlexible autonomous decisions in this environment in order to ineet its design ob- 

jectives, and able to interact and negotiate with other agents according to some interaction 

mechanism as a means by which agents are able to exchange infonnation, resolve their 

conflicts and reach agreemenis. " 

2.2 Multi-Agent Systems 

Agents are abstraction tools and as such they are increasingly seen as a most well established and 

promising approach to develop complex distributed computing systems, known as Multi-Agent Systems 

(MAS). A Multi-Agent System is defined as a loosely coupled network of agents that work together 

as a society aiming at solving problems that would generally be beyond the reach of any individual 

agent [38]. This definition is the general definition that is usually given in the major part of articles 

and inherited from the field of distributed planning. More recently, the term "Multi Agent System" has 

come to have a more general meaning, and it is now used to refer to all types of systems composed of 

multiple (semi-) autonomous components [68]. In general, the MAS approach advocates decomposing 

problems in terms of autonomous agents that can engage in flexible, high level interactions, and this 

way of decomposing a problem aids the process of engineering complex systems [67]. 

According to [1171, the main characteristics of a Multi-Agcnt System are that: 

each agent has incomplete information or capabilities for solving the overall problem tackled by 

the system and, thus, has a limited viewpoint; 

there is no global control in the system: the collective behaviour is the result of social rules and 
interactions and not of a supervising central authority; 
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resources are decentralised: resources needed for the completion of the tasks assigned to the 

system are divided and distributed. 

Thus leads to the recognition that a MAS is not a simple set of agents put together in a common environ- 

ment, but a real organization with social rules and interactions allowing cooperation and collaboration 

to resolve problems that centralized systems (as intelligent as they can) would not have resolved. 

But what advantages does MAS offer and in what circumstances is it usefid? In agreement with 

Sycara [ 117], the most important reason to use MAS is to solve problems that are too large for a cen- 

tralized agent because of resource limitations or the sheer risk of having one centralized system that 

could be a performance bottleneck or could fail at critical times. Moreover, different and distributed 

organizations with different (possibly conflicting) goals, proprietary information and expertise might 

benefit from a multiagent system in order to handle their interactions. However, there are also several 

reasons to use MAS even in domains that could conceivably use systems that are not distributed. Having 

multiple agents could speed up a system's operation by providing a method for parallel computation, for 

instance. Furthermore, the parallelism of MAS can help deal with limitations imposed by time-bounded 

reasoning requirements. 

Applications built upon MAS currently cover a wide number of areas including electronic com- 

merce, information management, health care, process control, electronic games, manufacturing , and so 

on. For example, their application within industrial scenarios include tasks such as [ 13]: 

* automated trading in online marketplaces; 

9 simulation and training applications in defence domains; 

a network management in utilities networks; 

* user interface and local interaction management in telecommunication networks; 

o schedule planning and optimisation in logistics and supply-chain management; 

* control system management in industrial plants (such as steel works); 

0 simulation modeling to guide decision-makers in public policy domains. 

A common feature for the success of these applications is that agents have to interact with other agents 

to perform their tasks. 
Before moving on to the details of how agents interact, first we need to distinguish between two 

main classes of MAS [1441: 

distributed problem solving systems in which the agents are explicitly designed to cooperatively 

achieve a given common goal in a benevolent fashion; 
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open systems in which agents are not necessarily co-designed to share a common goal and can 

dynamically leave and enter the system and may not be benevolent. 

In the former case, all agents are known a priori and benevolent to each other and therefore, they can 

trust one another during interactions. This class is also known as closed Multi-Agent System in which 

the set of agents is predefined by the entity that sets up and controls the system. However, the real utility 

of Multi-Agent Systems lies in the potential of open agent systems. 

In order to identify the problem areas handled in these systems, which is one of the requirements of 

this thesis, the next step is to further investigate open MAS. This is the subject of the next section, which 

establishes the characteristics of these systems, and examinates how these characteristics are suited to 

the Semantic Web environment. 

2.3 Open Multi-Agent Systems 

In this section we briefly summarize tile main features of agents in open MAS, before turning to a de- 

tailed description of a specific open enviroment: the Semantic Web. 

Open MASs are defined as systems in which agents can freely join and leave at any time and where 

agents operate independently towards their own goals. 
In these systems, not all relevant properties of the agents are known at design time (e. g., agent archi- 

lecture, personal beliefs and goals), and their properties might be (intentionally) hidden or dynamic 

(black-box character). Agents can change over time and, usually they exhibit self-interested behavior. 

Here, the notion of self-interest means that an agent will act in a manner which maximises its own utility 

given its own goals. In addition, agents are often not designed and developed by the same group, nor do 

they represent the same stakeholders, and may follow different policies or objectives. All these features 

imply that an open MAS has to deal with the following three possible modifications of its composition: 

Addition of an agent to the Multi-Agent System. For example, an agent can be added to provide 

new capabilities or for supporting a complex task (in this case a new agent could be created to 

solve one or more subtasks of a given main task). 

Removal of an agent from the Multi-Agent System. For example, an agent can leave the commu- 

nity when its goals have been satisfied. 

Evolution of an agent in the Multi-Agent System. For example, an agent gains and shares new 

capabilities and/or unregisters some of its old capabilities (for instance, because obsolete). 

It is worth noting that all these modifications are alterations of the Multi-Agent System which have a 

great influence on the possibility of interoperation between agents. Indeed, the addition of an agent 
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to a Multi-Agent System creates new possibilities of interoperation between this agent and some other 

agents in the system, whereas the removal of an agent causes some of these possibilities to become 

obsolete. Moreover, when an agent evolves, its possibilities of interoperation also change because it 

has a different set of capabilities and different needs. Thus, a consequence of a MAS being open 

is the heterogeneity of these agents. Heterogeneity means agents can rely on different architectures, 

programming languages, or mechanisms to take part into the system. For example, agents may differ on 

their internal architecture since they incorporate distinct properties [65]. Agents may be heterogeneous 

with respect to their beliefs, as discussed by Lebbink in [75]. Moreover, agents may have heterogeneous 

knowledge, which is the subject of this thesis. Agents may also have heterogeneous representation of 

this knowledge, which is not discussed in this thesis but the interested reader is referred to [29] for an 

approach to translation with knowledge preservation. 

The introduction of open systems of this kind is thus likely to lead to a new set of problems relating to 

the effects of interactions between them. In fact, given the high heterogeneity and dynamic structure 

of a open MAS, a number of issues have to be addressed. In this thesis we specifically address one of 

them: how to ensure the interoperability of agents with different knowledge. 

The next section further analyses a specific open and distributed environment: the Semantic Web2- 

2.3.1 Agents on the Semantic Web 

The Semantic Web (SW) is an open and complex distributed computing environment and, having dis- 

cussed the use of agents in open and distributed environments, it can be said that multi-agent systems 

exhibit characteristics that are well suited to the domain of the SW [ 17]. 

The Semantic Web proposes an evolution of the current web, from a web of documents to a distributed 

and decentralised, global knowledge-base, in which "infonnation is given well-defined meaning, better 

enabling computers and people to work- in cooperation "[ 17 ]. 

The Semantic Web extends the current web, making available a semantically enriched layer of ma- 

chine accessible content on top of the existing infrastructure. This environment will provide a much 

richer habitat for agents than the current World Wide Web (WWW). This shift in intended use is re- 
flected by the encoding of Web pages using visual markup languages (such as HTML), designed for use 
by human users, and represented using machine-processable languages. Agents can access and exploit 

this knowledge by using different reasoning mechanisms, and other entailed knowledge can be inferred 

and utilised to offer services. 
2AIthough the Semantic Web is a prominent example of an open environment, we believe that many of the insights we develop 

will equally well transfer to other open systems, such as peer-to-peer computing, pmmivc computing, the Grid, etc. 
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In order to show the promise of agents and their impact within such a knowledge-rich and large- 

scale, open and distributed environment, Berners-Lee and colleagues give in [17] the following every- 

day life example. The siblings Pete and Lucy need to arrange medical treatments for their mother; 

each of them has a personal agent that performs tasks automatically. In order to fix appointments at 

the doctor and organize transportation, Pete's and Lucy's agents interact and coordinate their aclions; 

they determine a suitable doctor and arrange appointments automatically, they elaborate transportation 

plans ivith regard to Pete and Litcys time schedules, and exchange infonnation on several issues. All 

information applied by the agents is exchanged over the Internet; also, compittationalfacilities as ivell 

as infonnation repositories used by the agents are accessed over the Inteniet. 

The Semantic Web can then be viewed, in part, as a worldwide infrastructure for automated communi- 

cation support. Agents interact with each other to achieve complex objectives, where automated support 

along with information interchange and processing over the Web is envisioned. 

Thus, the 4 key concepts for realizing this vision of the SW are: 

41 Languages, that are suitable for the open nature of the Web and allow powerful and efficient 

knoWledge representation; 

Ontologies to conceptualize shared views upon knowledge domains, as well as the means to 

manage them; 

Agents to access information and to autonomously perform actions, often on behalf of their users; 

and 

Reasoning mechanisms that allow agents to access and utilise the entailed knowledge repre- 

sented within ontologics. 

These aspects are illustrated in Figure 2.1 that shows the layered infrastructure of the Semantic Web 3 

This infrastructure is based on six pillars: 

The ability to univocally identify all the tokens of the universe of discourse: URIs - Universal 

resource identifiers. URIs permit to refer to any token irrespective of where it is published; 

A common data model that allows the description of and access to information: RDF - Resource 

description framework [59]; 

A number of possibly interconnected conceptual models that define the vocabularies and provide 

the underlying semantics to the data model: Ontologies expressed in formalisms such as RDRS) 

or OWL [961 (see Chapter 3); 
3www. w3. OrgP-005/ 12/3 1 -daml-final. html 
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Some reasoning mechanisms that allow to reason about ontologies, to establish the consistency 

and correctness of specific concepts or to infer new concepts that are not explicitly stated. Rules 

are examples of complex axioms to perform inferences; 

*A mechanism to query the data model: for example, SPARQL - Query language for RDF4; 

A toolkit for building Semantic Web applications that provides a development environment for 

RDF, RDF(S) and OWL, the possibility to query knowledge bases using SPARQL, and that sup- 

ports rule-based inferences. 

One fundamental assumption of the SW is decentralisation, with respect to both information and au- 

thority [33]. This dictates that no single agent can claim ownership of any ontological definition, or any 

statement, and as a consequence, such ontological definitions can be extended by anyone. Thus, as with 

multi-agent systems, the only way to achieve authority is though consensus, rather than via a centralised 

control mechanism. This is the mechanism explored in this thesis by using argumentation theory (see 

chapter 5). 

The Semantic Web offers a compelling vision, but it also raises many difficult challenges. Although 

ontology is the key factor for enabling interoperability in the Semantic Web, allowing applications and 

agents to agree on the terms that they use when communicating, ontologies themselves can be hetero- 

geneous and some work has to be done to achieve interoperability. 

Summarizing, agent technology provides methodologies and architectural approaches that reflect the 

epistemology for communication in the real world, while emerging Semantic Web technologies will 

provide a world-wide infrastructure for communication and information exchange with support for se- 

mantically enhanced information processing and distributed computing over the Web. 

I 
User Int(miace & applicahons 

Query- 
SPARQLI 

XML 

Figure 2.1: The Semantic Web's Layered Architecture. 

Moreover, the inherently heterogeneous distributed nature of the Semantic Web, and the presence 
4 www. w3. orgfTR/rdf-sparql-query/ 
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of many individual problem-solving agents, strengthens the problem of heterogeneity discussed above: 

agents have to interact with other agents that have their own aims, objectives and knowledge. In addi- 

tion, agents can exhibit different behaviours, and will themselves be faced with a choice of interaction 

partners showing different characteristics. 

As pointed out by Hewitt and de Jong [601, the only thing that agents, situated in these environments, 

have in common is their ability to communicate. 

Agent communication is discussed in the next section. 

2.4 Agent Communication 

The definitions of agents, presented in Section 2.1, emphasize the fact that an agent should be able to 

interact with its environment and with other agents either to solve common problems or either simply 

reach its goal. The means for achieving interoperability is focused on their ability to communicate. 

Thus, interoperability is akin to effectively exchanging the information and knowledge content of the 

agents by communication. Using its communicative abilities, an agent can work together cooperatively 

to accomplish its goal, act on its own initiative, use local information and knowledge to manage local 

resources, and handle requests from agents and user and out-source parts of its task. This entails that 

it must be able to talk to other agents, that is, try to call upon other agents to assist it in accomplishing 

its goal. Note that this goes much further than merely exchanging information or running processes in 

some distributed manner, since agents do not need to comply with requests, or can engage in some form 

of negotiation. 

The importance of agent communication is especially highlighted in the context of Semantic Web, 

where the agents' tasks are accomplished by the cooperation of personal agents, service agents and 

Semantic Web servers. Agents that would like to cooperate with each other have to face two major 

challenges. First, they must be able to find each other (in an open environment, agents might appear and 

disappear unpredictably). Second, they must be able to interoperate. Interoperation is thus an essential 

property for the success of agents and concerns the ability to communicate effectively and exchange 
knowledge with one another despite differences in hardware platforms, operating systems, architectures 

and programming languages. 

At this stage, it is worth considering how agents can communicate with one another. The simple com- 

munication model assumes that an agent A communicates with another agent B, by sending a message 
M5. The message M deals with three aspects: the syntax, ix, how the symbols in M are structured, the 

semantics, i. e., what they denote, and praginatics, i. e., how they are interpreted and used. The agent 
Sin this thesis, the communication we are interested in is direct mode, i. e. communication is achieved via direct message 

passing between agents. in the indirect mode, agents communicate via the environment (the world where they live and evolve) 
and thus limit the potential of both coordination and cooperation. 
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B interprets the meaning of the message M using a combination of semantics and pragmatics. The 

pragmatics includes considerations external to the message M, such as the mental states of the commu- 

nicating agents and the environment, i. e. the context. The "context" of the agent B determines M' as the tD 
intcrpretation of the message M and then determines an appropriate response (see Figure 2.2). 

It is generally accepted that the key elements to assure communication in open MAS include: 
zn 

A shared language to express the message contents sent by an agent and to define tile types of 

messages that agents may exchange; 4D 

A language for representing the knowledge of an agent, i. e. the content language; 
ZD ZD 

A shared set of prescriptive conversation policies to provide a structure for basic agent dialog, i. e. 

tile communication protocol. 

In the rest of this chapter we will discuss tile first and third point, while the second will be discussed in 

depth in the next chapter. 

In the context ofopen MAS, it is worth mentioning middle agents that have been proposed to enable 

interoperability among agents in open environments. Middle -agents are tile subject of Section 2.4.3. 

................. ................ 

Context Context 

..... ......... ............... Language Transfer 
,- -- I ý. en coding 

M 
Interpretation 

Intended 
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Received*' 
............... Messoge 

Figure 2.2: Basis Communication Model. 

2.4.1 Agent Communication Languages 

Agents, often designed by different people and using different represen tat ions of knowledge, must share Zý L, 

a conini u ni cation language to be able to interoperate and to enable effective knowledge-level coniniu- 

nication between thein. A langua-C used by the agents for this exchange is an "Agent Communication b 1ý C) m 
Language (ACL)". An ACL has a crucial role in the solution to the interoperability problem and de- 

fines a communication channel for the reliable exchange of messages over a computer network (i. e. the 
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lower level aspects of the communication). An ACL stems from the need to coordinate the actions of 

an agent with that of the other agents. It can be used to share inforination and knowledge among agents 

in Multi-Agent Systems but also to request the performance of a task. The main objective of an ACL 

is to provide an interface that allows heterogeneous agents to interact, to communicate with meaningful 

statements that convey information about their environment or knowledge. 

There are two main approaches to agent communication languages [50]: the procedural approach and 

the declarative approach. The procedural approach to communication is based on executable content, 

which can be accomplished by using programming and scripting languages. Since procedural lan- 

guages are difficult to control, coordinate and merge, declarative languages are preferred for the design 

of agent communication languages, especially in open environments. Most declarative communication 

languages, e. g., FIPA [1], KQML [481 are based on speech act theory [107]. 

KQML was designed originally as part of the Knowledge Sharing Effort (KSE), whose purpose was to 

develop a formalism and technical structure to enable the sharing of knowledge between knowledge 

base systems, humans and software systems [881. Its model of communication, a declarative message 

content representation language and tile use of explicit ontologies defining the domain of discourse, 

has become widely recognized as having great benefits for the integration of desperate and distributed 

information sources to form an open, extensible and loosely coupled system. 

In FIPA and KQML, communication is modelled through illocutionary acts called performatives 

(e. g. request, inform, agree), which are conceptualized as action intending to produce some effect on 

the receiver, such as performing some task (request) or giving some information (query). The use of 

a standard set of speech acts in open systems provides a structure to messages in which the intended 

meaning of the content of the speech act (what is being said) can be interpreted more easily, and pro- 

vides a semantic structure to the messages intuitive to the human users of a system. 
In the FIPA (Foundation forIntelligent Physical Agents) ACL specification [1], forexample, the seman- 

tics of each performative is specified in terms of a set of feasibility preconditions -i. e., those conditions 

that should hold before the action is performed, and a set of raiional effects -Le., the reasons for the 

agent to performe that action. While, the semantics of KQML [48] are defined in terms of preconditions 

and postconditions that govern the use of a performative, along with conditions that suggest the final 

state for the successful performance of the speech act (performative). 

An example of a KQML message is given below. 

(tell 

: sender Agl 

: receiver Ag2 

: language prolog 

: ontology Travel 
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content price(hotel-Hilton, 200)) 

The first line in the message is the perl'ormative, which specifies the illocutionary force, in this case tell. 

Other examples of perl'on-nativcs in KQML are replay, a. sk and subs(-ribe. The last line describes the 

actual content ofthe message. The other lines in a KQML message spccifý the sender and the receiver, 

the language that is used to describe the content and the ontology that underlies it. Z-- 

Communicaton intent Communication 
(i. e., speech act) semantics 

Ontological level Message content (i. e., contents) semanbcs 

Message formal 
-0- Message syntax (i. e., field. sizes) 

Figure 2.3: Layer Organization of a General Agent Communication Language. 

Figure 2.3 sketches a three-layer organization of a general agent communication language which L_ 

separates the semantics of the content from those one related to the message as a part ofa conversation. 

The lower layer deals with technical details of message syntax and effective transport. Genet-ally, this 

layer defines a specific format for messages, indicating what kind of information must be specified 

(e. g. message sender and rccipient, message identifier, and so on) and how much memory is devoted 

to these fields. Moreover, lower level protocols are often adopted and exploited in order to implement 

communication channels between agents. The message content is generally opaque to the previous layer 

and is the focus of the second layer, which has to deal with ontological issues (i. e. what agents may 

talk about) and with the possible expressions that can be stated with reference to elements specified by 

the ontology (i. e. what can they say about ()bjeCIS)6. In other words, this layer deals with the message 

content, that must be referred to the shared ontology and may thus specify propositions on domain 

objects. According to several approaches these issues are (to a certain degree) independent front the 

other layers [741. Generally, they are delegated to a specific content language, which regulates how 

propositions are expressed, rather than managing low level technical details or capturing propositional 

attitudes. Messages are associated to a speech act or performativc (third layer) which indicates the 
intention of the sender, the meaning of the message in the communication (mentalistic approach to 

('Ontology is the topic ofthe next chapter. 
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communication semantics definition). For instance, in KQML an agent could inform another one about 

a new fact P (that should thus be added to the knowledge base of the receiver), or could ask whether a 

fact is true. Thus tell(P) and ask(P) have the same content but the different speech acts elicit different 

responses. 
We now turn our attention to a discussion of communication protocols. 

2.4.2 Communication Protocols 

Communication typically consists of more than sending an isolated message even with the correct syntax 

and semantics. Communication usually involves several messages that fon-n a dialogue. These dialogues 

follow patterns or policies that ensure a coherent exchange and this coherence can be reached only if the 

two agent are explicitly aware of the particular pattern in which they are engaged. This aspect is well 

known as communication protocols. Agent communication requires that any agents that communicate 

should share a common set of communication protocols. When an agent initiates a conversation or 

receives an incoming conversation request, it needs to know what types of replies are appropriate. If the 

conversation can be interrupted, then each agent must know how and when it can correctly interrupt the 

conversation. 

A protocol thus describes in terms of the high level of communication languages, the sequences of 

messages that can occur, and their meaning in order to ensure the coherence required to initiate, carry 

out and terminate a conversation. 

"A protocol can be viewed as an institudonalised pattern of interaction. That is, a patteni 

of interaction that has been fonnally defined and abstracted aivayfroin any particular se- 

quence of execution steps. Weiving interactions in this way means that attention isfocitsed 

on the essential nature and purpose of the interaction, rather than on the precise ordering 

of particular message exchanges. "[ 139] 

One of the most well-known protocols is the contract-net: agents in need of services distribute calls for 

proposals (CfP) to other agents. The recipients of these messages evaluate those requests and submit 
bids to the originating agents. The originators use these bids to decide which agents to choose and then 

award contracts to those agents. 
However, in open MAS, communication protocols present a few drawbacks, especially regarding 

interoperability, composition and verification of protocols which depend on a common semantics. One 

of the primary drawbacks of a communication protocol, though, is that agents arc obliged to have fixed 

conversations, since the protocol is previously determined (before a conversation) and cannot change 
dynamically. Instead, we believe that heterogeneous agents cannot be governed by fixed protocol but a 

protocol should dynamically accommodate all forms of agents and interactions. However, this issue is 

quite beyond the scope of this thesis. Interested readers are referred to [98] for further details. 
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2.4.3 Middle Agents 

A common approach to overcome the interoperability problem of agents in open environments is the 

introduction of a middle-ware layer between the agents. Having a middle-ware layer, for example, 

enables agents to advertise their capabilities, and thus enables agent to look for agents with some specific 

capabilities appropriate for a given problem at hand. The middle-ware layer can be realized by an agent, 

known as middle agent, often specialized in supporting the activities of other agents and reasoning. The 

idea of middle agents was born in the work on mediators, which was initially proposed in the field of 

Information Systems [135] and then applied in the field of Agent Information Integration [136] and 

Information Brokering [83], as a way to locate and combine information coming from multiple and 

heterogeneous sources. 

Middle agents can also be seen as mediators between agent requesters and a set of agent providers, 

in which the information being mediated is constituted by the description of available services while 

allowing the participants in a transaction to preserve their anonymity. 
The literature presents the following types of middle agents: 

" Bacilitors: agents to which other agents surrender their autonomy in exchange of the facilitator's 

services. They can also coordinate the activity of the agents and can satisfy requests on behalf of 

their subordinated agents [50]. 

" Mediators: agents that exploit encoded knowledge to create services for a higher level of appli- 

cations. 

" Matchmakers and yellow pages. They provide a service to find agent providers based on adver- 

tised capabilities [31]. 

" Brokers: agents that receive requests and are able to contact the appropriate providers on behalf 

of the requester. The main difference between brokers and matchmakers is that the latter only 

introduces matching agents to each other, whereas a broker handles all the communication with 

the capability providers [3 11; 

* Blackboards: repository agents that receive and hold requests for other agents to process [90]. 

Although, middle agents are not fundamental for agent communication, they provides lookup ser- 

vices that facilitate the discovery of agents with specific capability descriptions, and to mediate commu- 

nication between them. 
In this thesis, we are using a mediator infrastructure in order to overcome the problem of reconciling 

heterogeneous agents' ontologics. The mediator infrastructure is responsible to provide specific services 

to a multi-agent system, such as to align ontologics, to store the mappings, to translate expressions and 

so on. Note that this infrastructure is not fundament for the success of our approach. Our approach could 
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also be apply when each agent is able to generate itself the mappings and the arguments. However, we 

believe that the use of a middle agent to provide the mappings presents several advantages. First of all, 

the mediator avoid the agents to access to other agents' ontologies, which are often private. Second, it 

provides a common place to store and retrieve alignments as well as providing them on the fly. 

2.5 Conclusions 

In this chapter we have presented an overview of the wide area of agents, multi-agent systems and agent 

communication. The chapter began by defining an Agent and a Multi-Agent System. We have argued 

how the real utility of Multi-Agent Systems lies on the open nature of agent systems and in this con- 

text, we have sketched the basic principle of one specific open environment: tile Semantic Web. The 

Semantic Web provides a rich habitat for agents by offering technologies for representing and using 

ontologies to create a Web of machine understandable information. We have seen that, in such systems, 

an important element is the agents' ability to communicate. This then motivated an overview of agent 

communication. We have discussed how the agents' ability to communicate is achieved through speech- 

act inspired languages, which express how tile message content is to be understand. The actual content 

of a messages is expressed in an ontology. However, an agent does not only commit to a common agent 

communication language, but must also agree to use a particular protocol when it interacts. Communi- 

cation protocols were then discussed. 

The concept of mediator, as a common approach to overcome the interoperability problems agents in 

open environments, has also been introduced. 

The aim of the next chapter is to move on to aspects of an ontology as a means to provide the defl- 

nitions of the vocabularies used by agents to describe the world. 
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Chapter 3 

Ontologies 

In the previous chapter ive have presented agent communication as a key aspect of open Midti-Agent 

Systems, without which ive would be itnaware of the abilities, knowledge and use of the agents around 

its. In order to communicate, agents need a conceptitalization of the domain of interest and a shared 

vocabulary to communicate facts related to this domain. This conceptualization can be expressed by 

onfologies. 

This chapter contains an introduction to ontologies and the most important related concepts that have 

been considered in our work. First, sve review in Section 3.1 the different ineanings that the term "ontol- 

ogy " takes in Artificial Intelligence (AI) and Computer Science. Section 3.2 identifies the main compo- 

nents and the different types of ontologies. Section 3.3 discusses suitable representations of ontologies. 

The chapter ends by presenting the conclusions. 

3.1 What is an Ontology? 

It is widely and long accepted that an ontology is an effective approach that can be used to tackle the 

many issues involved in the generalisation of low-level heterogenous data to relatively high-level con- 

cepts for the purposes of communication, system interoperation and software reuse [88]. 

Recent years have seen a promising surge in both research and practice of ontologies. Ontologies, espe- 

cially for the World Wide Web (WWW) have been used successful and are now heavily relied upon by 

e-commerce [30], e-business [77] and bioinformatics [101 applications. In the next generation, ontolo- 

gies will facilitate the evolution of the WWW into Berners-Lee's vision of the Semantic Web [171 (see 

Section 2.3.1), which makes information available in macbine-readable format. With information being 

machine-readable, software agents can be employed to perform knowledge gathering, reasoning, eco- 

nomic optimising and even bidding on behalf of humans. Moreover, research into the use of ontologics 
in agent systems has rapidly gained importance over the past few years, corresponding to a convergence 
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between research on explicitly modeled ontologies and the systems that are expected to use them, and 

demonstrated by the increasing number of major conferences and workshops on the intersection of the 

area of ontologies and multi-agent systems. 

But what does the term ontology mean and what is an ontology about? 

The meaning of the term ontology has different connotations in Philosophy and in various areas in Arti- 

ficial Intelligence (AI) and Computer Science. From the philosophical field, the term "ontology" is used 

to show a systematic description of existence. Guarino [56] gave a characterisation of the philosophical 

account for the term ontology as a particular system of categories accounting for a certain vision of the 

world. In the context of A] the term "ontology" is used with different meanings. Gruber [53] provides 

one of the most cited definitions of ontology, which is adopted in this thesis, as 

44 an explicit specification of a conceptualisation" 

Here, a conceptual i zation refers to people's conceptual understanding of a certain domain. While being 

very general, this definition captures the essence of what ontology means, regardless of potential appli- 

cation areas one might have in mind. 

Borst [20] has extended Gruber's definition: 

"An ontology is aforinal specification of a shared conceptualisation. " 

This definition introduces the idea that an ontology provides a way to specify content-specific agree- 

ments, and thus to share such conceptualizations. In terms of this definition an ontology is characterized 

by the subsequent features: 

* formal and explicit: this means that the ontology is represented using a formal language; 

shared, i. e., the ontology mirrors a common understanding of the modelled domain, being tile 

result of a consensus achieved within a (potential) community of ontology users; 

0 it specifies a conceptualization: the ontology is used to model some domain of the world. 

The following is the definition given by Studer combining and expanding the definitions of Gruber 

and Borst [ 114]. 

"An ontology is afornial, explicit specification of a shared conceptualization. Conceptual- 

ization refers to an abstract model of some phenomenon in the world by having identified 

the relevant concepts of that phenomenon. Explicit means that the type of concepts used, 

and the constraints on their use are explicitly defined. Formal refers to the fact that the 

ontology should be machine- readable. Shared reflects the notion that an ontology captures 

consensual knowledge, that is, it is not private of some individual, but accepted by a group. " 
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An ontology can therefore be viewed as a means for providing a shared and common understanding of a 

domain that can be communicated among people and heterogeneous application systems. The emphasis 

is thus on the capture of consensual knowledge for use (and reuse) across agents, software applications 

and among groups of people. 

Campbell and Shapiro [24] consider that ontologies 

"... consist of a representational vocabulary with precise definitions of the meanings of the 

terms of this vocabulary plus a set of formal axioms that constrain interpretations and 

svell-fornied use of these tenns ". 

This definition emphasizes the formal logic aspects of ontology, the intention of wanting to reason with 

ontological constructs. In contrast to this viewpoint, Uschold and Jasper in [124] give a very loose 

definition and state: 

"An ontology may take a variety offorms, but necessarily it will include a vocabulary of 

tenns, and some specification of their meaning. " 

An alternative definition of conceptual isation is given by Guarino in [551 that states that an ontology 
is "not a specification of a conceptualization, but a (possibly incomplete) agreement about a conceptu- 

alization. " He further states in [56) that: 

"An ontology is a logical theory accounting for the intended meaning of a formal vocab- 
Wary, i. e. its ontological commitment to a particular conceptualization of the world The 

intended models of a logical language using such a vocabulary are constrained by its on- 

tological commitment. An ontology indirectly reflects this commitment (and the underlying 

conceptualization) by approximating these intended models. " 

According to Guarino, an ontological commitment should be made explicit when applying the onto]- 

ogy, in order to facilitate its accessibility, maintainability and integrity. This will lead to increase of 

trasparency for the application software which is based on that ontology. 

Although, the definitions presented above highlight a specific aspect of a role played by ontologies, 

all share the idea that an ontology provides a description of a particular viewpoint about a domain and 

that such a description, explicitly or implicitly, states a vocabulary that an agent commits to. 

In this thesis, the term "ontology" describes an explicit specification of a conceptual i sation that an 

agent commit to so that it can communicate about a specific domain [531. In particular, we say that 

an agent commits to an ontology if its observable actions, in ten-n of messages, and according to the 
intended meaning with, are consistent with the definitions in the ontology. Thus, a ontology explicitly 
defines the vocabulary with which message are exchanged among agents. 
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3.2 The Components and Types of Ontologies 

Ontologies can formalize the knowledge of a domain by means of different components: concepts, 

relations, functions, axioms and instances [54]: 

9 Concepts. A concept, also named class, represents the abstractions used to describe an object 

of the world; where a concept can be abstract or tangible, simple or complex, real or fictitious. 

Formally, a concept is described by a term (generally a symbol), an extension, and an inten- 

sion. The extension of a concept is the set of objects (i. e., instances) that the concept can be 

applied to: for instance, the extension of car includes: "the red car parked at the 

end of the street" or "the f iat panda". On the other hand, the intension of a con- 

cept is the set of properties, features, and attributes specifying the semantics of the concept, that 

is the set of features shared by these objects. For instance, the intension of the concept car in- 

cludes the features of a street vehicle with engine, generally with four 

wheels. Moreover, in the description of a concept we can also use specific elements, such as: 

Metaclasses that are classes which have classes as their instances; SlotslAtiribittes which belong 

to a specific concept; for instance, the attribute age may belong to concept Person; Facets that 

allow the specification of an attribute; e. g. default value, type, cardinality, operational definition. 

Concepts in the ontology are usually organized in taxonornics. Taxonomies are widely used to 

organize ontological knowledge in the domain using general izati on/special ization relationships 

through which simple/multiple inheritance can be applied. Their semantics may be based on the 

definitions of sitbclass of, partilions, disjoint composition, etc. 

Relations. Represent a kind of linkage among domain concepts. A relation is described by 

a term, an extension, and an intension. Tile extension of a relation is the set of possible tu- 

pies of the relation instantiated by objects. For instance, the extension of the relation parent 

can include: "Giovanna and Angelo are the parents of Loredanall. The in- 

tension specifies the types of the linked concepts. For instance, the intension of the relation 

parent can be: "the raising of children and all the responsibilities 

and activities that are involved in it". Examples of binary relations are is-a 

and links to. 

Function. Functions are particular relations which are defined on the set of concepts and return 

a concept. For example, the function Price-of -f lat is function of the concepts Year and 

Location. 

Axioms. They are assertions that are always true and specify the semantics of the concepts. They 

generally describe how the vocabulary (concepts and relations) can be used to reason about the 
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domain. They are included in an ontology as information constraints, correctness checking, or 

knowledge inference. Particularly, they may express the kind of relation among concepts, the sig- 

nature and the cardinality of a relation, algebraic properties of a relation (symmetry, transitivity), 

and other conceptual properties, such as exclusivity, generality, or identity. 

e Instances. The instances are the elements of the domain, the actual objects of the world. The 

instances of a concept are also called individuals. 

Often, ontologics can be also complemented by rides, which underline the business logic of the specific 

application: 

Rules: Rules follow an if -then structure and are used to express a set of actions or heuristics, 

to represent decision making, logic, business logic and to facilitate enhanced representation and 

reasoning capabilities. As we have briefly introduced in the previous chapter, rules play an in- 

tegral role in the Semantic Web, where the rule layer is meant to allow further means to deduce 

knowledge and combine information. 

Depending on the representation language and the scope of ontology, only a subset of tile compo- 

nents presented above will be used. 
The literature presents different types of ontologics, which can be classified according to different 

dimensions, which range from the level of generality of the concepts they describe, to the type of knowl- 

edge they model (be it related to the domain or the task). According to [56], ontologies can be classified 
into four categories: 

* Upper-lei, elltop-lev, el ontologies. They describe very general concepts or common-sense know]- 

edge, such as space, time, etc., which are independent of a particular problem or domain. 

* Domain ontologies. They are used to model specific domains such as medicine or academia. 

9 Task ontologies. They describe generic or domain-specific activities, such as diagnosis or selling. 

9 Application Ontologies. They describe concepts depending both on a particular domain and on a 

particular task. They are often a specialisation of both domain and task ontologies and correspond 

to the roles played by domain entities when they perform certain activities. 

A last category of ontologics, which was not covered by the classifications mentioned so far, are the 

so-called meta-ontologies or (knowledge) representation ontologies. They describe the primitives which 

are used to formalize knowledge in conformity with a specific representation paradigm. 
Ontologies differ also in the degree of formality by which the terms and their meaning are expressed 

in the ontology. In [ 123], for example, the authors classify ontologies as: 
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" Highly infonnal: are those ontologies expressed in natural language. Terna definitions might be 

ambiguous due to the inherent ambiguity of natural language. 

" Semi-informal: these ontologies are expressed in a restricted and structured form of natural lan- 

guage. Restricting and structuring natural language achieves improvement in clarity and reduction 

in ambiguity. 

" Setni-formal: these are ontologies expressed in artificial languages which are formally defined. 

" Rigorouslyformal: these are ontologies whose terms are precisely defined with formal semantics, 

theorems and proofs of desired properties such as soundness and completeness. 

Along the same line, McGuinness [851 defines an "ontological conlinition" specifying a total order 

between common types of models. This basically divides ontologies (or ontology-like structures) in 

informal and formal as follows: 

" Informal models are ordered in ascending order of their formality degree as controlled vocabular- 

ies, glossaries, thesauri and informal taxonomies. 

" Fonnal models are ordered in the same manner: starting with formal taxonomies, which pre- 

cisely define the meaning of the special ization/gencral ization relationship, more formal models 

are derived by incrementally adding formal instances, properties/frames, value restrictions, gen- 

eral logical constraints, disjointness, etc. 

In the first category we usually encounter thesauri such as WordNet [861, taxonomies such as the Open 

Directory' and the ACM classification 2 or various eCommerce standard [47]. Many of the available 

Semantic Web ontologies can be localized at the lower end of the formal continuum (i. e. as formal 

taxonomies), a category which overlaps with the semi-formal level in the previous categorizations. 

We now turn to a description of recent formalisms for representing ontologics. 

3.3 Representing an Ontology 

All the definitions presented in Section 3.1 highlight the fact that ontologies are not bound to any par- 

ticular formalism but to the aspect of sharing a model. However, a fundamental requirement for the 

latter aspect requires that ontologies are represented in some formal language, in order that "detailed, 

accurate, consistent, sound and ineaningful distinctions can be made " [64]. Ontologies have typically 

been represented using frames (e. g. FLogic [701 and OKBC [251), conceptual graphs, first-order logic 

http: //www. dmoz. org 2 http: //www. acm. org/ 
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or description logics. Currently, the most dominant are the representation schemes based on description 

logic languages, such as OWL [96]. 

We will start with a short introduction to Description Logics and will use that as a foundation for the 

presentation of OWL, which is one of the standard ontology languages. 

3.3.1 Description Logics 

Description Logics (DLs) [9] are a family of logic-based Knowledge Representation (KR) formalisms 

devised for the representation of and reasoning about the knowledge on an application domain in a 

structured and unambiguous way. For such a purpose, DLs are equipped with a well-defined semantics, 

which provides each of its constructs with a precise logical meaning. DLs structure the knowledge 

about an application domain by defining the relevant atomic concepts and roles of the domain, and then 

using these concepts and roles to specify properties of objects and individuals occurring in that domain. 

A DL provides a set of operators, called constructors, which allow the formation of complex concepts 

and roles from atomic ones. Concepts are sets of individuals and roles arc binary relationships between 

individuals. For example, by applying the concept disjuncton constructor U on the atomic concepts 
UndergraduateStudent and GraduateStudent, the set of all college students can be represented by 

the following complex concept: 

UndergraduateStudent u GraduateStudent 

The Boolean Concept Constructors are, apart from concept disjunction (U), concept conjunction (n), 

and concept negation (-, ). A Description Logic that provides, either implicitly or explicitly, all the 

boolean operators is called propositionally closed. 
Moreover, DLs typically provide concept constructors that use roles to form complex concepts. 

The basic constructors of this kind are existential and universal restrictions operators, which represent 

restricted forms of quantification. For example, the following concepts would describe the researchers 

whose only affiliation is to a university and the persons who have obtained at least one bachelors degree. 

Researcher n Vaf f iliatedlVith. University 

Person n 3liasDegreeBaclielors 

A set of concept and role assertions constitute an ABox. The statements about how the concepts 

and roles are related to each other are defined by terminological axionis. A set of terminological ax- 
ioms constitute a TBox. A TBox describes the structure of a domain in terms of classes (concepts) and 

properties (roles). This means that in a description logic, concepts are defined intentionally in terms of 
descriptions that specify what properties objects must have to belong to a certain class. In its simplest 
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form, a TBox consists of a restricted form of concept inclusion axioms called concept definitions: sen- 

tences of the form C, ý; C2 or C, =- C2, for C2 atomic, which describe necessary or necessary and 

sufficient conditions respectively for individuals members of C, to be members of C2. For example, the 

axiom: 

CollegeStudent E: UndergraduateStudent U GraduateStudent 

introduces the atomic concept CollegeStudent and states that a CollegeStudent is necessarily ei- 

ther an UndergraduateStudent or a GraduateStudent or both. However, TBox axioms can also 

be used to describe more complex sentences. For example, the axiom: VstudiesAt. University 9; 

UndergraduateStudent U GraduateStudent states that everybody studying at a university must be 

either an undergraduate or a graduate student, or both. 

The ABox on the other hand, consists of assertions about individuals, using the concepts and roles 

defined in the TBox, i. e. terminological axioms. Thus, an ABox containing axioms of the form C(a), 

called concept assertions and R(a, b), called role assertions, where a, b are object names, R is a role and 

Ca concept. For example, the axiom University (UNILIV) states that the University of Liverpool is 

a university. On the other hand, a role assertion is used to state that two objects are related by a role. For 

example, the axiom locatedIn(UNILIV, UK) would state that the University of Liverpool is located 

in UK. 

DLs are used as the basis for ontology languages such as OWL, presented in the next section. 

3.3.2 OWL 

The Web Ontology Language (OWL) [96] is the World Wide Web Consortium (W3Q standard for 

representing ontologies on the Semantic Web. As a Web Ontology Language, OWL has influences 

from both the Web and Knowledge Representation communities. On the one hand, as a Semantic Web 

language, OWL had to fit into the Semantic Web vision of a stack of languages (see Section 2.31), and 
hence it was designed to be compatible with the Extensible Markup Language (XMQ [143] and tile 

Resource Description Framework (RDF) [591. On the other hand, being an ontology language, OWL 

had to be compatible with its most immediate predecessor, namely DAML+OIL [97], which was deeply 

influenced by Description Logics and Frame systems. 
OWL has three sublanguages: OWL Full, OWL DL and OWL Lite: 

OWL Full is a same syntax, extended semantics extension of RDF. It is meant for users who want 

maximum expressiveness and the syntactic freedom of RDF with no computational guarantees. 
For example, in OWL Full a class can be treated simultaneously as a collection of individuals and 

as an individual in its own right. OWL Full allows an ontology to augment the meaning of the pre- 
defined (RDF or OWL) vocabulary. Although OWL Full provides some interesting capabilities, 
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it is undecidable and thus no reasoning software is able to support complete reasoning for every 

feature of OWL Full. 

0 OWL DL includes all the OWL Full language constructs with some restrictions, such as type 

separation (a class cannot be treated as an individual or a property, for example) or the inability 

to use transitive roles on number restrictions. It aims to support those users who want maximum 

expressiveness while retaining computational completeness (all conclusions are guaranteed to 

be computable) and decidability (all computations will finish in finite time). OWL DL does not 

extend the syntax of RDF, since not every RDF document is a valid OWL DL document. However, 

it is possible to prove that, for every RDF document that is valid OWL DL, the DL-based direct 

model theoretic semantics and the RDF semantics are equivalent [96]. Moreover, it is possible to 

design tableau-based algorithms, well suited for implementation and optimization, for OWL DL. 

OWL Lite provides a subset of the constructs permitted in OWL DL. It aims to support those 

users primarily needing a classification hierarchy and simple constraints. For example, while it 

supports cardinality constraints, it only permits cardinality values of 0 or 1. 

From its relationship with Description Logics come the main modeling constructs in OWL as well as 

the semantics for those constructs. Ontologies written in two of the species of OWL, OWL Lite and 

OWL DL, correspond to Description Logics knowledge bases and hence can be processed by DL-based 

reasoners, such as Racer3, Pellet [57] and Kaon2 4. These tools support classical Description Logic 

reasoning tasks, including: 

" Instance checking. verifying that an instance is an individual in an ontology concept; 

" Concept subsumption: checking the existence of an hierarchical relation between two concepts in 

the ontology; 

" Concept satisfiability: verifying that the definition of a concept in the ontology is satisfiable, i. e. 

that it can admit instances; 

" Ontology satisfiability: verifying the satisfiability of an ontology and its instances. 

All the work presented in this thesis is grounded on the assumption that the agent's ontologies are 

represented in OWL DL / OWL Lite. 

In the rest of this section we briefly discuss the main modelling primitives provided by OWL DL- 
3pellet. owIdI. CoM, 
*1 knon2. se niant i cweb. org/ 
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Classes (Concepts) in OWL DL 

A class defines a group of individuals that belong together because they share some properties. There 

are two built-in classes: Thing is the class of all individuals and is a superclass of all OWL classes, and 

Nothing is the class that has no instances and is a subclass of all OWL classes. 

New classes are introduced with either complete or partial descriptions. Complete descriptions 

are introduced by axioms stating equivalence of classes, while partial descriptions specify that a class 

is a subcIass of another class. Furthermore, the one0f class axiom gives a complete definition by 

enumerating all individuals belonging to this class. Additionally, classes can be specified to be disjoint 

with other classes. 

Classes can also be specified via restrictions. Cardinality restrictions specify a lower or upper bound or 

an exact number of properties that must be present. More precisely, this means that an individual belongs 

to such a class if and only if the number of individuals that it is related to (via some property, which is 

a binary relation) meets the specified bounds. The restrictions allVahtesFroni and sonzeVahtesFroin are 

stated on a property with respect to a class. The first one means that this property on this particular class 

has a local range restriction associated with it. The second one means that a particular class may have a 

restriction on a property that at least one value for that property is of a certain type. 

Properties (Roles) in OWL DL 

Properties are used to state relationships between individuals (object properties) or from individuals to 

data values (datatype properties). Property hierarchies may be created by making one or more state- 

ments that a property is a subproperty of one or more other properties. Both types of properties can 
be restricted to a certain domain and range. Without the definition of a domain and range, every class 

can be related with every other class or datatype by a given property. A domain of a property limits the 

individuals to which the property can be applied. The range of a property limits the individuals that a 

property may have as its value. 
OWL DL also includes primitives related to equality or inequality of properties. Equivalent properties 

relate one individual to the same set of other individuals. There are special identifiers that are used to 

provide information concerning properties and their values. One property may be stated to be the inverse 

of another property. Properties may be stated to be transitive and/or symmetric. Moreover, properties 

may be stated to have a unique value. This feature is shorthand for stating that the propertys minimum 

cardinality is zero and its maximum cardinality is 1. Properties may be stated to be inverse functional, 

which has also been referred to as an unambiguous property. 
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We conclude the overview of the OWL language here, as the account given above suffices for the pur- 

poses required in this thesis. The readers who wish to see all constructs of OWL Lite and OWL DL 

should consult Appendix A. 

3.4 Conclusions 

Agents, in order to communicate in an effective way, must share concepts and their representation. These 

definitions should be represented in an artifact shared by the agents which mean to interact. In current 

systems based on an Agent Communication Languages approach to agent interaction, this artifact is 

represented by an ontology, made up of expressions in a formal language. 

This chapter has presented an overview of theoretical foundations of ontologies. We have partic- 

ularly focussed on those aspects which are relevant for the thesis: the definition of an ontology, the 

different types of ontologies, and, finally, the languages to represent ontologies. 
Ontologies are embraced by the agent community to enable knowledge sharing as it provides a way 

to specify content-specific agreements. Once the ground rules for modeling a domain are specified in 

an ontology, agents can agree to adhere to that specification. If they do that, it would enable them to 

share knowledge, as their knowledge bases would all have the same underlying structure. However, in 

the context of multi-agent systems, the ontologies of the agents are often not shared. Different agents 

may view their world differently and thus, they may use heterogeneous ontologies. Heterogeneity and 

interoperability among agents' ontologies are discussed in the next chapter. 
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Chapter 4 

Tackling Semantic Heterogeneity - 
Ontology Alignment 

Within an open multi-agent system, agents are characterised by different views of the world, explicitly 

defined by ontologies. These ontologies are often diverse in nature and might have been developedfor 

different purposes. Semantic heterogeneity anzong these agents needs to be resolved to enable mean- 

ingful infonnation exchange and interoperation anzong them. In order to enable interoperation, their 

ontologies need to be reconciled. Reconciliation here Yneans using two or more different ontologies 

developedfor a different task in which their mutual relation is relevant [711. The reconciliation of het- 

erogeneous ontologies usually takes the form of an alignment between the ontologies, that is a set of 

mappings between the concepts, properties, and relationships in the agents ontologies. 
This chapter aims at providing an oven, iew of the field of ontology alignment. First, Section 4.1 dis- 

cusses the role of ontologies in MAS, introducing the problem of semantic heterogeneity, to be presented 
in detail in the rest of this chapter in Section 4.2 the problem of how agents can "understand" ines- 

sages from other agents that use a different ontology. Section 4.3 discusses how ontologies may differ, 

presenting an overview of the different types of ontology mismatches. A fonnal definition of an ontology 

alignment and a general classification of the current methods to find them is discussed in Section 4.4. 

Section 4.5 presents the state of the art that addresses the problem of dealing with agents with hetero- 

geneous ontologies. Section 4.6 completes this chapter with a short discussion of its contents. 

4.1 Ontologies for Agent Communication 

It has been largely acknowledged that, for agents to understand each other's messages, they must in 

some way share a common body of background knowledge to ensure that the communicated concept, 
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object, or entity has a uniform interpretation across agents even ii'different '*names" are used to refer 

to it. As we have argued in this thesis, the technical term for this body of knowledge is "ontology". 

Ontologies provide the terms used to describe a domain's knowledge and the semantics ol'a language, 
C, D tn 

which are made available to all the components active in a multi-agent system. 

In a multi-agent system, common ontologics specify the ontological commitments ofa set ofpartic- 

ipating agents, i. e. an agreement to use a vocabulary in a way that is consistent with an ontology. The 

agent committed to the same ontology can share knowledge among themselves with some confidence 

that they share an underlying understanding of what is being said. 

It is worth making the point that commitment to a common ontology is a guarantee ofconsistency, 1-1 
but not of' completeness, with respect to queries and assertions using the vocabulary defined in the 

ontology. A common ontology defines the vocabulary using which queries and assertions are exchanged 

between agents, but this does not imply that agents share a knowledge base - each agent can know facts 
1: 1 

that others do not. Thus, the answer to a query, formulated in the shared vocabulary, may differ when 

posed to different agents, even though they commit to the same ontology. 

Agents may use different ontologies to represent their view of a domain. Each domain may be 

specified in many different ways. Watche and et al. in 11311, have identified three different ways to use 

ontologies in a mUlti-agent systein: single ontology approach. multiple ontology approach and hybrid 

ontology approach. 

(ý) Thng 
C. ) Vehicle 

Car 

B*e 

Motorbke 

Brand 

Model 

Onimbgy etcks 

ELmmunicat nti 

Figure 4.1: Sillgle Ontology Approach. 

1. Single ontology approach: uses a global ontology providing ashared vocabulary for the specifica- 

tion of the domain semantics. All information sources are related to a global ontology. The global L, 
ontology can also be formed as a combination of several specialized ontologies (See Figure 4.1). 

2. Multiple onlology approach: each information source is described by its own ontology. In princi- 

pie, the source ontology can be a combination of sevcral other ontologles, but it cannot be assumed 

that the different source ontologies share the same vocabulary (See Figure 4.2). 
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Figure 4.2: Multiple Ontology Approach. 
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Figure 4.3: Hybrid Ontology Approach. 

3. Hybrid ontology approach: similar to the multiple ontology approach, the semantics of' each 

source are described by their own ontologies. In order to make the source ontologics comparable 

to each other they are built upon one global shared vocabulary. This shared vocabulary contains zn 

the basic ternis ofthe dornain (See Figure 4.3). 

In this thesis. we are using the multiple ontology approach, where each agent has its own ontology. 

The use of ontologies to facilitate agent-to-agent communication has been well established since the late 

90s, with systems like Infosleuth 1121, where ontologies enabled the integration of information in open 

and distributed environments. Moreover, the definition of Semantic Web languages such as RDRS) and 

OWL have facilitated the uptake of ontology-based agent architectures, such as GraniteNights 1521. 

However, few efforts have attempted to address the problem of supporting agent communication 

in open, distributed environments, where agents commit to several, partially overlapping ontologies. 
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According to Swooglel, a search engine that indexes the Semantic Web, over ten thousand Semantic 

Web ontologies have been published on the Web, and a high number of them describe their domains in 

different terminologies, even when covering the same domain. The semantic heterogeneity problems in 

agent communication is further discussed in the next chapter. 

4.2 Communication using Heterogeneous Ontologies 

One of the most important issues in agent communication is the understanding of the meaning of mes- 

sages. Several layers can be distinguished in the process of understanding when agents want to exchange 

information by ACL - first agent must be able to understand the structure of the exchanged messages as 

well as to understand the performatives. Second, in order to achieve a successful communication, the 

agents must also understand the meaning of the message content, which is not directly supported by the 

ACL. The meaning of a message is captured in a message ontology. The ontology provides interpreta- 

tion of the message, e. g. it says what the words in the message mean. 
There is no problem with semantic compatibility in the case when all the agents share one common on- 

fology. Agent communication should be totally effective, as reference to any concept could be realized 

by direct linking to related node in the ontology, without misunderstanding or mistakes. This is the case 

of closed MAS where all agents are designed to work together and the meaning of ontology elements 
is usually hardcoded implicitly. However, as it has been previously argued, in an open MAS, different 

agents have a different vision of the world and, consequently, agents may use different terms for the 

same meaning or may use the same term to mean different things. Indeed agents' ontologies can differ 

since they might be developed by different people, at different times, or in different contexts. Moreover, 

different agents can have different tasks, and bearing in mind that ontologics are task-dependent [231, 

agents will commit to the different ontologies which best suit the tasks they wish to perform. Similar 

problems occur when a newly created agent joins some already existing community and it is not aware 

of the ontology used. An typical example is a supply chain where new agents may enter an existing 

community at any time. 
So, the question is how do agents understand messages from agents that use a different vocabulary? 

The answer is simply illustrated in Figure 4.4, where two agents, committed to two different ontologies, 
the ontology velticles and the ontology transport, want to communicate each other. The ontology 

vehicles contains the concept Car, while the ontology transport contains the concept Automobile 

- the two agents use different terminologies even to express the same entity. Imagine that the message 

of the first agent contain the word car. In order the second agent to understand that message and, even- 
tually, reply, "a reconciliation" of their ontology is required. A variety of alternative architectures to 

reconcile these ontologies have been proposed. The simplest, "bottom up" approach (see Figure 4.2), is 
hitp: //swoogle. umbc. edu 
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merely to map between terrns and expressions defined in a source ontology vehicles into terms and ex- 

pressions defined in a target ontology tra-tisport. This process is here known as an ontology aligm-nent2. 

The advantages ofthis approach is its simplicity and flexibility: the ontologies are mapped only to the 

extent that is required. Moreover, it allows the interoperability while maintaining the agents' autonorny. Cý 
In our example, we simply map that "car rneans exactly the same thing of an automobile". 

In contrast to the "bottorn-up" approach, Figure 4.3 illustrates an approach where a single common, 

standard ontology is used as a basis for reconciling the individual ontologies - we map from vehicles 

ontology to the common ontology, then from the common ontology to ft(ritsport ontology. Figure 4.4 

shows a variant of the common ontology approach. where there are a number of common ontologies. 

forming clusters of intcr-related ontologies 11301. Each individual ontology maps to the common on- 

tology for its cluster, and the common ontologies are mapped to allow the exchange of information 

and knowledge between the clusters. However, we believe that the identification of common concep- 

tuafisations, proposed in the last two approaches, are not flexible and very far from realisation within 

open multi agents systems: developing and maintaining common ontologies to map all the individ- 

ual ontologies is too costly; and in some cases, may not even be possible, so parts of' some individual 

ontoiogies may still need to be mapped directly. For these reasons, they are not considered by this thesis. 

In order to align ontologies, first we need to analyze the different forms of ontology heterogeneity, 

i. e. the mismatches between ontologles. This is the suýject of the next section. 
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Figure 4.4: Agent Sharing Worlds but Using Different Ontologies. L- 

20njolo, 

,, y alignment is also known as ontology mapping. The two terms are often used interchangeably in the literature. 
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Figure 4.7: Multiple Ontology Clusters with Inter-Claster Mappings. 
t- 

4.3 Forms of Ontology Heterogeneity 

A main issue in the field of ontology alignment is the location and the specification ofthe overlap and 

differences between concepts, relations and instances between different ontologies. To this end, in tills 

section we discuss how ontologies may differ. 

Following the classification presented by Klein 1711, the different types ofheterogeneity that can aff . ect 

agents' ontologies are divided into language level and ontology level. Tile former conforms to tile 

syntactic layer, and the latter to the semantic layer. Below, we will give all overview and characterization 

ot'different types of mismatches that can appear at each of those two levels. describing in more detail 

the latter, which is the concern of this thesis. 

4.3.1 Language Level Mismatches 

Language level mismatches occur when ontologies, written in different ontology languages, are aligned. 

Klein 1711 distinguish four types of mismatches can occur, which often coincide: syntav (different 

ontology languages often use different syntaxes), logical representation (difference in representation 

of logical notions), semantics oj'prinfitives (difference on the semantics of languages constructors) and 

e-vpressivity of the languages used to represent the ontologies (some languages are able to express things 

that are not expressible in other languages). An example of' language expressivity misinatch is the 

difference between OWL and DAML+OIL, for example in ability of the former to directly state that 
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properties can be symmetric. 

However, in this thesis, we are not concerned about the syntactic level since we assume that the agents' 

ontologies are represented using the standard ontology language, OWL. 

4.3.2 Ontology Level Mismatches 

Klein defines ontology level mismatches as the differences that occur when two or more ontologies, 
describing (partly) overlapping domains, are aligned. These mismatches may occur whether the ontolo- 

gies are written in the same language or they use different languages. Bearing in mind the definition of 
Gruber (see Section 3.1) that the development of an ontology consists of the conceptual isation of the 

domain and the subsequent explication of this conceptual isation, Visser et al. [129] introduce the idea 

that ontology heterogeneity can be introduced in both stages. They distinguish between conceptual- 
ization and explication of ontologies, where a conceptual izati on mismatch is a difference in the way a 
domain is interpreted (conceptualized), which results in different ontological concepts or different rcla- 

tions between those concepts. An explication mismatch, on the other hand, is a difference in the way the 

conceptual i zati on is specified. Klein further subdivided the conceptitalisation mismatches as follows: 

Concept scope. Two ontologies may differ from each other as the extensions (that is the set 

of their instances) related to the same concept (or relation) are not the same, although they are 

not disjoint. The standard example is the class "employee": several administrations use slightly 
different concepts of employee, as mentioned by Wiederhold [ 137]. 

lo Model coverage and granularity. An ontology may differ from another as it covers different 

portion of the domain or it provides a more (or less) detailed description of the same entities. This 

type of mismatch also occurs when an ontology provides a view point on the some domain, which 
is different from the view point adopted in another ontology. For example, an ontology about 

public transport might or might not include taxis (difference in coverage), or might distinguish 

many different types of trains or not (difference in granularity). 

Explication mismatches, on the other hand, can be divided as follows: 

Paradigm. This type of mismatch depends on different representation paradigms used to model 

the same domain. Example of different paradigms that can be used to represent concepts as time, 

action, plans, causality, propositional attitudes, etc. A reason for this type of mismatches could be 

the adoption of different knowledge representation paradigms. For example, one model might use 

temporal representations based on interval logic while another might use a representation based 

on time points. 

Concept description. This type of mismatch depends on different way to model tile same concept. 

For example, a concept can be modeled using a qualifying attribute or by introducing a separate 
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class. These choices are often influenced by the intended inference system or how the hierarchy 

is built. 

41 Synonym terms. It occurs when the same concept, attribute, or relation are referred by different 

terms and/or described by different definitions, although semantically equivalent. A trivial exam- 

ple is the use of the term car in one ontology and the tenn automobile in another ontology. 

Homonym terins. It occurs when different concepts, attributes, or relations are referred by using 

the same terms and/or described by same definitions, although semantically different in different 

contexts. For example, the term conductor has a different meaning in a music domain from its 

meaning in an electric engineering domain. 

* Encoding Values. It occurs when different ontologies encode values in different ways. A simple 

example is a date that may be represented as dd/mm/yyyy or as mm-dd-yy, or distance may 

be described in miles or kilometers, etc. 

The above classification has presented the different types of heterogeneity associated with ontologies, 

that need to be detected and reconciled in order to align them. 

We now turn to the definition of an ontology alignment. 

4.4 Ontology Alignment 

An Ontology alignment allows agents to preserve their individual ontologics, leaving the agents with 
full control of their own ontologies. The communication between heterogeneous agents is achieved by 

a set of defined mappings, which specify the semantic relations between their ontologies. 

more restricted conception of the term is used in [45], that conceive alignments as pairs of ele- 

ments of the ontologies, together with information on the type of the relation and the confidence in its 

correctness. Formally, an ontology alignment is defined as follows: 

Definition Given two ontologies 0 and 0', an alignment between 0 and 01 is a set of mappings. A 

mapping is described as a 4-tuple: 7-n = (e, el, n, r), where e and e' are the entities (concepts, relations 

or individuals) between which a relation is asserted by the mapping; r is the relation (e. g., equivalence, 

more general, etc. ) holding between e and e' asserted by the mapping; and n is a degree of confidence 
in that mapping. 

In the literature, an ontology alignment is also dcfincd as a set of morphisms from one ontology to tile 

other i. e. a collection of functions assigning the symbols used in one vocabulary to the symbols of tile 

other (see [ 145]). 
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Figure 4.9: Alignment between Two Ontologies (only the classes involved in mappings are displayed). 

Note that, since many alignment methods compute a degree of confidence of the relation between 

entities, n can be provided as a normalized measure. This measure is by no inean characterizing tile 

relationship (e. g., as a fuzzy relation which should be expressed in the relation attribute), but reflect,, the 

confidence oftlic alignment provider in tile relation holding between the entities. Currently, we restrict 

this value to be a float value between 0. and L. Moreover, the entities c and (., ' are identilied by an URI 

and corresponds to sonic discrete entity ofthe representation language. 

In open environments, no assumptions can be inade about the ontologies and their content, thus es- 

tablishing these mappings cannot rely on the existence ofcommon concepts that can be used as points 

ofreference between ontologies. The mappings that we are considering here arc then based solely oil 

the ontological information, that is, on the terms (i. e. the similarity between tile labels), the topology 

i. e. the ontology structure), and oil similarities between the instances. 

Figure 4.9 presents two ontologies together with two alignments Ai and A2. The alignment Al in- 

cludes the mappings: ýntj = (Employce, 1117o-rker, 0.9. 
-ý). 'IIL2 ý (, Afarkett'ng, Salefo? -ce-0.7,3, D), 

and 703 ý (Accov? zting, Headquaters, 0.4, --). 

In contrast, the alignment A2 includes the mappings: in., = (Employee, War-ke7-, 0.68, D) and 111.3 

(Accototti, itg, Hcadqvotcrs, 0.6, =-). 

Often, a mechanism to validate and select the alignments is needed to obtain those mappings that are 

suitable for an individual agent. 

The mappings between different entities of the two ontologies are typically expressed using sonic 

axioms expressed in a specific mapping language. 
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4.4.1 Alignment Methods 

There has been important background work that can be used for ontology alignment: in discrete math- 

ematics for matching graphs and trees, in databases for reconciling and merging schemas, in machine 

learning for clustering compound objects described in a restricted First Order Logics (FOL). Basically, 

aligning amounts to define a pair-wise distance between entities (which cannot be reduced to an equality 

predicate) and often means to compute the best match between them, i. e., the one that minimizes the 

total distance (or maximizes a similarity measure). 

There are many different ways to compute sucli a distance. Generally speaking, they can be classified 

as in [45]: 

Terminological methods. These methods compare strings. They can be applied to the name, 

the label or the comments concerning entities to find those which are similar. This can be used 

for comparing class names and/or URI, where the comparison depends on the consideration of 

character strings only or using some linguistic knowledge. The methods range from finding a 

common substring in two strings to the use of Wordnet [86]. 

Internal siructure inethods. These methods calculate the similarity between entities comparing 

their internal structure. Thus, they look for criteria such as the value range of their properties (at- 

tributes and relations), their cardinality, and their transitivity and/or symmetry. Internal structure 

based methods are sometimes referred to as constraint based approaches in the literature [99]. 

* External stnicture methods. These methods compare the relations of tile entities with other enti- 

ties-, principally, the comparison can be based on the position of the entities within a taxonomy: 

if two entities from two ontologics are similar, their neighbours might also be somehow similar. 

Extensional methods. They compare the known extension of entities, i. e. tile set of other entities 

that are attached to them (i. e., instances of classes); 

Semantic methods. They compare the interpretations (or more exactly the models of the entities). 
For example, subsumption or satisfiability tests are used, which are well-studied reasoning tasks 
in description logic. The limitations of these methods are that they only become usable after a 

preprocessing phase in which a number of concept mappings are declared. When no relations 

are known to exist between ontologies, these techniques cannot be used to derive ontology align- 

ments. 

Therefore, ontology alignments can been derived using different methods and based on different 

backgrounds. This explains why a huge number of representative approaches for ontology alignment 
have been proposed in the last few years. 
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In the next section, we present the state of the art that addresses the problem of dealing with agents 

with heterogeneous ontologies. 

4.5 Agents and Heterogeneous Ontologies: Current Approaches 

In recent times, significant research has been perfon-ned that addresses the problem of dealing with 

agents with heterogeneous ontologies. Two main approaches have been proposed in the literature: the 

first is based on establishing the mappings between the meanings of a set of terms in different ontolo- 

gies, namely ontology alignment; the second is ineaning negotiation, i. e. solving semantic conflicts by 

negotiating the meaning of the terms. 

This section reviews a selection of notable solutions, dividing our discussion into the two above 

areas, and shows how the importance of reconciling heterogeneous ontologies has evolved in recent 

years, with a particular emphasis on their applicability in open MAS. 

Note that, since we are dealing with autonomous agents, without human intervention, we restrict our 

survey on ontology alignment to those works that are labelled as awomatic ontology mapping tools. 

4.5.1 Ontology Alignment 

Recently research has been undertaken using supervised machine learning techniques for ontology Map- 

ping. The DOGGIE approach [ 138], which stands for Distributed Ontology Gathering Group Integration 

Environment, focuses on the machine learning aspects of ontology exchange. The agents learn repre- 

sentations of their own ontologies using a machine learning algorithm and then seek to locate and/or 

translate semantic concepts by using examples of their concepts to query each other. Thus, the agents 

are able to teach each other what their concepts mean using their own conceptual izati on of the world. 

HICAL (Hierarchical Concept Alignment system) [63] provides concept hierarchy management for 

ontology alignment, allowing one concept in a concept hierarchy to align with a concept in another 

concept hierarchy. HICAL uses a machine-learning method for aligning multiple concept hierarchies, 

and exploits the data instances in the overlap between the two taxonomies to infer mappings. It uses 
hierarchies for categorization and syntactic information so that it is capable of categorizing different 

words under the same concept. 
In [4], Afsharchi et a]. present a general method for improving communication between agents that 

have different ontologies. The agents teach each other concepts that might not totally agree by providing 

positive and negative examples for each of those concepts. Then, tile agents use learning methods to 
learn the concepts. Conflicts are resolved by voting/elimination of examples. The method allows agents 

that are not sharing common ontologies to establish common grounds on concepts known only to some 

of them, if these common grounds arc needed during cooperation. While the concepts learned by an 
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agent are only compromises between the views of the other agents, the method nevertheless enhances 

the autonomy of agents using it substantially. 

Several ontology alignment approaches have been developed in the area of the Semantic Web [ 171. 

Some of them present features such as full automation and efficiency that are particularly suitable for 

open MAS. 

QOM (Quick Ontology Mapping) [39], and its extension Foam [40], are based on heuristically calcu- 

lated similarity of the individual ontology entities, and is distinguished by an emphasis on the efficiency 

of alignment. QOM uses a dynamic programming approach in order to decrease the run-time complex- 

ity. A dynamic programming approach allows the classification of candidate mappings into promising 

and less promising pairs, and discard some of them entirely to gain efficiency. It allows for the ad-hoc 

mapping of large, light-weight ontologies. 

OLA (OWL Lite Aligner) [46] is dedicated to the alignment of OWL-Lite ontologies. It has been 

designed with the idea of balancing the contribution of each component that composes an ontology. 

OLA converts definitions of distances, based on all the input structures, into a set of equations. The al- 

gorithm then looks for the matching between the ontologies that minimizes the overall distance between 

them. OLA uses all the available information (i. e. lexical, internal and external structure, extensional, 

and data-types) extracted from two given ontologies. 
RiMOM (Risk Minimization based Ontology Mapping) [120] is a tool for ontology alignment by 

combining different strategies, aiming at finding the "optimal" alignment results. The approach is 

mainly based on the issue of strategy selection for ontology alignment. By strategy selection it means 

selecting strategies to align ontologies specific to different tasks and according to tile characteristics of 

the ontologies. In the current version, RiMOM implements five strategies: edit-distance based strategy, 

statistical-learning based strategy, and three similarity-propagation based strategies (including concept- 

to-concept propagation strategy (CCP), property-to-property propagation strategy (111PP), and concept- 

to-property propagation strategy (CPP)). 

COMA++ [41) is a custornizable and generic tool for matching schemas and ontologics, expressed 
in SQL, XML Schema and OWL. COMA++ offers a GUI to visualize models, and manage tile match 

process and mappings. It supports the combined use of several match algorithms, such as the utilization 

of shared taxonomies. Furthermore, different match strategies can be applied including various forms of 

reusing previously match results. This is known as fragment-based match approach, which decomposes 

a large match problem into smaller problems. COMA++ cannot only be used to solve match problems 
but also to comparatively evaluate the effectiveness of different match algorithms and strategies. 

Falcon [691 is an automatic tool for aligning ontologies, which employs two distinct matchers in 

combination: a linguistic matching for ontologics, called LMO, and a graph-based matcher, called 
GMO. GMO takes the alignments generated by LMO as external input and then outputs additional 
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alignments. Reliable alignments are gained through LMO as well as GMO according to the concept of 

reliability. Reliability is obtained by observing the linguistic comparability and structural comparability 

of the two ontologies being compared. It thus enables technologies for finding, aligning and learning 

ontologies, and ultimately for capturing knowledge by an ontology-driven approach. 

This conclude the presentation of the current approaches for ontology alignment. Interested readers 

are referred to [43] for fuller coverage of the state of art. 

Most of the works mentioned above assume that the mappings can be pre-defined before the agents 

start interacting. Thus, they do not fully accommodate requirements for open multi-agent systems, 

where agents can dynamically join or leave and no prior assumptions can be made regarding tile on- 

tologies. In our case, the ontology mappings can also be provided a priori, but choices must be made 

dynamically due to the openness of the system, and the fact that ontologies and agents' preferences may 

change over time. Moreover, none of these approaches consider the preferences of agents seeking to 

align ontologics and most of them use single matching approaches, which is is not sufficient to obtain a 

satisfactory mapping. However, all of them could be used as a mapping engine in our architecture. 

4.5.2 Meaning Negotiation in Open MAS 

Meaning negotiation is a discipline that seeks to overcome the problem of enabling agents to understand 

each other, by allowing them to negotiate tile intended meaning of words and expressions while engaged 

in conversation. The field of meaning negotiation is relatively new, and only a few approaches have 

addressed the use of argumentation or negotiation between agents with respect to ontology alignments. 
[I 101 has proposed an ontology mapping negotiation to establish a consensus between different 

agents using the MAFRA alignment framework. The approach is based on the utility functions used 

to evaluate the confidence in a certain mapping. According to the confidence value, the mapping is 

accepted, rejected or negotiated. A meta- utility function is also applied to evaluate tile effort made 
in relaxing. (increasing) tile confidence value so that the mapping rule might be accepted. This confi- 
dencc value is further applied by each agent in the evaluation of the global agreement. Unfortunately, 

the approach is highly dependent on the MAFRA framework and cannot be flexibly applied in other 

environments. 

van Diggelen and et. al [ 126] presents an approach for agents to agree on a common ontology in a 
decentralised way. The approach assumes that each agent adopts a private ontology and shares an inter- 

mediate ontology. The private ontology is used for storing and reasoning with operational knowledge, 
Le. knowledge relevant to a particular problem or task at hand. The intermediate ontology is used for the 

communication of operational knowledge. Communication proceeds by translating from the speaker's 

private ontology to the intermediate ontology which the hearer translates back again into its own private 
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ontology. The authors show how to establish such an intermediate ontology, which is the common goal 

for every agent in the system. In our approach, on the other hand, the result of the negotiation is a set of 

relations between the terms of different ontologics. This allows for each agent to maintain control over 

its own ontology but still to be able to communicate with each other. 

Beun and colleagues [19] present a computational framework for the detection of ontological dis- 

crepancies in multiagent systems by using feedback utterances. In particular, the authors show how 

ontological discrepancies can be detected during a communicative situation, and how a dialogue agent 

can react to these observed discrepancies. Depending on the kind of discrepancy, the agent generates 

a particular feedback message in order to establish alignment of its private ontology with the ontology 

of the sender. The approach accounts for the detection and handling of ontological discrepancies by the 

agents themselves, on the basis of their own subjective view on the world, without any reference to a 

(implicit) third ontology. 

Bailin [I I] presents an ontology negotiation protocol to provide semantic interoperability in MAS in 

an automated fashion at run-time. The ontology negotiation protocol enables agents to discover ontology 

conflicts and to exchange parts of their ontology. Then, through a process of incremental interpretations, 

clarifications, and explanations, they establish a common basis for communicating with each other. The 

end result of this process is that each agent will converge on a single, shared ontology. The ontology 

negotiation protocol uses only lexicons and synonyms to retrieve alternative forms or a concept that can 

be use for concept matching. 
In [871, Morge et al. propose an argumentation framework for inter-agent dialogue to reach an 

agreement on terminology, which formalizes a debate in which tile divergent representations (expressed 

in Description Logic) are discussed. The proposed framework is stated as being able to manage conflicts 
between claims, with different relevances for different audiences, in order to compute their acceptance. 
However, no details are given about how agents will generate such claims. 

Malucelli and et al. [82] focusses on the resolution of negotiation conflicts in a 132B domain. They 

define a set of services for tackling the interoperatiblity problems which arise during inter-agent coin- 

munication, in particular providing a service for the resolution of ontological conflicts. The similarities 
between concepts are regarded as bridging elements between the involved ontologies and can be used to 

support the inter-agent negotiation process. A mediator agent, called OSAg, is responsible for the res- 

olution of all negotiation conflicts that occur within the MAS. Each agent has its own private ontology 

which remains unchanged during the entire negotiation process. The matched concepts are memorised 
by the OSAg and kept for future negotiation rounds. The mapping between ontologics is established by 

comparing, for each pair of concepts, the attributes (grouped by data type), the relation has-part and the 
descriptions of the concepts. The comparison includes both syntactic and semantic measurements. 
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4.6 Conclusions 

So far, we have seen how the agents' ability to communicate is achieved through speech-act inspired 

languages, which detennine the content of the messages and enable agents to position themselves within 

a particular interaction context. The actual content of the messages is expressed in an ontology. Con- 

sequently, when two autonomous and independently designed agents meet, they have the possibility of 

exchanging messages, but little chance of understanding each other unless they share a common content 

language ontology. In this chapter, we have shown that a solution to receive and understand messages 

expressed in an unknown ontology is by ontology alignment, which involves bringing two ontologies 

into mutual agreement while keeping them separate. 

However, an ontology alignment is not the only way to address the problem of using different ontolo- 

gies in MAS. In this chapter, we have reported the most representative work in this domain, identifying 

two main areas: ontology alignment and meaning negotiation. 
Although Ontology alignment provides a common layer from which several ontologies could be 

accessed and hence could exchange information in semantically sound manners, it does not address 

important requirements and inherent issues for the agent community. 
In the next section, we highlight those open issues that have not so far been addressed, providing a 

detailed summary of the requirements, and present a framework that specifically addresses them. 
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An Argumentation Based Approach 
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Chapter 5 

Agents Arguing over Mappings 

In this chapter ive introduce and motivate a inapping-oriented argumentation framework in which 

agents dynamically negotiate the ineaning of the tenns they itse 10 C0111I)IIIII'Cate' By argumentation, 

agents generate and exchange different arguments, that support or reject possible ontology mappings, 

according to their own preferences. 

We start by motivating ourfrainework-, introducing the challenges that an ontology alignment process 

has to address when applied to an agent's context and how this thesis addresses them (Section 5.1). 

Section 5.2 outlines the prerequisites of our work-, including the scenarios, the scope and assumptions 

that define the boundaries of the system scope that ive are to consider herein. Section 5.3 presents our 

mapping-oriented argiiiiietitatioizfrai? ietvork-, introducing in Sections 5.3.1 and 5.3.2 the arguments that 

the agents are exchanged for accepting and rejecting the mappings, and how to reason about these 

arguments in a specific argumentation framework: the Value-Based Argumentation Framework III 

Section 5.3.3, we define the notion of agreed and agreeable alignments for agents, and we propose a 

procedure to find them. An example is presented in Section 5.4 to illustrate our approach. Section 5.5 

presents an argumentation ontology that we itse to represent the alignments and the arguments under 

consideration. The chapter ends with some conclusions. 

5.1 Ontology Alignment in Open MAS - Issues and Challenges 

Although the idea of an ontology alignment enables the integration of disparate ontologies and supports 
interoperability, most of the practical approaches to alignment have not addressed important require- 

ments and inherent issues for the agent community, and thus has achieved limited use by multi-agent 

systems, especially in open MAS. 

In this section we investigate the challenges that need to be addressed in ontology alignment, the ele- 

ments that will have to be revised when applied to an agent context and introduce how our framework is 
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going to overcome these challenges. This list of requirements is based on our experience when working 

with open and dynamic environments, such as the SW and they complement tile set of requirements 

identified by the community so far. 

5.1.1 Agent Autonomy over Ontology Alignments 

A desirable feature that ontology alignment approaches should fulfill, if considered in the context of 

agents, is that they should conform to the requirements for supporting an agent and its properties. How- 

ever, we are not aware of any efforts that directly address this. One common problem is that the majority 

of these approaches assume that any entities (agents, applications, etc. ) that request an alignment will 

accept all mappings provided'. However, this assumption is not going to be acceptable in a multi-agents 

environment. Agents, has previously defined in this thesis, are autonomous entities, able to make deci- 

sions based on information from their environment, other agents or users. The concept of autonomy sets 

agents apart from conventional objects, which always execute any methods invoked on them. Agents, 

in contrast, should be able to refuse an action. Thus, an important requirement for ontology alignment, 

in a multi-agent context, is to give the possibility for agents to choose mappings suitable for them. Note 

that such a decision can be made on the behalf of their user (e. g., in the semantic web environment), or 

can depend on the environment or simply on the agent's individual views. Independently of the reasons 

behind such a decision, our approach takes into account the characteristics of autonomy and rationality 

that are characteristic of agents, by allowing the selection of those mappings that best suit the interests 

of each agent. On the other hand, the possibility for agents to choose the mappings externally provided, 

on the basis of their different interests, will give rise to conflicts and inconsistent point of views be- 

tween agents over the same set of candidate mappings. In order to overcome these conflicts and reach 

consensual agreements, we use an argumentation-based approach. 

5.1.2 Ontology Alignment is Context-Dependent 

It is widely agreed that the interpretation of an ontology is contextual in the sense that it depends on 

the context in which the interpretation is carried out [5 1 ], and the same domain can be represented by 

several ontologies, where each ontology is described with respect to a particular context. 

Consequently, interacting agents can have different perspectives upon their relevant domain ontolo- 

gies for a variety of contextual reasons. This may lead to situations where the semantics of conimunica- 

tion are not entirely successful, e. g., the concepts used in communications may be superficially similar, 
but are defined from the point-of-view of entirely different communities of interest. 

Therefore, an ontology alignment cannot only depend on the semantics of the entities within an on- 

tology, but it must also depend on the agents' interpretation of these entities and their intended meaning. 
I However, these entities can still subsequently apply some interpretation and selection to these mappings before use. 
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As Sowa pointed out in [ 113]: 

"the primarY connections art, not in the bits and bytes that encode the signs, but in the 

mind of the people who interpret them ..... The ultimate source of meaning is the phYsical 

v, vorld and the agents who use sign to represent entities in the world and their intentions 

concerning them. " 

An alignment ol'ontologies should take into account not only the representation ofthese entities and 

(heir relation to the real world entities they are referencing (i. e. their meaning). but also their purpose 

and usage in the real world (i. e. the context of some community of agents). When taking the contexts 

into consideration. it is natural that ontology alignments will co-evolve with their communities ofuse. In 

addition, the agents' interpretation of contexts in tile use and disambigUation ofan ontology alignment t- tD 
often plays all important role. 

Besana and colleagues I 181. for example, suggest the idea that mappings between agents' ontologies C', L- 
should be contextual with respect to their interactions. providing interoperability within the scope ofa 

specific interaction. They propose a framework in which mappings between terms may be hypothesised 

dynamically as the terms are encountered durini,, interaction. 

C L"E 

EXTENSIONAL LAYER 

CONTEXT 

STRUCTURAL LAYER 

TERMINOLOGICAL LAYER 

Figure 5.1: Layers ol'Ontology Alignment. 

To this end, an alignment could be seen as consisting of the following different layers, as shown it) 
figure 5.1: 

The 7ýrnzinological Layer corresponds to the comparison of the labels ofthe entities. This layer 

is thus based on the textual descriptions of concepts, relations and individuals. This may use 

techniques such as string matching algorithms, e. g., edit distance and linguistic algorithms. 

In the second layer, the Structural layer, we consider the semantic relations between the entities 
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(external stnicture) and their internal structure. The external structure principally compares the 

position of the entities within their taxonomy: if two entities from two ontologies are similar, 

their neighbours might also be similar in some respects. On the other hand, the internal struc- 

ture compares criteria such as the value ranges of their properties (attributes and relations), their 

cardinality, and their transitivity and/or symmetry. 

9 'I'he Extensional layer compares the set of other entities that are attached to them (in general the 

instances of classes). 

e Ile next layer, the Semantic layer compares the interpretation models of the entities. 

The Context applies across all layers of an ontology alignment. It considers how the entities of the 

ontology are used in some external context, and this implies that the interpretation of a mapping 

should depend on some additional external information. 

Although the importance of "context" has often been emphasized within different research com- 

munities, such as cognitive psychology, philosophy and computer science, we do not here adhere to 

any particular interpretation and definition of this concept. In this thesis, the "context" of an ontology 

alignment consists of "an environmental situation and agent state, and which gives a ineaning to an 

alignment". 

Thus, context can consist of the role of an agent, its capabilities, its environment as defined in [5 11, 

the application context (e. g. how an entity of an ontology has been used in the context of a given 

application), the immediate structural relationships of an ontology term, and so on. 
In our approach, a post-condition for the usability of an ontology alignment is that it should have 

been conceived dependent on the agents' context. For a given context, agents might have different and 

conflicting perspectives on the acceptability of a candidate mapping, each of which may be rationally 

acceptable. For example, an agent may be interested in accepting only those mappings that have lin- 

guistic similarities, since its ontology is too structurally simple to realise any other type of mismatch. 
The results proposed in this thesis are, thus, relevant for scenarios in which available ontologies and 
alignments are used in the context of a particular application or scope. 

5.1.3 The Dynamics of Ontology Alignment 

In most Of the approaches for ontology alignment, the generation of the mappings requires several steps. 
These can include the definition of an initial alignment, or the training over some examples, and these 
invariably involve some form of interpretation of preliminary results. This type of approach can only be 

effective when used to support semantic interoperation at design thne in closed or semi-open environ- 
Ments, where the agents taking part in the interaction have been identified in advance, where ontology 
changes are controlled and thus the alignments can be established before the systems interact. However, 
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these approaches are not sufficient to support semantic interopcration in open MAS, where agents are 

free to enter and leave the system any time; and no prior assumption can be made about the ontologies to 

align. Assuming that the ontology alignments are already known in advance is thus not feasible, as it is 

impossible to foresee all the combinations of agents involved in the interactions. Moreover, ontologies 

often suffer frequent modifications due to changes introduced in the conceptualisation of the ontology 

(or in the domain). 

On the other hand, aligning whole ontologies is often a lengthy and difficult process that may not be 

efficient at real time, since the agent interactions should be quick and many can occur at the same time. 

One solution to this problem is to enable different agents to agree on thcscmantics of the terms used 

during the interoperation, and reaching this agreement can only come through some sort of negotiation 

process. 

Agents, in our approach, have the ability to define and agree upon the semantics of the terms used 

at run-thne, by reaching agreements over ontology mappings; where the ontology mappings can be 

externally provided at run-time or design-time. 

5.1.4 Diverse Approaches to Ontology Alignment 

Examining a representative sample of tile software tools currently available to assist in the alignment 

process (see Section 4.5) shows that, while a number of promising tools are already available, more work 

is needed in this area. Furthermore, it is unlikely that one single tool will ever ernerge that satisfactorily 

handles all aspects of ontology alignment: different tools provide mappings, focusing oil slightly differ- 

ent aspects such as intuitive linguistic measures, labels, or structural information. Referring to the layer 

model that we have present above, an ontology alignment depends oil a number of different factors, all of 

which should be taken into consideration when performing ontology reconciliations. Thus, an ontology 

alignment should not only rely on a single method, but needs to use a range of methodologies. In thear- 

chitecture we have designed, mappings originate from implementations of several different approaches 

to ontology alignment, that may employ differing algorithms to calculate potential mappings between 

ontology entities. In this way, the reconciliation can cover different aspects, allowing our approach to 

provide a way to select them dynamically. 

5.1.5 Ontology Alignment Reuse 

Existing ontology alignment work has paid little attention to applying mapping results. As ontologics 

arc understood as means to share and reuse declarative knowledge, ontology mappings can be treated as 

a potential way to make progress in this area. Thus, it is reasonable to storeand reuse known alignments. 
A rationale behind alignment reuse is that many ontologies to be matched are similar to already 

matched ontologies, especially if they are describing the same application domain. Eventually, once 
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an alignment has been determined, it can be saved, and further reused just like any other data. Thus, 

a (large) repository of mappings has the potential to increase the effectiveness of matching systems by 

providing yet another source of domain specific knowledge. Reuse of mappings, created by different 

tools and at different times, however, implies resolving, among others, challenges as the appropriateness 

of mappings when using them in the new applications. 

The architecture envisioned in this thesis provides the infrastructure to reuse ontology mappings. This is 

achieved by the use of a dedicated agent that has, among the others, the functionality to store the result- 

ing mappings. Our argumentation based approach will allow agents to validate mappings dynamically 

by using argumentation, in order to take into account the context of the agents and the evolution of the 

ontologics. 

In the following, we describe in detail our approach that addresses these challenges, presenting first 

the assumptions underlying this work. 

5.2 Key Assumptions 

In the previous chapters we have presented several topics, such as agents, agent communication, on- 

tologies and heterogeneity. Before we describe our approach, we show how these things fit together and 

describe our point of departure, by a characterization of the context and the assumptions in which our 

framework takes place. 

We termed our framework as nzapping-oriented argumentation, which is defined as 

"a process that dynamically and automatically enables agents, situated in a open environ- 

ments, with different terminologies, preferences and interests, to reach consensits on the 

meaning of the terminology they itse to interact - by arguing. " 

This gives agents the ability to understand each other sufficiently to carry out their objectives. Figure 5.2 

depicts the general architecture of our framework. 

Firstly, we adopt the essential assumption that a terminology of each agent is represented according 

to its own conceptual isati on, which is explicitly specified according to its own ontology. 
Since a considerable effort2 has been made to increase the degree of standardization in ontology 

language, here we assume that all agents' ontologics are encoded in the same language, the standard 
OWL [961. 

2www. w3. org 
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We also assume an open, decentralised environment. By decentralised we mean that both control 

and data are logically and often geographically distributed, but allows specialized services that mediate 

between agents with interoperability problems. Open means that the platform is free for agents to join 

and leave, and no standard is imposed on them. Thus, while it is reasonable to introduce a standard 

for ontology languages, it is impractical to promote the use of a global ontology within a system of 

open agents: agents will often, quite rightly, differ in the ontology they commit to. The Semantic Web 

is perhaps the most prominent example of such an environment and, for this reason, is the one we 

focus on primarily in this research. Others include pecr-to-peer computing, pervasive computing and 

the Grid and, moreover, we believe that many of the insights we develop will equally well transfer to 

these domains. 

"Ontology alignment" is considered as a solution to reconcile heterogeneous agents' ontologies. 

However, as we argued in Section 1.1, in order to enable agents to successfully communicate, agents 

must understand and agree on the terminology they use [140). Therefore, the agents need to reach an 

agreement on these ontology alignments. Because an agent is assumed to be autonomous and social, 

every agent in a MAS should be able to solve its own communication problems and enable itself to 

socially interact when necessary. Thus, the process of reaching agreement should be as autoinatic as 

possible and should minimize involvement from human users. Moreover, for obvious efficiency rea- 

sons, the argumentation approach is applied only over the ontological terms the agents need in order to 

understand each other, rather than on the whole ontology. 

The potential mappings are provided by a dedicated agent, called an Ontology Alignment Service 

(OAS). Such an agent has the objective to provide specific services to a multi-agent system, such as to 

align ontologics, to store the mappings, to translate expressions and so on. The mappings can originate 
from independent mapping engines that employ differing algorithms to calculate potential mappings be- 

tween the entities of different ontologics. An alignment consists of a set of mappings m= (e, e', 71, R) 

between the two ontologies (see Section 4.3). Each mapping m includes a set of justifications G, that 

explain why it has been generated. Such information forms the basis for our framework to enable agents 

to dynamically generate arguments and supply the reasons for their mapping choices. Currently, only 

a few approaches for ontology alignment provide such justifications [109]. However, tools such as 
QOM [39] combine different similarity metrics, and these measures can be used to build the required 
justifications. 

We also assume that each agent has a (partial or total) pre-ordering of preferences over different 

types of ontology mismatches (Pref), and a private threshold value c which is compared to the degree of 
confidence associated with each mapping. These preferences are based on the motivations of the agent, 

and determine whether a mapping is accepted or rejected by that agent. 
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Figure 5.2: Mapping-Oriented Argumentation Architec t Lire. 

Moreover, agents are arranged in some sort of group, termed oudiences which are characterized for 
Z- 

a set ol'agcnts that have similar preferences. Audiences are not aware ofone mother and the coupling 

of the group may simply be one agent or it may be an entire society ofopen agents. Different audiences 

will consider the mappings differently - one audience may prefer to accept a mapping for some reason, 

one audience may prefers to reject it for other different motivations. 

Finally, we assurne that agents are able to locate other agents capable of performing their specific 

tasks, as already been explored in the research of agent discovery capability and further explored in the 

next chapter. 

In the next section, a mapping-oriented argumentation frainework for open inulti-agent sysicnis that 

satisfy the above assumptions, is presented. 

5.3 A Mapping-oriented Argumentation Framework for Open MAS 

In this section, we define a framework for achieving shared understanding among autonomous agents 

in open systems. We first introduce the reader to the Value-Based Argumentation framework and its 
C, 

definitions that are used through in this thesis. Then we discuss the exchanged arguments. Finally. we 

present the process of negotiating, in an attempt to reach consensus, delined in terms of agrccd and 

agreeable alignments. 
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5.3.1 Argumentation Framework 

Argumentation is starting to be applied in a number of areas of Al as a powerful means of approaching 

and framing problems, and of developing novel solutions. For example, in MAS, argumentation has 

been proposed as a mean of structuring inter-agent communication, linking the definition of language 

protocols to the design of structures in belief databases. Moreover, argumentation has recently attracted 

increasing interest in negotiation - the process by which a group of agents communicate with one to try 

and come to a mutually acceptable agreement on some matter. With argumentation-based negotiation, 

agents can generate and exchange arguments to back up orjustify their negotiation stance [ 1001. 

In our context, argumentation is essential to bringing about agreement, where agents have incom- 

plete knowledge about each other or the environments. In such situations, agents impart information to 

each other via the exchanged message, the arguments. 
In order for the agents to exchange arguments, which represents the reasons for and against accept- 

ing potential mappings, we had to choose a formal framework grounded in a specific theory of argu- 

mentation. Several argumentation frameworks have been proposed in the last fews years [72,89,35]. 

The framework we have picked for our purpose is the Value-based Argument Frameworks (I"Ar, S) of 

Bench-Capon [15], which capture the definition of audience and preference values. In a Value-based 

Argument Framework, the arguments can be related to underlying values and disagreements between 

audiences resulting from different preferences among values can be modelled. Value and audience rep- 

resent important and distinct elements of reasoning that needs to be accounted in niulti-agent systems. 

Values are used to provide motivating reasons for having given aspirations. An audience refers to an 
individual (or group) of agents that may have a particular value preference which can differ from that of 

other audiences and so we can account for differences in opinion, even in matters where facts are agreed 

upon. 

We start with the presentation of argument systems of Dung [35], upon which the VAFs rely. 

Definition An Argumentation Framework (AF) is a pair AF = (AR, A), where AR is a set of ar- 

guments and A C: AR x AR is the attack relationship for AF. A comprises a set of ordered pairs 

of distinct arguments in AR. A pair (x, V) is referred to as "x attacks y". We also say that a set of 

arguments S attacks an argument V if y is attacked by an argument in S. 

An argumentation framework can be simply represented as a directed graph whose vertices are the 

arguments and whose edges correspond to the elements of A. 

Given a set of arguments, it is necessary for the agents to consider which of them they should accept. 
Given an argument framework-, acceptability of an argument is defined as follows: 

Definition Let (AR, A) be an argumentation framework. Let R, S, subsets of AR. An argument sGS 
is attacked by R if there is some 7- ER such that (r, s) E A. An argument xE AR is accelmable with 
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respect to S if for every yE AR that attacks x there is some zES that attacks y. S is conflictfree if 

no argument in S is attacked by any other argument in S. A conflict free set S is admissible if every 

argument in S is acceptable with respect to S. S is a preferred extension if it is a maximal (with respect 

to set inclusion) admissible subset of AR. 

In addition, because there may be multiple preferred extensions, we say that an argument x is cred- 

idously accepted if there is soyne preferred extension containing it; whereas x is sceptically accepted if 

it is a member of every preferred extension. 

The key notion here is the preferred extension which represents a consistent position within AF, 

which is defensible against all attacks and which cannot be further extended without becoming incon- 

sistent or open to attack. 

In Dung's framework, attacks always succeed. This is reasonable when dealing with deductive 

arguments, but in many domains, including the one under consideration, arguments lack this coercive 

force: they provide reasons which may be more or less persuasive. Moreover, their persuasiveness 

may vary according to their audience. To handle such defeasible reasons giving arguments we need to 

be able to distinguish attacks from successful attacks, Le, those which defeat the attacked argument. 

One approach, taken in [6], is to rank arguments individually. An alternative, which we follow here, 

is to use a Value Based Argumentation framework (VAF) [15], which prescribes different strengths to 

arguments on the basis of the values they promote and the ranking given to these values by the audience 

for the argument. This allows us to systematically relate strengths of arguments to their motivations, 

and to accommodate different audiences with different interests and preferences. 

Definition A Value -Based A rginnentation Framework (VAF) is defined as (AR, A, V, 71), where (AR, A) 

is an argumentation framework-, V is a set of k values which represent the types of arguments and 

77: AR -V is a mapping that associates a value q(x) EV with each argument xE AR 

In section 5.3.2, the set of values V will be defined as the different types of ontology mismatch, which 

we use to define the categories of arguments and to assign to each argument one category. 
The Value-Based Argumentation Framework makes use of the notion of an audience. Audiences as 

individuated by their preferences between values, since if there is agreement on the ranking of values, 

there will be agreement on which attacks succeed. Thus, we have potentially as many audiences as 

there are orderings on V and the set of arguments will be assessed by an audience in accordance with its 

preferred values. The definition of audience is presented as follows: 

Definition An audience for a VAF is a binary relation RCVxV whose (irreflexive) transitive 

closure, 7Z*, is asymmetric, i. e. at most one of (v, v'), (v', v) are members of R* for any distinct v, 

v/EV. We say that vi is preferred to vj in the audience R, denoted vi >-7?. vj, if (vi, vj) E 7Z*. 
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Let R be an audience, a is a specific audience (compatible with R) if ce is a total ordering of V and 

v, v' E V, (V, v') Ea =* (v', v) ý R* 

In this way, we take into account that different agents - represented by different audiences - can have 

different perspectives on the same candidate mapping. Acceptability of an argument relative to some 

audience is defined in the following way: 

Definition Let (AR, A, V, 71) be a VAF and R an audience. 

a. For arguments x, y in AR, x is a successful attack on y (or x defeats y) with respect to the 

audience R if: (x, y) EA and it is not the case that 77(y) >-7z 71(x). 

b. An argument x is acceptable to the subset S with respect to an audience R if. for every VE AR 

that successfully attacks x with respect to R, there is some zES that successfully attacks V with 

respect to R. 

c. A subset S of AR is conflict-free with respect to the audience R if: for each (x, y) ESX 

either (x, V) VA or77(y) >-7z 71(x). 

d. A subset S of AR is admissible with respect to the audience R if. - S is conflict free with respect 

to R and every xES is acceptable to S with respect to R. 

e. A subset S is a preferred extension for the audience R if it is a maximal admissible set with 

respect to R. 

f. A subset S is a stable extension for the audience R if S is admissible with respect to R and for 

all yýS there is some xES which successfully attacks y with respect to R. 

In order to determine whether the dispute is resolvable, and if it is, to deten-nine the preferred ex- 

tension with respect to a value ordering promoted by distinct audiences, [15] introduces tile notion of 

objective and subjective acceptance as follows: 

Definition Given a VAF, (AR, A, V, 77), an argument xE AR is subjectively acceptable if and only 
if, x appears in the preferred extension for some specific audiences but not all. An argument XE AR 

is objectively acceptable if and only if, x appears in the preferred extension for every specific audience. 
An argument which is neither objectively nor subjectively acceptable is said to be indefensible. 

In ( 151, an algorithm is presented for computing the preferred extensions of a VAF given a value 

ordering. In particular, it is shown, given a value ordering, that it is possible to construct an AF cquiva- 
lent to the VAF, by removing from attacks those attacks which fail because faced with a superior value. 
It is also shown that, in a VAF, provided it contains no cycles in a single value, the equivalent AF has 

an unique, non empty preferred extension. 
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This section concludes the presentation of Value-Based Argumentation framework here, as the account 

given above suffices for the purposes required in this thesis. The interested reader is referred to [14,37] 

for further discussion, examples and computational complexity of a VAF. 

5.3.2 Arguments about Mappings 

in the last section, we have described the argumentation framework to represent the arguments, the re- 

lationships between them and how to choose a "reasonable" subset of arguments from the given set. In 

this section, we are concerned with the exact nature of an argument and the relationships under consid- 

eration. We are only interested on arguments about mappings, which they represent the motivations for 

the agents on their mapping choices. 
Formally, the arguments here are defined as follows: 

Definition An argument xE AR is a triple x= (G, m, o) where rn is a mapping (e, e', n, R); G is tile 

grounds justifying a prima facie belief that the mapping does, or does not hold; and 0, is one of J+, -I 
depending on whether the argument is that m does or does not hold. 

A key issue is that the interaction between arguments is based on a notion of attack; an argument x 

is attacked by the assertion of its negation -, x, namely the counter-arguinent, defined as follows: 

Definition An argument yE AR rebuts (or attacks) an argument XE AF if x and y are arguments 

for the same mapping but with different signs, e. g. if x and y are in the form x (GI, 7n, +) and 

y == (G2 9 Mi -) 9X counter-argues y and vice-versa. 

Moreover, if an argument x supports an argument V, they form the argument (x y) that attacks in 

argument -, y and is attacked by argument --, x. 
The arguments are clearly identified and grounded on the underlying ontology language OWL. 

The grounds G justifying mappings can be extracted from the knowledge in ontologics. This knowledge 

includes both the extensional and intensional OWL ontology definitions. The intensional knowledge is 

concerned with the definitions of the concepts, the extraction and statement of their semantic properties 

and relations. Extensional knowledge refers to application-specific individuals relating to the concepts 

and roles. 
Bearing in mind the type of categorizations underlying ontology matching algorithms that has been 

presented in Section 4.4.1, the grounds justifying mappings have been classified as following- 

semantic (M): the sets of models of two entities do or do not compare. 

internal structural (IS): two entities share more or less internal structure (e. g., the value range or 
cardinality of their attributes). 
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external structural (ES): the set of relations, each of two entities have, with other entities do or do 

not compare. 

terminological (T): the names of two entities share more or less lexical features. 

extensional (E): the known extensions of two entities do or do not compare. 

In our framework, we use the types of arguments described above as values for the VAF; hence V= 

IM, IS, ES, T, E). Therefore, for example, an audience may specify that terminological arguments 

are preferred to semantic arguments, or vice versa. Note that this may vary according to the context in 

which an alignment is used and to the nature of the ontologies being aligned. For example, semantic 

arguments are given more weight in a fully axiornatised ontology, compared to that in a lightweight 

ontology where there is very little reliable semantic information on which to base such arguments. 

The classification presented above, is not meant to constitute an exhaustive typology of arguments, 

since the type of arguments must be interpreted and are effective within a particular ontology mismatch 

context and domain. 

In order to give a precise structure to these arguments and to construct them, we summarize tile 

reasons for the justification of candidate OWL ontology alignments, shown in Table 5.1 and Table 5.2. 

The tables represent an (extensible) set of argument schemes, the instantiations of which include AR. 

Thus it can be looked upon as ways statements that express reasons why all argument justify (or refute)a 

mapping. The first column of the Tables 5.1. and 5.2 represent the mapping, as it has defined in Section 

4.4, the second column represent the sign o, of the argument, the third column represent tile grounds 

justifying tile arguments. The last column gives some explanation about the argurnent. 
Thus, an external structural argument for a mapping between two concepts c and c', i. e., ? it = (c, c', 71, 
) is, for example, that c and c' have mapped sibling-concepts, sub-concepts or super-concepts, formally 

3mi = (ES(c), ES(e), n', =4 On the other hand, an external structural argument against a mapping 
between two properties p and p', i. e., (p, p', n, -=) is that there are not sub-properties of pand p' mapped, 
i. e. 2mi = (ES(p), ES(p'), n', =4 
An internal structural argument for a mapping between two concepts c and c', i. e., ni (c, c', 71, 
is, for example, that c and c' have mapped properties, i. e., Ini = (ES(c), ES(c), n', An internal 

structural argument against a mapping between two properties p and p', i. e., 7n = (p, p', n, =-) is that 

the range of the properties p and p' are not mapped, i. e. Ami = (IS(p), IS(p), n', =_). 
An extensional argument for a mapping between two concepts c and c', is, for example, that the instances 

of c and c' are mapped, i. e., 3mi = (E(c), E(c), n', -=). An extensional argument against a mapping 
between two properties p and p' is that the instances of the properties p and p' are not mapped, i. e. 
Ami = (E (p), E (p'), n, 
A terminological argument for a mapping between two properties p and p', is, for example, that their 
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label share lexical features, i. e., label(p) ; ýýT labcl(p'). 

A terminological argument against a mapping between two properties p and p'. is, for example, that 

their URI does not share lexical features. i. e., URI(p) ý67, UI? 1(p'). 

Attacks between these arguments arise when we have arguments for the same mapping but with 

conflicting values of(7, thus yielding attacks that can be considered symmetric. Moreover, the relations 

in the mappings can also give rise to attacks: if relations are not deemed exclusive, an argument against 

inclusion is a fortiori an argument ailainst equivalence (which is more general). 

In the following, we show a simple example ofarguments. 

Thing Thing 

STUDENT M STUDENT 

ARTS-STD G) UNDERGRADUATE 

SCI-STD (ýE) POSTGRADUATE 

COURSE SUBJECT 

ARTS-CRS c MATH 

SCI-CRS PHYSICS 

HISTORY 

Ontology UniLiv Ontology University 

Figure 5.3: Example ol'Arguments. 

Example Consider two different ontologies covering the domain of' students, UnivLiv ontology and 

University ontology. shown in Figure 5.3. 

The ontology UnivLiv includes the concepts STUDENT with subclasses ARTS-STI) and SCI-STD and 

COURSE with subclasses ARTS-CRS and SCI-CRS. 

The ontology Univei-sit. y includes tile concepts STUDENT with subclasses UNDERGRADLIATE and 

POSTGRADUATE and SUBJECT with subclasses MATH, PHYSICS and HISTORY. 

Assuming that two candidate rnappings between the two ontologies Unii-Liv and llniversit. y are the 

following: tit =( STUDENT, STUDENT, 0.9, =-) andin' =( SCI-CRS, MATH, 0.65. j). 

An argument for accepting the mapping in, may be that the labels ofthe two concepts are identical, 

formally (label(STUDENT) ýýT labcl(STUDENT). +, in, ). 

An argument against the mapping in may be that no mapping is defincd for some ofthcir sub-concepts. 

formally (, Binj ý (ES(STETLIENT), ES(STUDENT), W, =4 -, tit) 

An argument tor accepting the mapping in' may be that some instances ofMATH that are mapped with 
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some of the instances of SCI-CRS, formally (3mi = (E(MATH), E(SCI - CRS), 0.6, =-), +, m') . 

Therefore, in VAFs, arguments against or in favour of a candidate mapping are seen as grounded 

on their type. In this way, we are able to motivate the choice between preferred extensions by reference 

to the type ordering of the audience concerned. Moreover, the pre-ordering of preferences Pref for each 

agent is over V, that corresponds to the determination of an audience. 
Before moving on to the next subsection, it should be stressed that the arguments considered here are 

computed exclusively on the basis of a set of mappings that has been externally provided by the OAS, 

and no other information is used. However, a branch of work that could be addressed in future would 
be to consider other "types of knowledge" that could be used to generate arguments about mappings. 
Such a type of knowledge could be, for example, an estimation of the cost of generating a mapping, how 

often a mapping is reused, and so on. 

Next, we will address the issue of how agents can reach agreement over a mapping, by establishing 

the acceptability of the arguments for that mapping. 
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Mapping Grounds I Comment 
External structura l arguments 

(c, cl, n, + 3mi = (ES(c), ES(c'), n', c and c' have mapped neighbours ES 
(i. e., super-concepts, sibling-concepts, 
sub-concepts). 

(c, c', n, E: ) + 3rni = (ES(c), ES(c), n', C) (some or all) Neighbours ES 
(i. e., super-concepts, sibling-concepts, 
sub-concepts) of c are mapped in those of c'. 

(c, cf, n, ami = (ES(c), ES(c), n', No neighbours ES of c and c' are mapped. 
(c, c', n, Q Anii = (ES(c), ES(c'), n', E--: ) No neighbours ES of c: are mapped to 

those of c. 
(C' C" 71, Q 3mi = (ES(c), ES(c), n', : 1) (some or all) Neighbours ES of c' are 

mapped to those of c. 
(p, p', n, + 3mi = (ES(p), ES(p'), n', p and p' have mapped neighbours ES 

(i. e., super-properties, sibling-properties, 
I sub-properties). 

(p, p', n, + 3mi = (ES(p), ES(p'), n', E: ) (some or all) Neighbours ES 
(i. e., super-properties, sibling-properties, 
sub-propertics) of p are mapped in those of p' 

(p, p', n, Bmi = (ES(p), ES(p), n', =) No neighbours ES of p and p' are mapped 
(p, p', n, Ami = (ES(p), ES(p'), W, E: ) No neighbours ES of p are mapped to 

those of p' 
(p, P" 71, 3mi = (ES(p), ES(p'), n' I : _3) 

(some or all) Neighbours ES of p' 
I are mapped to those of p 

Internal structural arguments 
cl, n, C1 + 3mi = (IS(c'), IS(c), n', The concepts c c' have m, apped properties. 

(c, cl, n, Q + 3mi = (IS(c), IS(c'), n', 1: ) (some or all) Properties of concept c are 
mapped to those of concept c' 

(c, c n, =) Emi = (IS(c'), IS(c), n', M) No properties in c and c' are mapped 
(c, c, n, Ami = (IS(c), IS(c'), n', Q No properties of c are mapped to those of c' 
ýc, c', n, 3mi = (IS(c), IS(c), 711, : 1) (some or all) Properties of c' are mapped 

to those of C 
kp, p, n, -=I + : Jmi = ýIzi kp), I Zi ýp), n', 'I fie range and/or tile domain ol the property p I 

is mapped with those of p' 
(p, p', n, + 3mi = (IS(p), IS(p), n', E: ) The range and/or the domain Of tile property I 

p is mapped with those of p' 
(p, p', n, - Ami = (IS(p), IS(p), n', The range and/or the domain of tile properties 

p and p' are not mapped. 
(p, p', n, - Ami = (IS(p), IS(p), n', E--: ) The range and/or the domain of the properties 

p and p' are not mapped. 
Extensional arguments 

(c, c, n, + 3mi = (E(c), E(c'), n', (some or all) instances E of tile concepts 
c and c' are mapped 

L + 3mi = (E(c), E(c'), n', C-:: ) (some or all) instances E of concepts c týý 

- - 
are mapped to those of cl 

Table 5.1: Argument Scheme for OWL Ontological Alignments (continued in Table 5.2. ) 
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Mapping 0, Grounds I Comment 
Extensional arguments 

(c, c', n, 
-=-) 

Bmi = (E(c), E(c% n', No instances E of concepts c and c' arc mapped 
(c, c, n, Q 

, 
Brni = (E(c), E(c'), n', No instances E of concepts c are mapped 

to those of c' 
(c, c', n, F-) 3mi = (E(c), E(c'), n', D) (some or all) instances of concepts c' 

are mapped to those of c 
(p, p, n, + 3mi = (E(p), E(p% n', (some or all) instances E of properties p and p' 

are mapped 
(p, pý, n, C: ) + 3mi = (E(p), E(p% n', F-) (some or all) instances E of properties p 

are mapped to those of p' 
(p, p', n, Bmi = (E(p), E(p% n', No instances E of properties p and p' are mapped 
(p, p', n, Bmi = (E(p), E(p% n', No instances E of properties p are 

mapped to those of pI 
(p, p', n, Dmi = (E(p), E(p'), n', : 1) (some or all) instances of properties p' are 

I mapped to those of p 
Terminological arguments 

(c, c 71, + label(c) 1ýýT label(c') Concepts' labels share lexical features 
(c, c 71, (e. g., synonyms and lexical variants) 
(c, c', n, label(c) OT label(c') Concepts' labels do not share lexical features 

(e. g., homonyms) 
(c, c, n, C: ) 
(c, c', 71, + URI(c) ýýT URI(c') Concepts' URIs share lexical features 
(c, c', n, Q 
(c, c', n, =-=) - URI(c) OT URI(c') Concepts' URIs do not share lexical features 
(c, c, n, Q I 
(p, p', n, =-) + label(p) ýýT label(p! ) Properties' labels share lexical features 
(p, p', n, 

-[--) 
(e. g., synonyms and lexical variants) 

(p, p', n, label(p) 9ýT label(p') Properties' labels do not share lexical features 

_(p, 
p', n, I (e. g., homonyms) 

(p, p', n, + URI(p) ýýT URI(p') Properties' URIs share lexical features I 
(p, P" 71, EM 
(p, p', n, =-: ) URI(p) 9ýT URI(p') Properties' URIs do not share lexical features 
(p, p', n, 

-E: 
) 

(i, il, 71, + label(i) -T label(i') Individuals' labels share lexical features 
(i I i, I?,, (e. g., synonyins and lexical variants) 
(i, V, n, label(i) 9ýT label(V) Individuals' labels do not share lexical features 
(i, V, n, F-) (e. g., homonyms) 
(i, V, n, + URI(i) : ý:! T URI(il) Individuals' URIs share lexical features 
(i, V, n, 
0, V, n, URI(i) 9ýT URI(V) 

t 
Individuals' URIs do not share lexical features 

(i, V, n, 
- 

II 

Table 5.2: (continued) Argument Scheme for OWL Ontological Alignments. 

5.3.3 Agreed and Agreeable Alignments 

The next step is to evaluate the arguments to determine the acceptability of tile mappings. However, 

before this, we first discuss some particular issues associated with the nature of arguments and the VAR 
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In VAFs there is always a unique non-empty preferred extension with respect to a specific audience, 

provided the AF does not contain any cycles in a single argument type [151. However, an agent may 

have multiple preferred extensions either because no preference between two values in a cycle has been 

expressed, or because a cycle in a single value exists. The first may be eliminated by committing to a 

specific audience, but the second cannot be eliminated in this way. In our domain, where many attacks 

are symmetric, two cycles are frequent and in general an audience may have multiple preferred exten- 

sions. Thus, given a set of arguments justifying mappings organised into an argumentation framework, 

an agent is able to determine which mappings are acceptable by computing the preferred extensions 

with respect to its preferences. If there are multiple preferred extensions, the agent must commit to the 

arguments present in all preferred extensions, but has some freedom of choice with respect to those in 

some but not all of them. This partitions arguments into three sets: desired arguments, present ill all 

preferred extensions, optional arguments, present in some but not all, and rejected arguments, present 

in none. If we have two agents belonging to different audiences, these sets may differ. Doutre et al. 

[34] describe a means by which agents may negotiate a joint preferred extension on the basis of their 

partitioned arguments so as to maximise the number of desired arguments included, whilst identifying 

which optional arguments need to be included to support them. 

Based on the above considerations, we thus define an agreed alignment and an agreeable alignment as 

follows: 

Definition An agreed alignment is the set of mappings supported by those arguments which are in every 

preferred extension of every agent. 

An agreeable alignment extends the agreed alignment with those mappings supported by arguments 

which are in some preferred extension of every agent. 

Moreover, a mapping m is supported by an argument x if x in on the form (G, ni, +). 

A mapping ?n that is not included in the agreed alignment and agreeable alignment will be rejected. 
Whilst the mappings included in the agreed alignments can be considered valid and consensual for all 

agents, the agreeable alignments have a uncertain background, due to the different alternative positions 
that each agent can take. However, given our context of agent communication, we seek to accept as 

many candidate mappings as possible. We therefore take into consideration both set of alignments - 
agreed and agreeable. Next, we show how the agents can achieve them. 

Instantiating Argumentation Frameworks 

In order to reach agent consensus about ontology alignments, first we have to build the argumentation 
frameworks and evaluate them to find which arguments are agreed and agreeable and which are rejected. 
There are four main steps in applying our argumentation approach: 
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1. Each agent individually constructs an argumentation framework for each candidate mapping, by 

considering the repertoire of argument schemes available to it, and instantiating these schemes 

with respect to its interests. Each argument either supports or rejects the conclusion that the 

mapping is valid. Having established the set of arguments, the agent then determines the attacks 

between them by considering their mappings and signs, and the other factors discussed above. 

This step produces several VAFs for reasoning about the candidate mappings. 

2. Each agent considers its individual frameworks with all the argument sets of all the other agents 

and then extends the attack relations by computing the attacks between the arguments present in 

its framework with the other arguments. 

3. Then, for each VAF, the agents determine which arguments are undefeated by attacks from other 

arguments. The algorithm 2 can be employed for computing the preferred extensions of a VAF 

given a value ordering. The global view is considered by taking the union of these preferred 

extensions for each audience. 

4. Finally, each agent considers which arguments are in every preferred extension of every audience. 

The mappings that have only favourable arguments are included in the agreed alignments, and 

the mappings that have only arguments against arc rejected. For mappings whose acceptability 

cannot be established, agents extend the search space to consider those arguments which are in 

some preferred extension of every audience. ne mappings supported by those arguments are part 

of the set of agreeable alignments. 

The Algorithm I shows how to find such agreed and agreeable alignments. 
Step 3 introduces the idea of an argumentation framework for a group of agents (or audiences) built 

from their individual argumentation frameworks. This amounts to making precise the set of arguments 

of a group of agents and the global attack relation for that group. When we merge ?i Value-Based 

Argumentation Frameworks, i. e., VAF, = (ARl, A,, V, 71).... VAF,, = (AR,,, A, V, 71) where each 
index i corresponds to a specific agent, we define an argumentation framework which reflects how 

arguments interact for the whole group of agents. The sets of arguments considered acceptable for tile 

group of agents can be defined as follows: 

Definition An acceptability relation, denoted by Acc, for a group of agents Ag, ... Ag,,, with respec- 
tively n Value-Based Argumentation Frameworks, VAF,.... VAF,,,, is a total function frorn 2UAj to 
Itrue, false} which associates each subset S of U Ai with trite if S is an acceptable set for 
VAFi, 

.. - VAF,, and withfalse otherwise. An acceptable set corresponds to the preferred extensions. 

A merged Value-Based Argumentation Framework VAF is then simply the union of n Value-Based 

Argumentation Framework VAF,,... VAF, i. e. , VAF = Un j=1 (ARj, Aj, V, 71*) defined by VAF 
(Un 1 ARj, Un Un i= i= IAj, V, 17*: i=1 ARj, - V). 
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Thus, given a merged Value-Based Argumentation Framework VAF, the agreed alignments is the 

set of mappings, which support arguments S are such that Acc(S) = true. The preferred extensions of 

Algorithm 1 Find agreed and agreeable alignments 
Require: a set of agents AgI,..., Agri E MAS grouped in a set of audiences R1,. 7Z, with s<n, 

a set of candidate mappings ml,..., Mr provided by OAS E AYAS; 
Ensure: Agreed alignments AG and agreeable alignments AG,., t 

I. AG: =O 
I AGext: 4 
3: Generation ofArguinents (see algorithm 4). 
4: for all agent Agi do 
5: build VAFs, 
6: end for 
7: for all audience IZj do 
8: for all VAFi do 
9: compute the preferred extensionsfor IZj 

10: end for 
]I: end for 
12; compute the agreed Arguments 
13: for all xE agreed Arguments do 
14: if x is (G, M, +) then 
IS: AG: = AG U {m} 
16-. else 
17: reject the inapping m 
18: end if 

19: end for 

20: if 3ME Al such that m is neither in AG or rejected then 
21: Compute the agreeable Arguments 
22: for all xE agreeable Arguments do 

23: if x is (G, m, +) then 
24: AG,., t := AG,., t U {m) 

25: else 
26: reject the inapping m 
27: end if 
28: end for 

29: end if 

a given VAF, which contains r symmetric attacks, can be achieved computing tile preferred extension 

of all Possible combination of frameworks obtained from VAF, removing tile symmetric attacks. Tile 

number of these frameworks is thus exponential to the number of symmetric attacks. For a given audi- 

ence we are able to construct an AF equivalent to each VAF, by removing from attacks those attacks 

which fail because faced with a superior value [15]. Bench-Capon in [15] shows that the step for the 

computation of the preferred extension for an AF is lincar to (lie number of attacks in it. The method 
is to select all unattacked arguments and include them in the preferred extension. Next remove all argu- 

ments attacked by those included so far. Either no arguments remain, or there arc some new unattacked 

arguments. Include these and repeat until no arguments remain. The algorithms 2 and 3 show how to 

compute the preferred extensions of a VAF, containing symmetric attacks. The algorithm 3 is based on 
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the algorithm presented in [151. 

Algorithm 2 Compute Preferred Extension of a VAF 

Require: a value-based argumentation framework VAF, which contains r symmetric attacks, and a 
set of audiences 7Z, ...... RS. 

Ensure: Preferred extensions JPI, 
..., Ptj 

I: VAFI,..., VAFt are the combinations of VAF achieved removal of the attacks symmetric, with 
t= 2r. 

2: for all audience 7Zj do 
3: for all VAFj do 
4: construct an AFj equivalent to the VAFj by removing those attacks which fail because faced 

with a superior value. 
5: end for 
6: end for 
7- for all AFj = (ARi, Aj) do 
8: Pj=Coinpute Preferred Extension of AFj == (ARi, Aj) 
9: end for 

Algorithm 3 Compute Preferred Extension of a AF 

Require: an argumentation framework AF 
Ensure: Preferred extensions S 

1: S {s E ARi Vy, not defeats(y, s) 
2: R Ir E ARj 3s ES for which defeats (s, r) 
I if R=0 then 
4: return S and Halt 
5: end if 
6: AR'= ARj \ (S U R) 
7: AI=Ai\(SxR)u(RxAF)U(AFxR)) 
8-. Return SU AF' = (AR, A) 

The dialogue between agents can thus consist of the exchange of arguments sets, from which agents 

can individually compute acceptable mappings. If necessary and desirable, these can then be reconciled 

into a mutually acceptable position through a process of negotiation, as suggested in [34] which defines 

a dialogue process for evaluating the status of arguments in a VAF, and shows how this process can be 

used to identify mutually acceptable arguments. In constructing a position, an ordering of values best 

able to satisfy the joint interests of the agents concerned is determined. 

The above technique considers sets of mappings and complete argumentation frameworks. If instead 

the problem is to determine the acceptability of a single mapping it may be more efficient to proceed by 

means of a dialectical exchange, in which a mapping is proposed, challenged and defended. Particular 

dialogue games have been proposed based on Dung's Argumentation Frameworks, e. g. [361, and on 
VAR [ 141. 

The next section shows that our framework can allow agents to improve shared understanding 
through an illustrative example. 
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5.4 An Illustrative Example 

To illustrate the ideas presented in this chaper, we consider the agent Ag, which wants to communicate 

with the agent A92. Ag, and A92 use two independent but overlapping ontologies. The first agent. Agi 

uses the bibliographic ontology 3 from the University of Toronto, based on bibTeX. whereas the second 

agent, A92, uses the General University Ontology 4 from the French company Mondeca 5. For space 

reasons, we will only consider a subset ofthese ontologies, shown in Figure 5.4, where the first and 

second ontologies are represented by 01 and 0, ) respectively. 

0, Ontology 

cl.. 
Thing 

cl., 

ArVact 
T 

C. 

020ntology 

C-0 

L"s 

Document 

clan 

cl.. 

publicabon 
LN 

&per 

Clan 
L hesPublisher 

Organizati, n 

Figure 5.4: Excerpts of 01 and 0-1) Ontologies. 

publishodBy 

LO=rnization I 

le"le Lt. 

We assume that the only terms initially used by the agent Ag, are 01: P? -css and 01: Publicatimi. 

A! j2 cannot understand the agent Ag, until the ontologics are aligned. Thus, the agents invoke the Zý 
ontology alignment service OAS, which provides tile following set of'possible mappings, originating 

from different mapping engines that may employ differing algorithms6: 

mI =(01: P? -ess, 0,,: Periodica. 1,7i, =); -tit states an equivalence mapping with confidence it between 

the concept Press in the ontology 01 and the concept Periodical in the ontology 0.,. 

M. 2ý(01: Iyublication, 02: Publication. ji, =); 
m3ý(01: hasPublisher, 02: publisltedBy, Tt, =)-, 

3htip: //www. cs. toronto. edtL/ý, eiiiaiiticweb/niapoiito/oiitologie, s/BibTex. ow1 
4 http: //www. inondeca. coiyL/owI/moses/univ. owl 
5Note that ontology 02 has been slightly modified for the purposes of this example. 
6No(c that we have listed all of the mapping,. that are taking part in the argumentation. 
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M4--"z(Ol: Magazine, 02:. A/lagazine, n, =)-, 

M5=(01: Newspaper, 02'Newspaper, n, =); 

mG=(01 - Organization, 02: Organization, n, 

Assume now that Agi is agreed with the audience R1, which prefers terminology to external struc- 

ture, (T >-7z, ES). A92 is agreed with the audience R2, which prefers external structure to terminology 

(ES >-7z, T). The pre-ordering of preference Pref corresponds to each agent's audience. Moreover, all 

the above candidate mappings have a degree of confidence n that is above the threshold of each agent, 

and so does not influence their acceptability. 

Agent Aq, accepts the mappings 7712, M3,7n4,? n5 and rnr,, whilstA92 accepts the mapping 7n 1 qn14 

,. 
The arguments and counter-arguments generated and M5, and rejects the mappings rn2, M3 and mr7 

are shown in Table 5.3, that shows each argument, labeled with an identifier Id, its type V, the attacks 

A that can be made on it by opposing arguments, and the agent that proposes the argument. Based 

Id Argument A V Agwit 
A (23m = (superconccptT]-'ress),. 5uperconcept(Pcriodical), n, m, ), "il, B, LO ES Agi 

m_= su concept (Press), subconcept (Periodical), n, ý, ), tnl, +) A. C ES A! 12 
C TL-abel(Press) ý6,1- Label ý Periodical), mT=T- It 7' Agi 
D (Label (publication) Label (Publication), M2, +) E 7' AgI 
LI ý, dm = ýsupcrconccpt (publication), supcrconccpt(I-)ublication), n, -ý, ), Tn2. - D. I., ES 1 A92 

1. (3m = (property (pu bi ica Lion), property(Flublication), n, M, ), Yn2, -+--T- L IS 
- , 

Agi 
G (, Bm = (range (has Publisher), range(publishedDy), n. M, ), 7n: i, F. 11 13. Ag2 
11 (Label (hasPubl ishcr) Label (publisheciTtv), tn3, +) G 

- 
7. Ag I 

(3m = (superconcept(Publisiter), Organization, n, 2a, ), mo, +) G E"T Agi 
J (Label (Alagazzine) Label FAfa-ga`z-in-eT, M4, +) 11, AgI. A. 92 I 
K (Bm = (siblingConcept(Alagazine), siblingCoricept(Alaga. -ine), n, E, ), m4, +) ES Ag I, Ag2 
L (3m = (superconcept(Alagazine), superconcept(Alagazinc), n, M, ), in. t, +) ES Agi. -'1. ()2 

NI (Label (Newspaper) Label (Newspaper), mn, +) 
- - 

11, 
- - 

AgI, A. q2 
I N 3m = (siblingConcept(Newspapcr), siblingConccpt(lVcwspaper), iTn s, +T TY Aqi. Ag2 

0 
P q 

m= supercon cept (Newspaper), suparcon ccpt (N c wspa per), n, E. ), in 5, Es A91. A92 
II (Label . (Organization) ; ýZ, p Labcl(Organi--ation), mo, +) 

Table 5.3: Arguments For and Against the Mappings ? nj, 7n2, M3, n14, niG and 7nr,. 

upon these arguments and the attacks, we can construct the argumentation frameworks which bring tile 

arguments together so that they can be evaluated. These are shown in Figure 5.5, where nodes represent 

arguments (labelled with their Id) with the respective type value V. The arcs represent the attacks A, 

whereas the direction of the arcs represents the direction of the attack. 
By instantiating the general VAF according to their own preferences, Ag, and A92 obtain -, in ar- 

gumentation framework, that for sake of simply we have represented as two VAFs, (a) and (b). In the 

argumentation framework (a), we have two arguments against ? nl, and one for it: 

4, A is against the mapping mi, since none of the super-conccpts of 01: Pi-ess are mapped to any 

super-concept Of 02: Pei-iodical. 

o argues for ml because two sub-concepts of 01: Press, (01: Magazine and 01: Newspaper), 
7Next chapter shows how each agent can evaluate a mapping and generate arguments, 
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are mapped to two sub-concepts Of 02: Periodical, (02: Magazine and 02: Newspaper), as 

established by M4 and M5- 

9C argues against mi, because Press and Periodical do not have any lexical similarity. 

Moreover, we have six arguments supporting the mappings m4, m5 and M6. K, L and M justify 

the mapping M4, since, respectively, the labels of 01: Magazine and 02:. A4agazine are lexically 

similar; their siblings are mapped, as established by 7715 and their super-concepts; 01: Press and 

02: Periodical are mapped by mi. There is a similar situation for the arguments. M, N and 0. Clearly, 

argument A attacks the arguments L and 0. 

A 
ES 

0, 

(ý) 

ES 

B 
ES ( 3Cr 

LL 

ES 

ý-ý( 

ES 

EG 

ES is 

H 

T 

) Ci 

ES 

Figure 5.5: Value-Based Argumentation Frameworks. 

In the second argumentation framework (b) we relate the following arguments: D justifies the map- 

ping M2, since tile labels of 01: publication and 02: Publication are lexically similar. Their super- 

concepts, however, are not mapped (argument E). Argument F is based on tile fact that 0 1: publication 

and 02: Publication have mapped properties, 01: hasPublislier and 02: publishedBy, as defined in 

M3. F is then attacked by G, which states that the range of these properties, respectively 01: Publisher 

and 02: Organization, are not mapped. This is in turn counter-attacked by tile arguments H and 1. 

The argument H states that the mapping M3 is Correct, since 0 1: liasPublisher and 02: publislicdBy 

are lexically similar. The argument I attacks the justification of G stating that the ranges of these prop- 

erties are similar, since a super-concept of 01: Publisher, (01: Organization), is already mapped to 

02: Organization. The argument P states that 01: Organization and 02: Organizationare mapped 

since their labels are lexically similar. 

The above analysis gives different, but sometimes overlapping reasons to argue for and against 

several candidate mappings. Given the two audiences, Ri and R2, the preferred extensions for the 

union of the argumentation frameworks (a) and (b) are shown in Table 5.4. Therefore, the arguments 

that are accepted by both audiences are 11, H, J, K, AY, N, P). Arguments A, C, D, E, and F are, 

however, all potentially acceptable, since both audiences can choose to accept them, as they appear in 

some preferred extension for each audience. This means that the mapping mi will be rejected (since 

B is unacceptable to Rl), while the Mappings M3v M49 M5 and mr, will be all accepted (they are all 
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Preferred Extensions Audience 
IA, C, J, K,. A4', N, D, F, I, H, PI Rl 

IA, C, J, K, A1, N, D, F, I, H, PI, IB, O, L, J, K, A1, N, D, F, I, H, PI 
f A, C, J, K, M, N, E, 1, H, P}, f B, 0, L, J, K, All, N, E, 1, H, P} 

7*-)2 

Table 5.4: Preferred Extensions. 

accepted by R, and all acceptable to 7Z2)- M2 Will be acceptable too, because the arguments supporting 

it are in some preferred extension for these audiences, as defined in section 5.3.3. The agreed alignment 

is then M3, M4, m5 and mr, while the agreeable alignment adds M2. Following this argumentation 

process, the two agents, Ag, and A92, can now communicate using the five negotiated mappings in 

order to translate messages from each other. 

Interestingly, in this scenario, should an agent wish to reject the mappings M2 and 7713, it can achieve 

this by considering a new audience R-3. in which internal structure is valued more than external structure, 

which is valued more than terminology (IS >-7za ES >-7z3 T). In this case, the preferred extension 

from framework (b) is JE, G, 1, P), since the new preference allows G to defeat H and resist 1. G will 

also defeat F leaving E available to defeat D. This clearly shows how the acceptability of in argument 

crucially depends on the audience to which it is addressed. 

5.5 An Ontology for the Semantics of Arguments over Mappings 

Different formal models have been proposed for structured queries oil the arguments and it has been 

shown that they enhance traceability of design decision, help in conflict resolution and enhance reusabil- 

ity [ 10 1 ]. An ontology is obviously such model. Ontologies are themselves formal models, and recently 

they have been also used to formalize arguments, such as the Argument Interchange Format (AIF), used 

for data exchange between Argumentation tools or communication in Multi-Agent Systems (MAS) [261, 

and the approaches in [ 112,221. 

Our framework utilizes an argumentation ontology to make the representation of the -arguments, 

mappings and the argumentation process, explicit, machine readable and sharable; agents willing to 

participate to a argumentation process will commit to the shared ontology, which will model all the 

arguments exchanged, and the mapping under consideration. 
Ilie advantages of using ontologies to represent arguments and mappings are mainly to facilitate ar- 

gument interchange between agents across and within multi-agent systems and facilitate sharing knowl- 

edge about an arbitrary number of mapping engines; but also to support inference over the arguments 

as well as their relationships. Moreover, since we are applying a dynamic approach to the choice of 

mappings, the communication implied by our approach requires an agreed common vocabulary for ar- 

gumentation, with a precise semantics, and hence we need an ontological approach. 
The ontology models a number of relevant concepts, each of them highlights a different aspect of 
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Figure 5.6: Argumentation Ontology 

alignments and arguments, which are briefly presented as follows: Z-1 

* Knowledge concerning the alignments and the mappings; 11 

* Knowledge concerning the justification, i. e. what are the concepts that describe the justifications, 

o Knowledge concerning the arguments and relations between arguments; 

o Knowledge concerning a single agent (be it human or electronic) or an organisation of' agents Zý 
which participate in an arguinentation process. 

In the sub-sections that follow, we give all overview of the ontology: the key concepts, tile slots 

associated with these concepts, the relationships between these concepts, and axiorns. In the interests of' 

comprehensibility, we do not present all the components ofthe ontology. Also note that our presentation 

is informal: we aim to give an overview ofthe ontology. rather than present all the low-level technical 

details. Figure 5.6 depicts an overview of the argumentation ontology, in terms ofthe main classes, tile L- 
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sub-class relationships between them and their instances. The ontology is in line with the terminology 

used through in this thesis. 

5.5.1 Agents 

Our starting concept is Agent, which is the entity participating to the argumentation. This concept 

describes a single agent (be it human or electronic) or an organisation of agents. For the purposes, 

agents have the following slots: hasName, which is a string representating the name of the agent, the 

hasOntology, which is a URI of his committed ontology; the hasHighPref erence which is the 

Value representing the highest preference of the agent, and the Threshold, which is the numerical 

values of the personal threshold. 

5.5.2 Alignment 

The next concept is Alignment. An alignment is a set of mappings provided by tile ontology align- 

ment service. A mapping is the topic of discussion in the argumentation process, and originates from 

independent mapping engines. A mapping engine has been defined in tile ontology by tile concept 

AlignmentTool. A mapping consists of a source ontology's entities, a target ontology's entities, the 

semantic relation holding between the ontology entities and a degree, which suggests the confidence of 

that mapping. 

Each mapping is associated with a number of justifications. The concept Just if i cation pro- 

vides two types of knowledge: knowledge about the description of thejustification (the explanation 

profile) and knowledge about how an explanation is derived (the explanation strategy). 
Let us briefly consider slots and properties of the concept Mapping. A Mapping has the following 

slots: 

" hasSourceOntology: which is the URI representing the source ontology. 

" hasTargetOntology: which is the URI representing the target ontology. 

" hasConf idence: either a float or null, with a float indicating the confidence value of that 

mapping; null indicates that this information is not known. 

4P hasRelat ion: which represent the semantic relation holding between the ontological entities; 
the values are currently restricted to: equivalent, disjoint, subsumed and subsume. 
Note that the relations do not necessarily belong to the ontology languages. As such, they do not 
have to be interpreted by the ontology semantics. 

derivedFrom which refers to the AlignmentTool that has been provided that mapping. 
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* typeAlignment: this slot is the Value that refers to the type of alignment. 

9 hasJustif ication is the Justif ication that explains why a such mapping has been or 

has not been generated. 

Mic concept Justif ication has the following slots: 

9 hasExplanationProf ile: is a string indicating the reason why that mapping has been pro- 

vided or why not. 

a hasExplanationStrategy: is a string indicating how the mapping is derived. 

* referTo: is the Mapping t1lat sucli justification refers to. 

Mic concept value represents the type of mappings. Value is one of M, IS, ES, T, E (see 

Section 5.3.2), wilich are the instances of that concept. 

5.5.3 Argument 

Ille concept Argument represent the Position expressed by the participants agents over a candidate 

mapping. An argument takes part in an Argumentation process, and it is proposed and received by 

an Agent. The concept Argument has the following slots: 

isSupported: is a Boolean value, indicating whether the argument is supporting a mapping 

or is against (i. e. a counter-argument); a value offalse here would indicate that the arguments is 

against; a value of inte here would indicate that the arguments is for. 

0 isAbout: is the Mapping that the arguments is about. 

0 hasProponent: is the Agent that proposes the argument. 

o hasOpponent: is the Agent that receives the argument. 

* attacks: is the Argument that it attacks. 

Ný'ithin an arguments thread the agent can state an Position, that clarifies its point of view on a 

candidate mapping, by explicitly declaring its Agreement or Disgreement. When an argumenta- 
tion process tins been terminated, a Consensus has been reached. A consensus is associated with a 
Mapping and ranges from agreed, agreeable and rejected. 

IIIC Mader is refer to the appendix B for an OWL version of this ontology. 
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5.6 Conclusions 

In this chapter we have outlined a framework that provides a novel way for agents, with different on- 

tologies, to agree upon an ontology alignment. Rather than considering that all agents will accept 

indifferently all ontology mappings that have been externally provided as an off-line, design-time pro- 

cess, we have argued that in an open multi-agent system the acceptability of such mappings should be 

made as a dynamic, run-time process. This allows agents to come to a mutual understanding about the 

terms they used to communicate and to tailor the meaning of these terms to the context in which they 

find themselves. This is obtained by application of Argumentation T'heory. 

In our framework, the acceptability or rejection of candidate mappings are based on the ontological 

knowledge and the agent's preferences. This gives agents the ability to understand each other suffi- 

ciently to carry out their objectives. Argumentation is based on the exchange of arguments, against or in 

favour of a mapping, that interact with each other using an attack relation. Each argument instantiates 

an argumentation schema, and utiliscs domain knowledge, extracted from extensional and intensional 

ontology definitions. When the full set of arguments and counter-arguments has been produced, tile 

agents consider which of them should be accepted. As we have seen, the acceptability of in argument 
depends on tile ranking - represented by a particular preference ordering on the type of arguments. 

We have further presented an argumentation ontology to make the representation of the arguments, 
mappings and the argumentation process, explicit, machine readable and sharable for tile agents and for 

different mapping engines. 

Having specified the framework, the following chapter provides an overview of the MAS architec- 

ture we have envisaged for our approach, the structure of the agents and a protocol for evaluating the 

acceptability of a potential mapping. 
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Chapter 6 

Mapping-oriented Argumentation 

- Architecture and Protocol 

Bearing in mind the global picture of what multi-agent systems are and where they reside in thefamily 

of distribittedAl, in this chapter we have a closer look at the multi-agent environmentfor our mapping- 

oriented argumentation approach. 

First, in Section 6.1, we introduce in detail a multi-agent system-based architecture and then, in the 

same section, wefocits on the communication mechanism. Argumentative agents and their capabilities 

for argument generation are presented in Section 62. Seciion 6.3 describes an argumentation protocol 

that the agents adhere to when they negotiate. We end this chapter with some conclusions. 

6.1 A MAS Architecture for the Argumentation Based Approach 

In this section, we describe the multi-agent system architecture that supports inter-agent argumentation 
over ontology mappings, with the emphasis on the agent communication infrastructure. Our open MAS 

architecture is shown in Figure 6.1. 

In the architecture we envisage, some agents can provide intelligent support and advanced services 

to users, some can provide complex problem solving capabilities with respect to a given application 
domain and some are mediators between applications. Our architecture is completely open and dynamic, 

allowing agents to connect themselves to the system or to leave it and to register/unregister new services 

at run-time. 
Having considered a general decentralised and dynamic architecture, where both control and data 

are logically and often geographically distributed, we are faced with the problems of agents come from 
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different designers or different vendors, whose ontology, protocols or mechanisms are not often fore- 

seen. Therefore, agents may be heterogeneous on different aspects. In our architecture, agents are 

heterogeneous on some or both the following components: 

" Ontologies. Agents with different ontologics that view the world differently. 

" Preference. Different agents may have different preferences over the same set of candidate map- 

pings. 

Whilst, agents are homogeneous on the following components': 

Communication language. Agents require a common language that facilitates communication 

between them. Communication languages such as FIPA ACL and KQML, which are similar in 

syntax and semantics, are both suitable candidates. However, it is worth noting that while both 

languages offer the benefits of being more or less standard agent communication languages, they 

fail to capture all utterances needed in an argumentation interaction. Therefore, in this thesis we 

consider only a small number of locutions to express the desire to enter or leave an argumentation 

interaction, to provide an explicit critique to a proposed mapping or to request or propose -an argu- 

ment for or against. These locutions are generic enough to be used on their own, or incorporated 

into other interaction protocols or ACLs (including FIPA ACL)2. 

Argumentation mechanisin of an agent. Although, agents may have different roles, agents are 

may homogenous in how they are specified, and how they reason about interaction. In particular, 

agents share the same mechanism to evaluate mappings, generate argurnents and update their 

mental state accordingly. 

Protocol. The dialogues between agents adhere to the same communication and argumentation 
protocol. Indeed, agent does not only commit to a common agent communication language, but 

must also agree to use a particular protocol when it negotiates. 

The argumentation mechanism of an agent and the argumentation protocol are described, respectively, 
in Sections 6.2 and 6.3. 

An agent can communicate with another in order, for example, to request a specific service. Tile 

agents are aware of each other's existence (see Section 6.1.1), but have no knowledge about the other 

agents, for example, about the services that the other may offer. This situation would arise when the 

agents are able to utilise a registry service, such as the FIPA Directory Facilitator, but are not able to 

understand the services offered due to the fact they utilise different ontologies. Therefore, the agents 
'Although we are considering heterogeneous agents, we assume they share some common features. In fact, communication 

between completely heterogeneous agents is paradoxical as the idea of interaction itself presumes sonic kind of organization. 
However, the assumptions we have made are still realistic and enable the agents to reach a shared understanding. 2hiterested readers are referred to [84] for a more specific discussion of the problems associated with FIPA ACL% semantics 
concerning agent argumentation protocols. 
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need to reach agreement on an ontology alignment so that they may determine whether the services 

offered match that required or whether an agent is able to answer to a query. 

The ontology alignment centers around the design of a mediating component - one agent that iso- 

lates and processes the knowledge needed for configuring different agents' ontologies to communicate 

together in a particular application. The middle component, known as an ontology alignment service 

(OAS), provides and stores candidate mappings between ontology entities. These mappings originate 

from independent mapping engines that employ differing algorithms to calculate potential mappings 

between the entities of different ontologics. Note that the OAS does not store every possible pair- 

wise mapping between entities, but applies a threshold to the submitted mappings in order to store only 

those mappings plausably supported by the ontological knowledge. The assumption of using differ- 

ent mapping engines does not imply any loss of generality, since these are now becoming increasingly 

avallable3. 
It is worth noting that mediators must be considered ideally as third-parties, whose the main goal is 

to approximate different viewpoints, avoiding decisions that could possibly privilege one of the involved 

parties. OAS also monitors all the communication between the agents. 

In order to enable the agents to come to agreement on a suitable alignment for the query or service 

requested, without requiring a complete alignment between the ontologies, the requesting agent spec- 

ifies which of the entities from its own ontology are involved in the message request, and only seeks 

to generate an alignment with the ontology of the other agent with regard to these entities. The pat- 

tern of communication between the requesting agent, providing agent and OAS in the specific case of 

requesting a service is shown in table 6.1. 

I Agent, wants a service X and knows which components of its own ontology 01 are involved 
in requesting X. 

2 Agent, knows Aqent2 exists, but nothing else. 
3 Agent, requests Agent2'S ontology 02. 

4 Agent, sends Agent2 the tenris from 01 involved in X. 
5 Both agents get the candidate mappings from OAS. 
6 Both agents exchange their arguments sets. 
7 Bot h agents instantiate their argumentation frameworks. 
8 Both agents then calculate their preferred extensions. 
9 Both agents then determine the agreed alignment, 

by exchanging these preferred extensions. 
10 Agent, then sends its service request X to Agent2, 
II Agent2 compares X with its service descriptions - S21, S22t etC- using the agreed alignment, 

and sends any matching service descriptions to Agent,. 
12 Agent, examines these service descriptions using the alignment to confirm that they match 

the required service X. 
13 If a matching service is confirmed, Agent, sends the service request to AgCnt2- 

Table 6.1: Communication Path between Agents. 
3Sec http: //oaci. ontologymatching. org/ 0 
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Figure 6.1: Open MAS Architecture. 

Our architecture mainly include three types of agents: the agents that wish to coin niunicate with each 

other and able to engage in "argumentation" (Arginnentative Agents), the ontology alignment service 

agent (OAS) and the facilitator agent (FAg). OAS is involved in all the process for facilitating the 

communications and tile argumentation between the agents. The facilitator agent isable to locate agents, 

services, and data sources over the network. In particular, the facilitator agent offers a yellow-pag" 

directory service'l to other agents, in which agents can advertise themselves and their funct ional i ties. 

Its key responsibility is therefore to provide directory services (e. g. a listing of services and resources 

available at the artefact). The structure of an argumentative agent is described in Section 6.2. 

The multi-agent system architecture outlined above is supported by the agent communication infras- 

tructure, explained in more detail in the next subsection. 

6.1.1 Communication Mechanism 

This section gives an overview on the communication inechanisin envisioned in this thesis. 

First, each agent is able to communicate with other agents by sending and receiving niessa- s and the 0 t)e 
communication between them is not always successful. The messages are instances of the following 

structure: 
(id,,,, S, R, Al) 

where id, , S, R and AT denote respectively a message identifier, its sender, its receiver and (lie message 

itself as of Set of ontological entities. The sender and tile receiver are identifiers of participating agents. 

Tile message can be either the description of a particular good/product/service that an agent required or 
4hilp: //www. fipa. org/ 
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simply a communicative assertion (e. g. a query). The structure of a message, obviously, depends on the 

agent communication language employed. An example of a FIPA message is given below. 

(inform 

: sender I 

: receiver J 

: content "weather(today, raining)" 

: language OWL DL 

: ontology weatherOntology) 

The first line in the message is the performative, which specifies the illocutionary force, in this case 

inform. The other lines in a FIPA message specify the sender and the receiver, the content and tile 

language that is used to describe the content and the ontology that underlies it. 

We now turn to the acquaintance problem, i. e. how agents become aware of tile presence of other 

agents in the system. In general, agents may be thought to have some a-priori acquaintance informa- 

tion, but in an open society of software agents the most interesting and useful interactions cannot be 

predefined but emerge at runtime. In order to allow this possibility, the most common approach is the 

implementation of facilitators or middle agents that may implement a yellow and white pages services, 

providing: 

basic name-address translation: a middle agent providing this service (also called Agent Name 

Server) receives a message from any other agent which has to declare its name and network 

address. In this way the middle agent is able to supply the address of an agent to another one that 

known its name. 

information on agent capabilities (services): this is a more advanced service that requiresa prelim- 
inary indication of services offered by agents (and a dynamic update of this information, in case 

of dynamism in agent capabilities) and allows the expression of queries requiring the names and 

addresses of agents capable of providing a specific service. Of course, services and the attributes 

adopted for their description could be included in an ontology. 

Note that we are assuming that agents must have a predefined information on how to reach a middle 

agent. 

Another possibility is that an agent wants to know who is able to perform a specific service, and 
it will query the middle agent asking for agents that notified that they are capable of supplying this 

service. In this case the middle agent replies that an agent is able to perform that task and thus another 

conversation will start. 
Figure 6.2 shows the communication protocol applied for the messages exchanged between tile 

agents. For example, an agent A_ql is looking for same agent with some specific capabilities or services. 
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Ag, sends its request to the facilitator agent FAg. The Facilitator Agent sends an announcement to the 

agent A92 asking for that request. 4ý 
The agent A92 that has received the message, may respond in three different ways: 

A92 may respond with another message with the content "unknown ". I'llis may happen because ZD 
an agent is not able to understand the message since it uses a different ontology. If the answer 

is "unknown", the ontology alignment service agent, who is monitoring all the messages, under- Z-- 4M t) 

stands that an agent may satisfy the message but he may not know the meaning of some terms 

used in the message. 

A92 may respond with a message with the content "unsafis able". This may happen because an Iz If, 
agent does not have the requested prod uct/service/good description or capabilities. 

a If A92 understands the message and the description and it may Formulates proposals directly with 

the agcnt Agi. 

OAS Ail 
I 

ask SeMCO 

Ag2zz) 

send announce 

send proposal 

send unsatLýfiabfe 

send unknovm 

send aliýnnwrs 

send alignments 

Figure 6.2: Ontology Alignment Protocol. C) 4D 

When an agent sends a message whose content is "unknown ", the OAS starts the alignment process, 

sending the potential mappings to the agents and the argumentation approach takes place. Note that it 

is still possible that the direct communication fails. This could happen, for example, if the OAS is not 

able to provides any mappings between the terins used in the message. However, this thesis does not 
deal with this problem and it may be a subject of future investigation. 
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6.2 Argumentative Agent 

In this section we examine the main characteristics of the agent architecture employed in order to ex- 

change the arguments that have been presented in the last chapter, and the way such arguments arc 

generated and evaluated by the agents. 

Argumentative Agent 

Onto-ogies 

preferences 
and tnreshoid 

Argumentation Unit 

Communication Wrapper 

from others to others 

Figure 6.3: Argumentative Agent Structure. 

The structure of an argumentative agent is shown in Figure 6.3. An argumentative agent mainly consists 

of ail Argumentation Unit and a Knovvledýge Kernel. An argumentative agent communicates with other 

agents through a Communication Wrapper. The Knowledge Kernel includes. among others elements. all 

ontology (or more than one), the preferences over different types ofontology mismatches and a private 

threshold. which is compared to the degree ofconfidence associated with each mapping. The prefer- 

ences and threshold are based oil the motivations of' the agent, and determine whether a mapping is 

accepted or reýjected. They form part of the mental attitude of ail agent and guide the agent's decision, 

i. e. agent's goal. The Argumentation Unit is the core component that allows agents to engage in in 

argumentation interaction. 

Every agent Agi is autonomous (call serve different users or providers and fulfill different goals) and 

has access to its own ontology: 

Definition An agent Agi is characterised by a 4-tuple (0j, VAFj. Prcf, E, ) where 0, is the OWL 

ontology, representing the agent's knowledge-, V. 4Fj = (ARj 
ý 
Aj, V, Tjj) is the Valued-based Argumen- 

tation Framework; Pi-cfj is the private pre-ordering of preferences over V and E, is the private threshold 

value. 
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A set of agents A=I Ag, 
ý .... 

Ag, I along with the OAS, forms a multi-agent system (MAS). 

The set of arguments shared by all agents are not necessarily disjoint, and are called coinnion argit- 

ments AR,: AR, c n1EA j?, AR, E VAF, We denote with AR. g the set ofall arguments available to 

the MAS with ARg g AR, The values V=f., 11, IS., ES, T, El are common and shared by all agents. 

In order for an agent to be capable of engaging in argumentation. it needs the following capabili- L- L-- 

ties/components: a Mapping Evaluator and an Argument Generator. Note that, often, the argument 

generation may take place in conjunction with argument selection, which is concerned with selecting 

the best argument froin the point of view of an agent. In this thesis, all the arguments that have been 

generated are then all exchanged. thus we are not concerned with any selection of' them. A Mapping 

Evaluator encompasses the ability of the agent to assess a mapping presented by another, which strictly 

depends on its preferences and threshold. This is the fundamental component that allows negotiators' 

positions to change. An Argument Generator is the component that allows the agents to generate the set 

of possible arguments, either to support or reject a mapping, which is based on the mapping evaluation. 

The Argument Generator and Mapping Evaluator forms flic Argumentation unit, shown in Figure 6.4. 

------------- Knowledge Kernel 

preferences ,1 Mapping I. Q -- and threshold 1 Evaluator 
L 

--A 

Valued ba W Argument c 
Argumenta7tlon Generator 

Framework 

I 

Figure 6.4: ArgUmentation Unit. 

As previously mentioned, the preferences and threshold selected by an agent depend (in its context 

and situation. A mikjor feature of this context is the agent's ontology, and the structural features thereof. 

as the depth of the subclass hierarchy and branching factor, ratio ofproperties to concepts, etc. An 

agent can then deterriline its preferences and threshold based on the characteristics of its ontology. For 

example, selecting a preference for terminological mapping if the ontology is lacking in structure, or 

preferring an extensional mapping if its ontology is rich in instances. It is worth pointing out that we 
deliberately do not present to the reader a unechanism that agents (or users) can use to rank their own 

preferences, based for example on some ontology feature metrics. Indeed, we strongly believe that such 
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a choice can only be made with regard to the personal judgment of the agent (or user) and cannot be 

restricted by certain conditions or parameters. However, the analysis of the components of tile ontology 

can be aligned with approaches to ontology evaluation, for instance in [32,142], and can be formalized 

in terms of their feature metrics if one wishes. 

Given an agent Agi = (0i, VAFi, P7-ef i, Ei), and a candidate mapping ?n with a set ofjustifications 

G, the agent Agi first evaluates the acceptability of m. This is achieved by the Mapping Evaluator 

component, which evaluates the acceptability of a mapping in the following way: 

Definition A mapping m is accepted by an agent Agi if there exist justifications G for m that corre- 

spond to the highest preference Pref i (with respect to the pre-ordering), and if the degree of confidence 

in m is greater than its private threshold Ei. In the other cases, the agent Agi rejects tile mapping 7n. 

Subsequently, the response is sent directly to the Argument Generator. If the mapping 771 is accepted, 

then the agent generates a set of arguments in favour: x= (G, 7n, +), by instantiating the argunienta- 

tion schema, presented in Section 5.3. Otherwise it generates arguments against: x= (G, 7n, -) (sce 

algorithm 4). 

Algorithm 4 Generation of Arguments 
Require: a set of agents Agl,... ' Ag,, E AIAS, an ontology alignment service OAS E AIAS, a set of 

candidate mappings mn, and a set of justifications Gi,... ' Gt related to these mappings, 
provided by the OAS. 

Ensure: a set of arguments and counter-arguments x. 
1: for all agent Agi = (0i, VAFi, Pref i, -i) do 
2: for all mapping mj = (ej, ej, ? ij, Rj) do 
3-. if nj ýý f: i and 3 Ck such that Ck = Pi-ef i then 
4: Accept the mapping mj 
5: else 
6: Reject the mapping mj 
7-. end if 
8: if 7nj is accepted then 
9: Generate arguments for mj :x= (Gk 

i ? nj i +) 
10: else 
It: Generate arguments against mj :x= (Gk, mj, 
12; end if 
13: end for 

14: end for 

6.3 Argumentation Protocol 

An agent does not only commit to its own ontology and a common agent communication language, but 

must also agree to use a particular protocol when it negotiates. In fact, for a negotiation to be completed 

successfully, all parties (i. e. agents) must clearly understand the rules of engagement (i. e., negotiation 

protocol). 
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In this section we introduce an argumentation protocol which can be used to evaluate the acceptability of 

a mapping in our framework. The idea behind the argumentation protocol is to allow 71 agents (n >- 2) 

to argue about the acceptability of a potential mapping m, arriving at a joint solution that is based on 

their preferences and the information they exchange during argumentation. The agents also interact with 

the OAS agent, which provides the mappings and helps to generate the arguments. 

There are a number of argumentation protocols, such as the protocol of Artikis et a]. [7] or the Fatio 

Argumentation Protocol in [84], that have recently proposed. Many of these protocols provides locutions 

to question and contest information, and rules to discourage disruptive behaviour. The argumentation 

protocol proposed in this thesis is based upon a revisitation of the negotiation protocol, suggested in [5], 

where the authors propose a general protocol to govern the high-level behaviour of interacting igents 

and specify the legal moves in the dialogue. 

Our argumentation protocol is formally a tuple (Alapping, Agents, Acts, Replies,. Alove, Dialogue, 

Result) such that: 

Mapping: is a candidate mapping m proposed by OAS, subject to evaluation between theagents. 

Agents: is the set of agents taking part in the dialogue: Agmts = fAgl,..., Ag,,, OAS) 9 HAS. 

Acts: is the set of possible argumentation speech acts: Acts = &7-opose, slippoi-t, coidest, withdi-aw). 

Replies: Acts -+ Acts is a mapping that associates to cacti speech act its possible replies: 

" Replies (propose)= {support, contest, withdraw) 

" Replies(support) Isupport, contest, withdraw) 

" Replies (contest) {support, contest, withdraw) 

* Replies(withdraw) = 0. 

Move: is defined as Alovej = Acti(Si, Hi, c), where Si E Agents is the agent which makes tile 

move; Hi 9 Agents is the set of agents to which the move is addressed and Acti is the speech 

act applied to a content c, with cE ARg U Alapping. We dcnote willi. Al the set orall move% that 

can be built from Agents and Acts. 

We now define the moves in more details as follows: 

propose(Si, Hi, 7n) - denotes that an agent Si sends a proposal to the agent Hi to evaluate 

the candidate mapping m. In doing so, Si creates a dialectical obligation within tile dialogue 

for the agent Hi to provide arguments for or against that mapping. 
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" support(Si, Hi, a F-+ m) - denotes that an agent Si is able to provide an supported argu- 

ment aE ARg for the mapping m to the agent Hi. Thus, the agent Si seeks to accept that 

mapping. 

" contest(Si, Hi, a F-- m) - denotes that an agent Si is able to provide an counter-argument 

aE ARg for the mapping m to the agent Hi. Thus, the agent Si seeks to reject that mapping. 

" withdraw(Si, Hi, a Vm) - denote that an agent Si is not able to provide any arguments 

aE ARg for the mapping m to the agent Hi. Thus, the agent Si will exit from the dialogue. 

Dialogue: is a finite non-empty sequence of moves Dialogue ={. A4o, } such that: 

Moveo = propose(SO, Ho, co) with So = OAS, Ho Agl,..., Ag,, } and co 

Ai, j :5p such that. Alovei == Movej 

The first condition says that the dialogue start by the agent OAS presenting the potential mapping 

mE Mapping. The second condition prevents repeating the same move. This is necessary for 

avoiding possible loops. 

Result: Mapping --+ jag? -eed, agmeable, i-ejected} returns the result of the ncceptzibility of the nuip- 

ping m. 

Note that M, tile set of all moves, is finite since the number of Agcizts and Acts are assuilled to be 

finite. 

The protocol can be represented as a state transition diagram that gives tile various legal states that an 

agent may be in during the argumentation, and thus the legal transitions between states that in agent is 

allowed to perform. The state transition diagram of our protocol for two agents is shown in Figure 6.5. 

We further assume, in accordance with prior work in agent communication [80,581, that a Com- 

mitment Store CS is associated with each agent, which stores, in a manner which all agents may read, 

the commitments made by that agent in the course of a dialogue. In particular, we suppose that each 

agent's CS will have the following parts: CS. M will contain all the mappings proposed during the 

argumentation, and CS. Arg will contain the set of arguments presented by the agent. In order to avoid 

agents repeating what they have already uttered during previous runs of the protocol, -agents must keep 

a record of their previous commitments. Thus all the CS are empty only at the first run of the protocol. 
Having presented the syntax of argumentation protocol, we next describe how it is works. 
The process begins (State 0) when the agent OAS makes a proposal to the agents Agi, ..., Ag,,, 

denoted by propose(OAS, jAgl,..., Ag,, ), m), where m is the mapping being proposed. Once the 

mapping has been sent (State 1), each agent Agi evaluates the acceptability of the mapping iii. I'lie agent 
Agi can accept the mapping m, generating an argument to support 7n, xi = (Gi, 7n, +) E AR, denoted 
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by sappm-t(Agi, lAgl,..., Ag,, I, xi ý-+ in) (State 2). The Agi can reject the niapping"t, generating a 
coun ter- argument xi = ýGj, m, -) C AR, denoted by contest(Agi, jAg, 

.... ý Ag, 1, xi ý- -n i) (State 
3). If the agent does not have any arguments or counter- argu me n ts to propose, then it can withdraw by 

'tvith, drazv(Ayj,, nt) and the dialogue terminates (State 4). 

Moreover, each agent Agi checks whether it agrees with the set of* mappings , 
111k use(] Z, 

in the arguments that are exchanged. It' they have arguments or counter-arguments to present, they 

start a new dialogue to evaluate each of those mappings by p7-oposc(Ayi, JAI I ..... 
Ag, 1. rn., ). Vj C 

11, kj. This protocol iterates until each mapping involved in the initial dialogue on In has been 

evaluated and when all agents withdraw (termination ol'a dialogue). When the dialogue terminates, 
each agent builds the argumentation framework, considering the arguments contained in CS. Arfj and 
computing the attacks. Then they check the acceptability of' the inapping by computing its preferred 
extensions. The agents will then exchange their preferred extensions in order to compute iftlic mapping 
in is agrecd, agrecable or 7-cjected. 

2 

/ 
Propose (OAS, fAg, Ag), m) 

3 

initial state 

vWthdraw ( 

IKV Z PA')ffle? (Ag, Ag m) 

W draw (Ag, Ag, m) o 

aw Rt 

/ 

ý wi aw (Aq,, Ag,, m) 7 

propose (Ag Ag,. m') 2t 

F in al state 

Figure 6.5: Argumentation Protocol for Two Agents. 

The termination of the dialogue is also ensured by having a finite number of' candidate mappings. 
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plus a time-out to handle undecidable arguments, and it tenninates successfully either with Result(m) 

agreed, Result(m) = agreeable or Result(m) = rejected. 

6.3.1 Conditions on the Argumentation Acts 

In what follows, we briefly specify the rules governing which move an individual agent can utter as* a 

set of pre-conditions that should hold before the dialogue move can be used; their effects on the com- 

mitment stores as post-conditions and the dialectical obligationS5. We also show how a move updates 

the agents' commitment stores. 

e p?, opose(OAS, jAgi,..., Ag,, }, m) where m is a mapping to evaluate. This is the basic move in 

negotiation. 

Preconditions Among all the mappings that an OAS may provide between tile ontologies, it 

chooses to propose the mapping 7n over the two terms that the agents are trying to comnlu- 

nicate about. It also has to check if the mapping 771 has already been proposed, by looking 

at the CS. Af. 

Postconditions CS. M(OAS)t = CS.. AI(OAS)t-l U {? nl 

Dialectical obligations The agents jAgI,..., Ag,, ) must evaluate the acceptability of the map- 

ping m and answer accordingly. 

propose(Agi, lAgl,..., Agi-1, Agi+,,..., Ag,, ), 7n) where 771 is a mapping to evaluate. An 

agent proposes a mapping m which is contained in the arguments that it has previously exchanged. 

Preconditions Among all the mappings that are contained in the arguments that the agent has 

exchanged, it chooses to propose a mapping 7m It also has to check if the mapping ut has 

already been proposed by looking at the CS.. M. 

Postconditions CS.. AI(Agi)t = CS.. AI(Aqi)t-l U (ml 

Dialectical Obligations No effect. 

e support(Agi, jAgj,..., Agi-1, Agi+l,..., Ag,, ), x, ý-+ m) where m is a mapping to evaluate 

and xi is the argument that supports m. An agent is committed to the mapping iii and is -able to 

provide arguments for it. 

Preconditions The mapping m is accepted by the agent according to thealgorithin 4 

Postconditions CS. Arg(Agi)t = CS. A? -g(Agi)t-l U {xi) 

Dialectical obligations No effect. 

-'The way we have specified the argumentation with serni-formal semantics shares limitations with similar approaches (e. g. 
FIPA ACL [1]). More elaborate semantics can be explored in the future. 
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contest(Agi, fAgl,..., Agi-1, Agi+l,..., A-qn}i-'I: i ý-- m) where m is a mapping to evaluate 

and xi is the arguments that rebuts m. An agent is committed to reject the mapping m and it is 

able to provide arguments against it. 

Preconditions The mapping m is rejected by the agent according to the algorithm 4. 

Postconditions CS. Arg(Agi)t = CS. Arg(Agi)t-l U fxi} 

Dialectical obligations No effect. 

e withdraw(Agi, m) where m is a mapping to evaluate. An agent has no arguments to present. 

Preconditions The agent no longer has arguments to present. 

Dialectical obligations No effcct. 

Using our protocol, any argumentation between the n agents ends, either with Residt(? n) = agi-ecd, 

Result(m) = agreeable, or Result(m) = rejected. 

Example We give a brief example of a dialogue conducted under the argurnentation protocol, between 

two agents labelled Ag, and A92. These agents committed to the two licterogencous ontologics, tile 

UnivLiv ontology and University, that were presented in the previous chapter (see Section 5.3). 

We assume that the OAS has provided the mapping ?n= (STUDENT, STUDENT, 0.9, =-). 

Assume now that Ag, prefers terminology to external structure, (T >-r, ES) and A92 prefers 

external structure to internal structure (ES >-7z, T). 

Thus, the agent Ag, accepts the mapping in, whilst A92 rejects it. 

The arguments shared by the agents Ag, and A92 are the following: 

R: The labels of the two concepts, STUDENT, STUDENT are identical, i. e., 
(label (STUDENT) ýýT label (STUDENT), +, m) 

P: There are some instances of STUDENT that are mapped with some of tile instances of STUDENT, 

i. e., (Inj = (E (STUDENT), E (STUDENT), 0.6, Q), +, 7n) 

No mappings are defined between their sub-concepts, i. e., 
(, ami = (ES(STUDENT), ES(STUDENT), n', =-), -, 7n) 

S: No mappings are defined between their super-concepts, i. e., 
(4mi = (ES(STUDENT), ES(STUDENT), W, =), -, 7n) 

In the dialogue, the moves are numbered in sequence. 

1. Propose (OAS, jAgi, A921 , 7n) 
The ontology alignment service OAS propose the candidate mapping 711, seeking for (lie agents 
Ag, and A92 to evaluate it. 
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2. support (Aq II A92, R F-+ m) 

The agent Ag, accepts the mapping and provides an argument for. 

3. contest(A92, Agi, Q ý-- m) 
The agent A92 rejects the mapping and provides an argument against. 

4. support(Ag, , 
A92 

iP ý-+ M) 

The agent Ag, provides another argument for. 

5. contest(A92, Agi, S ý-- m) 
The agent A-q2 provides another argument against. 

6. withdraw(Agl, A92) 

The agent Ag, is not able to provide anymore argument for. 

7. withdraw(Agl, A92) 

The agent A92 is not able to provide anymore argument against and the dialogue terminates. 

Then, the correspondent VAFs can be built by the agents in order to determine tile status of tile 

mapping m by computing the preferred extensions. 

Although this is only a very simple example, it illustrates the use of (lie argumentation protocol for 

our framework, with agents proposing, providing and receiving reasons for accept or reject the mappings 

proposed in a dialogue. 

6.4 Conclusions 

The primary contribution of this chapter has been to define a multi-agent environment that employed 

all the concepts presented until now. We have shown its main components: in MAS architecture, tile 

communication infrastructure, the argumentative agents and the argumentation protocol. The architee- 

ture centers around the design of a mediating component, OAS, as agent that isolates and processes tile 

knowledge needed for configuring different agents' ontologies to communicate together in a particular 

application. We have brieny described the communication mechanism used by the agents and how they 

deal with the acquaintance problem, i. e. how they become aware of the presence of otheragents in tile 

system. Then, we have examined the main characteristics of the agent architecture used to exchange the 

arguments for and against potential mappings, and the mechanism used to generate theseargunients. Fi- 

nally, we have presented a protocol that the agents adhere to in order to evaluate potential mappings, and 

exchange arguments. The argumentation protocol has deliberately designed to be concise and generic 

enough to be used on its own, or incorporated into other interaction protocols or ACLs. 
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Part III 

Evaluation and Application 
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Chapter 7 

Implementation and Evaluation 

The goal of this chapter is to give evidencefor the practical applicability of the mapping-oriented argit- 

mentation framework presented in this thesis. 

After having proposed an argumentation frainework, and an architecture for selecting mappings that 

represented the agents'preferences, ive nowpi-esent ourprototype implementation of many of the ideas 

of this thesis, its evaluation and its application in a specific scenario: the lifecyclefor Ontology devel- 

opment process. 
The prototype is being developed and applied on the Knowledge Web project', an EU-funded Network 

of Excellence aiming at enabling a ivide scale dissemination of Semantic Web technologies in industrial 

and educational context, as sveli as an effective research collaboration among leading research pat-ties 

in this community across Europe. The implementation makes use of the Alignment Ap12, which is a 

Java-based APIfor generating and maintaining alignments and is developed by INRIAI. 

The evaluation and the related experiments have been carried out by using the Ontology Alignment 

4 -1 provides a systematic benchmark test suite to compare , I) test suite . OAE Evaluation Initiative (OAE 

alignment systems and algorithms on the same basis. 

This chapter also provides an application of how the instantiation of the itial)l)iiig-ot-ietitedfi-ai)lclt'ol-k- 

can be also used to find agreements benveen evolving ontology in the DINO ontology lifecycleframe- 

work The DINO ontology lifecycleframeivork- has been developed within the EU Knowledge Meb to 

support the collaborative ontology development process, in dynamic and data-intensive domains. 

This chapter is organized as follow. Section 7.1 introduces the prototype and its main components. 
This section focused on specification offunctionality, rather than technical details. Section 7.2 presents 

the result of an empirical evaluation of the behavior of the prototype which sve have used to petform 
I http.. -Ilk-tiost, ledgeit, eb. sei)ianticiý, eb. or8l 
2 alignapi. gforge. itiria. frl 
3 www. inria. frl 
4 littp., Iloaei. otitologyiiiatching. orgI 
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a quantitative and qualitative validation of ourfrainework. It describes the testing methodology and 

summarizes the results. Section Z3 discusses and evaluates the applicability of our approach in the web 

service composition and discovery domain. Section 7.4 introduces how the proposed framework has 

been appliedfor the development of ontologies. This chapter concludes with a short discussion of our 

results. 

7.1 An Implementation for the Mapping-oriented Argumentation 

Framework 

This section gives a brief introduction to the prototype developed. The prototype acts as a proof of 

concept of the practical applicability of the mapping-oriented argumentation framework, implementing 

many of the core ideas elaborated in this thesis. 

The current implementation uses two ontologies as input and accepts ontologies written in the OWL 

ontology language and RIDE 

The prototype is fully implemented in JAVA using JADE -agent development environnient5. JADE is 

an open-source middleware for the development of distributed multi-agentapplications based on a peer- 

to-peer communication architecture. JADE is Java-based and compliant with the FIPA specification. It 

provides libraries for agent communication and interaction, based on FIPA standards. It also provides 

tools for agent lifecycle management, inspection of exchanged messages and debugging. 

The implemented system has been used for the evaluation, and the results of this endeavor are pre- 

sented later in this chapter (see Section 7.2). It is to be noted that a full implementation (including the 

extent of stability, scalability or efficiency that would be desired in a piece of commercial software) has 

not been possible within the time frame of this research. Rather, a unininial system has been produced 

which is sufficient to demonstrate the framework. Our intention is to show the fundamental plausi- 
bility of the proposed argumentation approach and its value to the shared understanding task, without 

attempting to address every possible issue. 

The prototype is composed of three main developed parts: 

* Alignment module is responsible to provide the infrastructure for aligning the agents' ontologies. 

e Argumentation module is the core component responsible to represent the arguments, the rela- 

tionships between these arguments and to compute theiracceptability. 

Agents that wish to communicate with each other and thus must align their ontologics prior to 

meaningful communication. The agents applied our approach in order to achieve conscnsual 
-'JADE Project. http: //jade. csclt. iY 
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Figure 7.1: Mapping-Oriented Argumentation Pro(oly1w. 

mappings between their respective ontologies. We have also considered a dc(licated agent, OAS, 

to offer services, such as to align agents' ontologies. 

Figure 7.1 illustrates the overall system architecture ofthe prototype and how these components . interact 

with each other. 

The remainder ofthis section gives an overview ofthe three counponcrits. C5 

7.1.1 Alignment Module 

The alignment module is responsible to provide the infrastructure for aligning the agents' ontologies. L- L- 
Prior to starting any argUrnentation processý the agents are provided an overview of the mappings L- 

generated by the Ontology Alignment Service agent MAS) - as depicted in Figure 7.2. During the 

alignment process the tool keeps track of the mappings currently being generated and their. jus(dica- 

lions('. The mappings and the justifications will form the bases for the generation of' arguments and 

counter-arguments. A screenshot of* a sample ol'arguinents is depic(ed in Figurc 7.3. 

The alignment module extends the Alignment API in order to provide the justifications I'Or the map- 

pings provided. The alignment module inust also collects evidence for those potential mappings that are 

dismissed'. 
6 Note that the mappings can be permanently stored in a MySQL database it'required. 
7 This knowledge is necessary for the generation of counter-arguments 
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The important classes of this module are briefly described in the following. The central con- 

cept for aligning ontologies is the class AlignmentJustif icated. It extends to notion of' an 

Alignment in the API in order to provide justification for each mapping contained in an alignment. 

Celliustif icated extends Cell (i. e.. a mapping) in the AN with a string representing its own 

motivation (reason), the type of' alignment used to generated it, in term of' the values V described 

in Section 5.3.2 (value), and a boolean value to indicate if the mapping is considered or dismissed 

(support). CellJustif icated will be used to generate the arguments that are used in the argu- 

inentation module. The aliunment module extends to methods already provided by the API in order 

0 fý f) Argurr*ntatitiri over alignments 
Agent Mapping Argumentation 

0n Mapping and justifications 

Mapping 
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A, guments 

m6l di. %-- ty& Diape"rocesturcO. VMcor clauses are NOT similar mince their label at* NOT lexical similar T false nol 
mbl Ming tNuiv Dixgnohl*Pr%vdurv0.0Thm due" are NOT similar since their [aht[ arc NoTlemad vinilai I faft null 
MU sesining quit SofiTi. w. eCTIUM. G. O'M-- vlawm am N(YT imilm, siper their 1.1.4 am Nol similar r fal- null 
susi immuric-dyssunetku, *quit soivriwu,. cýtoma (LOThest clas- am NOTsainilar sirott their label am *401 Imical similar I falow, null 
mPA dhwaw equiv SoftTissueCyloms 0,01'hew cisowits are NOTsilmilar iJncx thair label are NOT irsicai similar T (slat null 
MU'llfing OqWv Sort'linvueCytorum 0.0 Then dawom an N(YI similar %in" Iliest IaW- art NOTIoucAll similarTfalur null 
m9l diannodicprisew4lumequiv Dv4limlim OA Thew, dowsrs are NOT similar %intv their label am, NOT lexii-al 4inillse T false null 

m% -nnissp twisiv Dýfuncfitjn (i. 0Thrw classes om N(YI %imilar since their label are 440'I'leveal %knolor Thilm, null 

Add Delete 

Figure 7.3: Displaying Arguments. 

to compare not only name similarity, but also the external and internal structure ofthe ontologies. The 

algorithms used generate mappings by the calculation ol'a similarity inciric between ontology entities 

as an adaptation of the SRMetric in 11191. 

Next, we present the Alignment API, upon which the alignment nicKlulc relies. 

7.1.2 Alignment API 

The Alignment API has been proposed by INRIA, France's national research inslitule for computer 

science, with the aim ofmanipulating a slandard afilpimcnt I'Ormal 1'()r sharing among mapping engine 
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systems. The alignment format is not solely tied to triggering alignment algorithms but can help to 

achieve other goals such as to transform the alignment into some translation programme or articulation 

axioms, thresholding mapping in an alignment on some criterion, and comparing alignment results. The 

design of the Alignment API follows that of the OWL API in separating the various concerns that are 

involved in the manipulation and implementation of the API. 

Aspects of Functionality 

The Alignment API itself is a Java description of tools for accessing the common format. It defines 

four main interfaces (Alignment, Cell, Relation and Evaluator) and proposes tile following 

services: 

" Storing, finding, and sharing alignments. The API is able to collect hand-made or automatically 

created alignments in libraries that can be used for linking two particular ontologics-, 

" Piping alignment algorithms (improving an existing alignment); 

" Manipulating alignments-, 

" Generating processing output. The obtained alignment can, not only be generated in the RDF 

scrialisation form of the Alignment format, but also in other formats. Currently, the available 

formats are RDF, HTML, OWL axioms (expressing subsianInion, equivalence and exclusivity 

relations), XSLT styleshect, C-OWL mapping, SWRL rules and SKOS mapping document. For 

some of these, the format expresses the first ontology in the alignment as the source ontology and 

the second one as the target ontology. 

Comparing alignments. It allows comparison between thealignments provided by various align- 

ment algorithms. They can be compared with each other or against a "correct" alignment. For 

that purpose, the API proposes the Evaluator interface. 

The API also provides the ability to compose matching algorithms and manipulate alignments 

through programming. The API can be used for producing transformations, rules or bridge axionis 
independently from the algorithm that produced the alignment. The alignments are indexed by ontology 

pairs and by surrogates allowing fast retrieved. To one surrogate corresponds only one alignment while 
for an ontology pair, there can be several such alignments. There is no constraint that the alignments 

are computed online or off-line (i. e., they are stored in the alignment store) or that they are processed by 

hand or automatically. However, this kind of information can be stored together with tile alignment ill 

order for the client to be able to discriminate among them. The main principle of the Alignment AM is 

that it can always be extended. In particular, it is possible to add new matching algorithms and inediator 
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generators that will be accessible through the API. 

So far, alignments contain information about: 

* the kind of alignment it is (1: 1 or n: m for instance); 

the algorithm that provided it (or if it has been provided by hand); 

the language level used in the alignment; 

the confidence in each mapping 

For our specific purpose, an alignment has been extended to provide the justifications of the mappings 

that that alignment includes. 

Alignment Server 

The API provides the use of an Alignment Server which is able to store and retrieve alignment resources. 

The server (see Figure 7.4) ensures the persistence of the alignments through (lie storage of these in a 

relational database (MySQL database). The access to the API is achieved through a protocol presented 

in [44]. Plug-ins allow the remote invocation of the alignment server and, currently, three plug-ins are 

available for the server : 

HTTP/HTML plug-in for interacting through a browser; 

JADE/FlPA ACL for interacting with agents; 

HTTP/SOAP plug-in for interacting as a web service. 

The server is available either at design-time or at run-time through tile web service access of tile server 

(or any other available plug-in). The components of the Alignment Server as well as the connected 

clients can be distributed in different machines. Several servers call share tile same databases. 

In our prototype, we are using JADE for the remote invocation of thealigninent server. 

7.1.3 Argumentation Module 

The argumentation module is the core component to represent the agents' arguments, the relationships 
between these arguments and to evaluate their acceptability. 
Since an argumentation framework can be always represented as a directed graph ill which tile argu- 

ments are vertices and edges represent attacks between arguments, we have implemented a Valuc-13-ased 

Argumentation framework as an RDF graph, using Jena. Jcna8 is a Java framework for building Seman- 

tic Web applications. It provides a programmatic environment for RDF, RDFS and OWL, including a 

rule-based inference engine. 
'jena. SOUrCeforge. net/ 
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Figure 7.4: Alignment Server. 

The main important classes of' the Argumentation module are briefly described in the I'ollowing. 

An ValuedArgumentationFramework is an instance ol'a Jena RDF Model. All RDF Model 

is a set of RDF statements, which are defined as a triple consisting of' a predicate, a subject and in 

object. The predicate is a RDF property that represents the anack relation. The subject and object 

are RDF Resources representing the arguments. ValuedArgument is a Resource (URI nodes) 

and tile attack relations between these arguments are provided by Statements which link them. A 

ValuedArgument possess differentattributes such as the assertion ( the mapping C'el is). [lie ground 

Justif ication, the sigma (a boolean value. indicating whether the argument is supportinga inap- 

ping or is against), an identif ier and its value. The attack relation call he inferred from file nodes tn 

they connected by looking at the boolean values in sigma. 

The ValuedArciumentationFramework class implements algorithms to compute the pre- 

feffed extensions and thus to determinate if the mappings are agreed, agreeable or reJected (see Fig- 

ure 7.5). 

7.1.4 Agents 

Two main agents have been implemented in our prototype: the apents that are using our approach in or- C, 
der to achieve consensual mappings between their ontologies; and the ontology alignment service (OAS) 

to provide several services to thern, e. g.. align ontologies. Both type of agents have been developed its- 

ing JADE. The agents are instances of an user dclined Java class that extend the base class Agent 
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Figure 7.5: Displaying Agreed Mappings. 

and their actions of agents have been implemented by Behaviour classes. Complex actions based on 

specific protocols are implemented by several methods invoked at specific states ofthe protocol. 

Each agent mainly consists offour components: (a) an ontology which contains tile domain knowl- 
Zý C, I 

ed-e (Knowledge Base); (b) a communication module which handles incoming and oulcomin nics- 09 
sages (JADE platform); (c) the preferences an(] threshold which represent the motivations of1hat agent 

to accept or rcýject a mapping; and (d) an argumentation module (see above) for reasoning with argu- 

inents over mappings. The preferences, the threshold and tile ontology ol'an agent are externally chosen 

by an user. Thus, an agent acts on behalf ofa user via a Graphical User Interface (61-11) (see Figure 7.6) 

OAS is a JADE agent that respond to an alignment request from (tie agents. OAS invokes the 

Alignment server to execute alignments until the process completes. OAS Can COInpUIC the alignments 

on the fly (run-tune) or is able to store and retrieve alignments (design- ti me). OAS is able to perform a 

number of* alignment tasks and offer them to the other agents or services. These tasks are suininarised 
in Table 7.1. Most of' these services correspond to what is provided by any implementation of' the 

Alignment API. 

We now turn to the empirical evaluation ofour framework. 
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Figure 7.6: GUI to Set Preferences, Ontologies and Threshold ol'an Agent. 

Service Syntax 
Finding a similar ontology 0' <--= Match(0, T) 

I Align two ontologies A' ý-- Align (0,0', A, P) 
Thresholding A' t= Tla-eshold(A, V) 

Generating code P ý= 1?. cn. d(, v(A, 1av. qijagc) 
Translating a message III/ <-- T?, mislatc(irt, A) 

Storing alignment 11 ; -= Stmc(A, 0,0') 
Supp ressing alignment Dclcte(n) 

Finding (stored) afignments v <-- Find(O, 0') [7Rctrieving 
alignment: (0,0', A) ý-- Retrieve(n. ) 

Table 7.1: Servives Provided by the Ontology Alignment Service. 

7.2 Empirical Evaluation 

In order to gauge the effectiveness and efficiency of the proposed approach. we have conducted several 

experiments. To this end, we considered pairs of argumentative agents that respect (he protocol dc- 

scribed in Section 6.3 and that use the reasoning mechanism, described in Section 6.2, to generate and 

evaluate the arguments explained in Section 5.3.2. 

Each of the experiments addresses various dimensions of our approach with respect to a set of' 
identified performance metrics, such as the matching accuracy, the processing time and costs for the 

argumentation. 

The task of such an evaluation is to validate whether or not our approach generates consensual 
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mappings, explain the run-time behavior of our system, compared with other approaches, and ultimately 

to validate and optimize our algorithm. 

The experiments are briefly described below: 

" Experiments on the impact of the argumentation approach over a set of mappings. The 

first set of experiments has the important objective to demonstrate how our approach affects the 

matching accuracy of an initial set of mappings, externally provided. Thus, these experiments help 

to show the relative effectiveness and performance when using argumentation and, consequently, 

shows if our approach will improve agents' communication. 

" Experiments demonstrating the effects of varying the preferences. By varying the prefer- 

ences of an agent, the matching accuracy can be either increased or decreased. These experiments 

measure the quality of the alignments reached by varying this factor. 

" Experiments on processing costs for argumentation. These experiments consists of the mea- 

surement of the effective cost of the argumentation process, in term of the computational time and 

resources utilised in the process. 

" Comparison of our argumentation approach wrt. current alignment tools. These experi- 

ments compare our argumentation approach with a number of other ontology alignment tools 

representative of the state-of-the-art. 

In this empirical study, we are attempting to confirm our hypothesis that the selection of mappings that 

conform to the preferences and interests of the agents, does not only reflect the characteristics of agent 

autonomy and rationality, but could also improve the accuracy of the alignments and thus may lead to 

a better shared understanding between the agents. Note that we also expect that the determination of 

an agent's preferences plays an important role for such results. For this purpose, our approach has been 

mainly evaluated in terms of precision and recall. 
Ilie remainder of this section presents the setting and evaluation results, with respect to the above 

dimensions. 

7.2.1 Experimental Setup 

The experiments were executed on an Apple PowerBook G4, with I GHz PowerPC G4 processor and 
768 MB DDR SDRAM. The operating system was Mac OS X version 10.4.7, and Java (JDK version 
1-5) was used as the programming language for creating the software and for the experiments. 

For the evaluation, we use the Ontology Alignment Evaluation Initiative (OAEI) test suite as test 

ontologies9. The Ontology Alignment Evaluation Initiative is a coordinated international initiative that 
9hitp: //o, iei. ontologymatching. org/ 
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organizes the evaluation of the increasing number of ontology mapping engine systems. The main goal 

of the OAEI is to be able to compare systems and algorithms on the same basis and to allow anyone 

to draw conclusions about the best aligning strategies. OAEI provides a systematic (and consensual) 

benchmark test suite, with pairs of ontologies to align - one reference ontology for a bibliographic 

domain to be compared with other ontologies. The reference ontology contains 33 named classes, 24 

object properties, 40 data properties, 56 named individuals and 20 anonymous individuals. Most of the 

other ontologies originate from the reference ontology by making some changes. These changes are 

focusing the characterization of the behavior of the tools rather than having them compete on real-life 

problems. The test suite also includes the expected (human-based) results. The ontologics arc described 

in OWL-DL and serialized in RDF/XML format. 

The experiments involved two agents Ag, and A92 - Ag, having the reference ontology in each 

test and A92 having the respective test ontology. Ag, and Aq2 conduct negotiations with cacti other by 

exchanging a set of arguments over each single potential mapping. For all experiments, their threshold 

has been set to zero, and so will not influence the process. 

The evaluation sets we used are the following: 

simple tests: The reference ontology is compared with itself, with another irrelevant ontology (the wine 

ontology used in the OWL primerlo) or tile same ontology restricted or generalized to OWL-Lite. 

Tests 101,102,103,104. 

systematic tests: The reference ontology is compared with modified ones. These modifications in- 

volved discarding some features, such as names, comments, hierarchy, instances, relations, re- 

strictions, etc. It aims at evaluating how an algorithm behaves when some information is lacking. 

Tests 201,202,204,205,206,221,222,223,224,225,228,230. 

complex tests: The reference ontology is compared with four real-life ontologies for bibliographic 

references found on the web and left unchanged. Tests 301,302,303,304. 

Table 7.2 shows what has been retracted from the reference ontology for each test. We refer the reader 
to the OAS web site for a full description of these tests. 

To decide whether a correct set of agreed ontology mappings is obtained, we used standard infornia- 

tion retrieval metrics [ 104] to assess the results of our tests: Recall, Precision and F-measure. Precision 

measures the ratio between the number of correct mappings and the number of all mappings found. It 

estimates the reliability of the automatic procedure for the match prediction relative to the human based 

procedure. Recall measures the ratio between the number of correct mappings and tile total number of 
correct mappings that should be found. It specifies the share of real matches that are found. F-ineasure 

'()h(tp: //www. w3. org/TR/owl-guide/wine. rdf 
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Test Type test 
101 Reference alignment 
102 Irrelevant ontology: wine ontology 
103 Language generalization 
104 Language restriction 
201 No names 
202 No names, no comment 
204 Naming conventions 
205 Synonyms 
206 Translation 
221 No specialisation 
222 Flatenned hierarchy 
223 Expanded hierarchy 
224 No instance 
225 No restrictions 
228 No properties 
230 Flattened classes 
301 Real: BibTeX/MIT 
302 Real: BibTeX[UMBC 
303 Real: Karlsruhe 
304 Real: INRIA 

Table 7.2: Test Cases. 

combines the measures of precision and recall as single measure: 

F- measure =2* 
Precision * Recall 

Precision + Recall 

The preferences Pref, and P? -ef2, respectively for the agents Agi and A92, have been chosen on 

the basis of the ontological information (see Table 7-3). 

Test 1 Pref, 
-PI'Cf2 

10 1,102,103,104,204,224,225,228,230 T >- ES >- ES 
201,202 T >- ES ES >- IS >- T 
205,206,223 T >- ES ES >- T 
221,301,302 T >- ES T >- IS 
222,304 T >- ES T >- IS >- ES 
303 T >- ES ,T >- ES >- IS 

Table 7.3: Ag, and A92'S Preferences for each Test. 

As previously mentioned, our argumentation approach can be applied solely over those ontological 

terms that the agents need in order to understand each other, rather than over the entire ontologies. How- 

ever, since we want to evaluate the overall performance of our framework, we will measure precision 

and recall of the alignments between all of the tenns in the ontologies, rather then considering only few 

terms in a particular message. 
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In the following sections we describe each of the experiments and their results. 

7.2.2 Experiments and Results 

Experiments on the Impact of the Argumentation Approach over a Set of Mappings 

In these experiments we determined how well our approach would perform in improving shared under- 

standing between two agents, simply evaluating the resulting alignments with and without argumenta- 

tion. When not arguing, both agents will accept all the ontology mappings that have been externally 

provided. Precision and recall, and the corresponding F-measure, have been calculated for this set 

of mappings, namely Precision without-arguynentation, Recall without-argumentation and F-measure 

without-argionentation. These measures represent the matching accuracy over all mappings provided, 

without considering the agents' preferences and any other constraints. 

With argumentation, each agent, taking into account its preferences (see Table 7.3), accepted or 

rejected each of the ontology mappings. After that both agents exchange the arguments generated, 

and the argumentation frameworks will return the mappings that are mutually consensual for both of 

them. Precision, recall, and F-measure, were then calculated for this set of agreed mappings. They 

have been denoted as Precision with-argitinentation, Recall with-argionentation and r-ineasitre with- 

argumentation. These measures represent the matching accuracy over a set of agreed mappings, that are 

achieved by both agents using our approach. The F-ineasure without-argumentation and the F-ineasure 

with-argunientation are shown in Figure 7.7. 

Next, we measured the F-measure with-argumeniation for each agent and contrast it with the 17- 

ineasure without-argionentation. The F-ineasure with-argunientation for each agcnt will represent tile 

matching accuracy over the mappings that are achieved using our approach and that are only agreeable 
by that agent. Figures 7.8 7.9 show the F-measure svithout-arginnentation and the F-ineasure with- 

argumentation, respectively, for Ag, and A92. Note that tile F-ineasure without-arginnentation is tile 

same for each agent, since any constraints or preferences have been considered. 
A summary of tile resulting measurements is shown in Figure 7.10. 

The results from Figure 7.7 show that the F-ineasure with-argionentation is greater than the F- 

measure svithout-argumentation throughout, with exceptions for the tests 201,202,205 and 206. For 

tests 201 and 202, our approach is not able to perform well due to a lack of candidate mappings that our 

system provided to argue over. In these test ontologies the concept labels have been replaced by random 

strings and consequently the ontology knowledge is not enough to generate mappings. For tests 205 and 
206, the argumentation process is not able to produce any agreement because the information in the two 

ontologies causes the agents to select directly opposing preferences, which leads to an inability to reach 

agreement on many of the mappings. 
Similar situation from the results of Figures 7.8 and 7.9 : the F-measure with-argumentation for 



each of the two agents is mostly greater than the F-ineasure vvithout-arýqumentation. 

Figure 7.10 shows that the F-measure with-arguinentation for both a(lents is quite similar to the F 
C 

41, 

measure vvith-aqumentation for each agent. Thus. the process of reaching agreenicrit between Ag, and In 
A92 does not decrease the resulting performance. 

We also compared the F-measure vvith-argumentation with the F-measure calculated over those 

alignments acceptable to each agent when considering only its own preferences, before any argumen- 

tation takes place (F-measure pre-arguinentation). The results for each of the agents, Agi and A! J2. 

are shown in Figure 7.11. When considering such results we observe a slight increase in F-measure 

when using argumentation compared to the pre-argumentation F-measure and thus the accuracy of the 

negotiated alignment is generally better than any of the acceptable alignments for an individual agent, 

when considering only its own preferences. 

These overall results demonstrate that our approach not only allows the selection of (hose mappings 

that best suit the interests of each agent, but. in most cases, improves mapping accuracy in lernis of' zn 
F-ineasure. Generally speaking the improvement ofthe mapping accuracy will also improve the quality 

ofthe communication between the agents and thus their understanding,. 
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Figure 7.7: F-measure with and without argumentation. Lý 

Experiments Demonstrating the ElTects of Varying the Preferences 

We have -argued that agents' prel'crences play an important role in the quality ol'thc mappings reached 

and this, in turn, contributes to the effectiveness of' the overall approach. In order to confirm (his, we 

pefformed some experiments. These experiments are intended to determine the efl'ects of' varying the 

agents' pret'erences for the specific test case 301. The choice of the pret'erences were made randomly 

and then the corresponding results were observed. This is depicted in Figure 7.12 showing the el*l'ccts 

of* pret*erences over the accuracy of' the mappings. If we observe the graph, there appears to be an 
interesting trend where the F-measure increases if the highest prel'ercnce of' the agent Ay2 is T (i. e. 

terminological), and where it decreases for the other preference settings. In particular, the F-measure 
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Figure 7.9: F-measure with and without argumentation for Ay2. 

tends to be null when the highest preference is E, i. e. extensional, and it remains low when the highest 

preference is not T. The explanation is that the ontologies under test do not contain any instances 

to evaluate and their structure, either external and internal, does not provide enough similarity. This 

confirms our expectations that the quality of the agreed mappings strictly depends on the preference 

settings and the ontology. Thus the choice of' the preferences should not bL decide randomly but 'it 

should depend on the aggents' context and situation and, in particular, on the ontology and Its features. 

Experiments on the Processing Costs for Argumentation 

Figure 7.13 shows the processing time required for the agents to consider the ontology mappings for 

the test case 301 in both interactions - %vith and without argumentation. The processing time with the 

argumentation includes the time to evaluate the mappings, generate the argurnent. s and the time to reach 

agreements, whereas the processing time without argumentation includes only the time for tile agents to 

extract the mappings. 
The authors acknowledge that these processing time measurements may not be useful for external 

comparison since we are not taking into account any specific agents' task; however. they are useful 'in 
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Figure 7.10: Comparison between F-measure with argumentation for both agents and for each single 
one. 

this thesis to quantify the relative overhead incurred by our argumentation process. 

Although the previous results have illustrated the usefulness of our approach, it might be argued that 

it can degrade the performance in terms ofspced. Indeed, from Figure 7.13, we can see that the use of' 

argumentation requires a greater processing time relative to not using any negotiation. 

Figure 7.14. instead. shows the processing costs to reach a consensual mapping, incurred by the 

agents undertaking test 301. The vertical axis (Resources) represents resource utilization by the 

agents - in terms of the number of arguments tinder consideration by the agents. As we can see, the 

resource utilization of'our argurnentative agents can be divided into three main phases. In the first phase 

the resource usage increases in an approximately linear manner as the arguments are generated. In the 

second phase, the resource usage remains level as the arguments are evaluated by each of' (tic agents. 

In the third phase, utilization of'resources gradually decreases because the number ofarguments Iving 

processed decreases as agreements are reached on individual mappings. t) C- 
Figure 7.15 shows instead the communication costs to reach a consensual mapping, incurred by the 

agents undertaking test 301. The communication costs are estimated as the total number of messages 

exchanged by the agents for that test. As we can see, initially, there are no messages because the agcnts 

are internally evaluating the arguments. After, there is a upward trend as the time increases to a peak, Z- 
since the agents are now ready to exchange the arguments. After that, the number ofinessages decrease 

el 
as the time increase until there are no messages. 

It is evident that the time of an argumentation approach is greater than traditional approaclics to on- 

tology alignment, due to the additional time and costs of the argumentation process itself'. However, we 

befieve that this is outweighed by the benefits ot'the argumentation process, in terms ol'obtaining better 

alignments - From an individual agent's point of' view (which in essence is part of' the argumentation 

1'ramework)l 1 

However, it is worth pointing out that a real comparison with traditional approaches to ontology alig"Inent, in term of' L- Lý 
communication cost and processing cost was not possible because these information was not available or difficull to derive. 
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Figure 7.11: (a) F-measures for AgI. (b) F-measures for AY2- 

Comparison of the Argumentation Approach wrt. Current AlignmentTools 

In further experiments, we have compared our argumentation approach with a number ofother ontology 

alignment tools representative of the state-of-the-art. These tools have been selected from the best 

three perl'ormers in OAEV05 and OAEI'06. The three best perl'Ormers in OAEI'05 are: Foam 1401, 

Falcon OA 1691 and OWL-Lite Alignment (OLA) 1461. The three best perl'Oriners in OAEF06 are I 
COMA 1411, RiMOM 11201 and again Falcon OA. We compared the post-argnmentation F-measure, 

that we previously measured, with the F-ineasure of'each of' these tools, ineasured over the same test 

CaSeS12. The results are shown in Figures 7.16 and 7.17. Although all these approaches cannot be ftilly 

compared with ours, the results for OAEI'05 demonstrate that, in the majority of the test cases, our 

argumentation approach produces an information recall F-ineasure that is in a similar range to those 

produced by the other tools. Examination of the results in the different test groups shows that for the tk 
12 The official results have been published in http: //oaei. ontologyniatching. org/2(X)5/re,, tiIts/ and 

http: //oaei. ontoloý,, viiiatcliint,,. org/2006/i-esuIts/ 
00ý 
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simple tests all the approaches produce comparable results. with. for example, test 102 showing a0 

F-measure because this test ontology has a non-overlapping domain and so no alignment Would be 

expected. In the systematic tests the results for argumentation are only slightly below those for the 

other approaches, with two main exceptions. For tests 205 and 206 the argumentation produces a0 

F-measure because the information in the two ontologics causes the agents to select directly opposing 

preferences, which leads to an inability to reach agreement on many of the mappings. For tests 201 and 

202, argumentation performs less well than the other approaches due to a lack ofcandidate mappings 

in the repository to argue over (because in these test ontologies the concept labels have been replaced Cý 
by random strings). In the complex tests our approach can be seen to perform well in comparison to the 

other tools (out-performing OLA and similarly to Foarn) which is largely due to the fact that the [our test 

ontologies involved are real, independently engineered ontologies over the same domain, that provide L- 
richer ontological information than those used in many of the other tests. The results for OAFI'06 

demonstrate that. this time, the performance of our approach is slight lower ofthe other tools, although 

these results are still promising. 

7.3 'Further Experiments in the Web Services Domain 

In the experiments in this section, we evaluated our frarnework in the dornain of'web service discovery 

and composition. First we briefly introduce the domain and then we will present the evaluation. 

Today, business interactions are increasingly triggering and relying upon the use of' a variety of 

electronic and information technologies. In this context, Web services are conceived as an essential 

component l'or promoting interoperability of business processes and sof/wam agents as a key enabling 

technology For such processes to be dynamically discovered, combined and executed. 
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Figure 7.12: Plot demonstrating the effects ot'varying the preferences for the test case 301. 
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Figure 7.14: Processing cost for the argumentation over a single mapping. 

As clearly expressed in the Web Services Architecture specification ofthe W3C 13 
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software agents are the running prograins that drive Web services - both to implement 

them and to access them as computational resources that act on behalf of a person or 

organization. " 

An important issue related to development ol'Web services is the need for composing existing webser- 

vices into more complex services. In general, this is a result ofcomplex and increasing uscr demands 

and inability of a single web service to achieve a users goals by itself. For example, a traveler who 

wants to make a hotel reservation and find an italian restaurant less than three miles from the hotel may 

cither utilize some services that s/he already knows or try to find the services by looking them up in 

a keyword- based search engine (e. g., expedia. com or google. com) or in a web service registry (e. g., 

a UDDI (Universal Description, Discovery and Integration registry). The problem lies with the fun- 

damental abstractions used to model web services and methods to compose these services using these 

abstractions. In more complex examples of scientific data exploration through service compositions. 

lýhtip: //www. w3. org/TR/2004/NOTE-w,, -ai-ch-2004021 I/ 
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Figure 7.15: Communication cost for the argumentation over a single mapping. 

even tens or hundreds of data collection services can be involved in a composition (e. g., a search in- 

volving gene banks). In that case an autoniatic composition can help in reducing query formulation and 

execution time enormously. 

However. a mzkjor barrier to automation in this domain is understanding the commonalities and dif- 

fercrices of' services that have similar functionality. Indeed, due to the lack of in agrced-upon global 

ontology, web services from different providers typically have heterogeneous scinantics. So, the abil- 

ity of efficient integration of possibly heterogeneous services on the Wei) becomes a complex problem 

(especially for dynamic composition during runtime). 

Agents that automatically reconcile ontologies, and thereby understand and integrate the information 

from different sources, would greatly facilitate Web service-bascd application inleroperability. 

A common solution is to consider middle agents that have ontological representation ofilic messages 

that their web services receive and transmit. Then, an external cross-organizational workilow/supply 

chain management agent for service composition has the specific task to relate these ontologics when 

composing multiple services, where often these ontologies may be different. Our approach can thus be 

applied to relatc these ontologies in a way that take into account the preferences ofthese agents. This will 

allow agents to communicate more effectively about similar set-vices. In addition, service composition 

agents will become better prepared for the introduction of future similar services by containing a more 

complete understanding of the domain. 

Our approach can also be applied in web service discovery. Imagine the case when an agent is 

searching for a particular web service, and its ontology may not match the ontologies of' other aoents 
listing their web services. These agents need to be able to align consensually their ontologics to each 

other in order to find matches between their needed services and those advertised by another agent. 

These scenarios are just some examples of the wide range ot'possible way 10 'apply Out- approach. 

The next chapter demonstrates an alternative application in the context of ontology engineering for 

MAS. 
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Figure 7.16: Plots showings the comparison of our argumentation approach wrt. current alignincrit tools 
(OAEI'05). 

The experiments performed here mainly aimed to evaluate the ontology alignment of'similar services 

in terms of precision and recall. Specifically, we considered set ot'hypothelical but diverse ontologies 

(15 in total) from a serviee-oriented travel domain. The ontologies represent the input messages oftwo 

Web services for ticket purchasing. Using these web services creates the potential for airlines to offer 

tickets purchasing services to other airlines. An example oftwo ofthese ontolo ies arc shown in Figure 

7.19. 
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Figure 7.17: Plots showings the comparison of our argumentation approach wrt. current alignment tools 
(OAEI'00). 

The precision and recall are measured over the set of agreed mappings achieved by the agents apply- 

ing our approach. Our experiments simulate having a set ofagents. each ofwhich has a local ontology 

and is willing to communicate with the other agents. They try to reconcile their local ontologies to 

find consensus mappings. Similarly to previous experiments, the preferences for the agents have been 

chosen on the basis of the ontological information. 

To decide whether a consensus set ofmappings is obtained, we asked two ontology experts to carry 

out a manual mapping and we corripared their results with ours. Precision and recall measurements are 
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Figure 7.19: Two ontologies from a servicc-oriented travel domain for Ay, and 

applied in the evaluation during the process of arguing the potential mappings ofthe ontologics at a time. 

The evaluation result is shown in FiOUre 7.19. The ligure shows that the precision is almost constant C, 1.11 
for the first six ontologies, range from 90% to 83.1 "lo, and then decreases very slowly with respect to 

the number of ontologies. There is a similar situation for recall. which range from 82% to 51 I/c. The 

average precision and recall arc, respectively, 72.3% and 62.8%, thus reflecting a promising result. I- 
This experimentation clemonstrates the promise of exploiting argumentation over ontological map- 

ping in the domain of automated service composition. However. the experiment arc too small to draw 

strong conclusions in this specific domain. A more comprehensive analysis. in a realistic web services 

environment, will need to be addressed in future work. 
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Figure 7.19: Precision and Recall Measurements for Web Service Ontologies. 

7.4 An Application in Ontology Engineering Process for Multi- 

Agent Systems 

This section briefly presents an application offlow the instantiation ofthe niapping-oriented framework, 

developed in tile previous chapters, has been used in tile context ofontological engineering, 

At first we introduce ontology engineering for MAS and tile DINO lifecycle framework. Further oil, 

we briefly present how we apply our approach in the context of' tile DINO framework and a simple 

illustrative example of concrete usage ofthe framework. 

7.4.1 A Brief Introduction to Ontology Engineering For MAS 

An ontology forms the basis for specifying the meaning ofterins used by communicating agents. There- 

forc, an adequate methodology and technological support for building, maintaining and reusing ontolo- 

gies must form one of the main stages in the development ofa multi-agent system. 

Due to the challenging and resource- i ntensive nature ofthe ontolooy building process special attention C, 
has been paid to automatic methods to assist this process, such as those based on the linguistics-based 

acquisition of doniain-specific knowledge from document corpora 1211. Thesum of these initiatives are 

referred to as onfology engineering. 

As pointed out in [II 11, the engineering of an ontology is a 

.. social. evolving process which involves a geographicallY dispersed cominunitY of individ- 

uals, ivith different knoivledge and expertise. Depending on the methodology applied to 

develop and ma intain the ontology, its lifecYcle may consist q1'a specific series of stages, 
in vvhich the engineering team decides how to model the domain oj'interest in order to best 

suit the needs ofthe ontology users and the requirements o/'the application setting. " 
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Several engineering methodologies were elaborated in the last decades [115,112,78] and they typ- 

ically cover the major aspects of the general ontology engineering process (known as ontology life 

cycle) 14 
. Apart from minor differences with respect to the level of detail and the underlying application 

environment, the majority of them propose a two-phase process consisting of the following: first an on- 

tology is created by a team of ontology developers; second, the ontology becomes subject of continuous 

refinements in order to response to a certain change in the domain or its conceptual ization. Indeed, on- 

tologics are very likely to change, given the dynamic nature of domain knowledge: knowledge changes 

and evolve over time as experiences accumulate; knowledge is revised and augmented in the light of 

deeper understanding; new knowledge is created while at the same time other knowledge passes into 

obsolescence. This is especially true in scientific domains, e. g., biomedicine, where newly discovered 

knowledge, which was previously unknown, classified or otherwise unavailable, may become accessible 

and have to be integrated. 

Although ontology-engineering tools have matured over the last decade, they only marginally ad- 

dressed the integration of new knowledge in these large and highly dynamic domains. Given this back- 

ground, there is a clear demand for ontology engineering methodologies to allow agents/hunlans to 

collaboratively extract, build, refine, and integrate ontologies in a dynamic and data-intensive environ- 

ments. 
This is the goal of the DINO lifecycle framework. The DINO framework has been developed within 

the EU IST 6th frameworks Network of Excellence Knowledge Web to provide a solution for dealing 

with dynamics in large, scale, based on properly developed connection of ontology learningand dynamic 

collaborative development. The main key aspects of DINO are: 

1. the ability to process new knowledge (resources) automatically whenever it appears, especially 

when it is impossible or inappropriate for humans to integrate it; 

2. the ability to automatically integrate new knowledge with an existing ontology that has beell 

manually and collaboratively designed (here denoted as "master ontology"); 

I the ability to resolve logical inconsistencies between the new and existing knowledge; 

4. the ability to automatically sort the new knowledge according to user-defined preferences and 

present it to them in a very simple way, thus further alleviating human efforts ill tile task of final 

incorporation of the knowledge. 

In particular, the integration of evolving ontologics requires considerable custornizition in form of 

matching, merging, mapping or alignment. Different versions of an ontology need be compared and 
integrated into a common structure in order to cope with the heterogeneity, abundance and distributed 

14 The reader is referred to [ 1161 for a state of the art in Ontology Engineering Methodologies. 
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nature of the data in a feasible manner. Ontology alignment will find commonalities among a set of 

ontologies and the affiliated instance data. Once similarities have been found, a merging process will 

generate a unified target ontology, obtained by aggregating concepts from the source ontologies which 

have been assigned a feasible similarity ranking. 

However, a simple alignment between these ontologies is not enouth. In such settings, the resulting 

common ontologies need to adequately capture relevant commonalities and differences in meaning. 

These ontologies cannot easily be merged, as they represent strong individual interests and entrenched 

work practices of the various participants. This means that such value-laden ontologies can only be 

defined in a careful and gradual process of negotiation. In order for ontology to be truly a shared 

conceptualization of knowledge of a domain, support is needed for the team to cooperate and reach the 

appropriate degree of consensus on ontology mappings. In DINO, we are applying our argumentation 

approach to support domain experts to reach consensus through the negotiation of the mappings. To our 
knowledge, there has been no earlier attempt to use automated negotiation techniques in this specific 

context. 

Although, the DINO framework is able automatically to deal with large amounts of changing data, 

the final incorporation of new knowledge still needs to be decided by the human users. This it will allow 

possible errors and inappropriate findings of the automatic techniques to be repaired. The key to success 

and applicability is to let machines do most of the tedious and time-consuming work and provide people 

with concise and simple suggestions on ontology extension. 

7.4.2 Using the Mapping-oriented Argumentation framework into DINO 

DINO stands as abbreviation of some of the key elements of the ontology lifecycle scenario: Dynamics, 

Megration, Ontology and Data and INtensive. All these features express the primary airn of the DINO 

efforts - to make the knowledge efficiently and reasonably manageable in data-intensive and (1), nandc 
domains. 

Figure 7.20 below depicts the phases of the DINO ontology life-cycle: creation (comprises both 

manual and automatic ontology development and update approaches), versioning, evaluation and ne- 

gotiation (comprises ontology alignment and merging as well as negotiation among different possible 

alignments). The four main phases are indicated by the boxes annotated with their respective names. 
The creation phase of the ontology lifecycle has two major parts as it consists of the automatic ontology 

extraction (ontology learning) and community-driven manual (collaborative) development. Ontologies 

or their instances in time are represented by trees, with arrows expressing various kinds of information 

flow. The A boxes present actors (agents, institutions, companies, research teams etc. ) involved in on- 
tology development, where A, is zoomed-in in order to show the lifccycle's components in more detail. 
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Figure 7.20: DINO Architecture. 

A3 

The general dynamics of* the DINO lifecycle goes as follows. Community experts build a specific 

domain ontology (the Community part of (lie Creation component). The), use means I'or coillinuous 

ontology evaluation and versioning to maintain high quality and manage changes during the develop- 

ment process. Ifthe amount ot'data suitable for knowledge extraction is too large to be managed by the 

community, an ontology learning process takes place. The results ol'the ontology Icarningarc evahatled 

and partially (only the results with quality above a certain threshold are taken into account) integrated 

into the reference community ontology. The reference community ontology (the -master ontology") is 

typically more precise but relatively small. The integration is based on the alignment and subsequent 

merging ofthe learned and master ontologies, performed by the negoliatioti component. The ncgoii(i- 

tion component implements all claims proposed in the previous chapters on this thesis and can also t-k- 

useful when interchanging or sharing the knowledge with other independent actors in (lie field. L- 
Thus, the negotiation component uses argumentation-based negotiation that uses preferenccs over 

the types of mappings in order to choose the Mappings that will be used to finally nierge the ontologies. 

The preferences mainly depend on (lie characteristics of the ontology. 
The negotiation component thus interfaces two tools - one for the ontology alignment discovery and one 

for the negotiation ol'agreed alignments, denoted here as AKit and NKit, respectively. For the former, 

the ontology alignment API has been used. For the negotiation. the mapping-oriented argumentation 
framework has been applied. The wrapper will then produce a merged ontology between the learned 

and master ontology. Thus inerged ontology is used in consequent factual merging and refinement in 

the Ontology Reasoning/Mana Tement wrapper (see Appendix 1) for details). g 
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The component itself works according to the meta-code in Algorithm 5. 

Algorithm 5 Meta-algorithm of the alignment and negotiation 
Require: OL i OM - ontologies in OWL format 
Require: AKit, NKit - ontology alignment and alignment negotiation tools, respectively 
Require: ALMSET -a set of the alignment methods to be used 
Require: PREFSET -a set of alignment formal preferences corresponding to the OLi 0Aj ontolo- 

gics (to be used in H-kit) 

1: SA '- 0 

2: for method E ALAYSET do 
3: SA+-SAUAKit. getAlignment(OLiOAl, metliod) 
4: end for 
5: Aagreed 4-- NKit. negotiateAliqnment(SA, PREFSET) 
6: OA +-- AKit. produceBridgeAxioms(Aci-qreed) 
7: return OA 

7.4.3 A Working Through Example in an cHealthCare Scenario 

In order to better illustrate the way the DINO framework can be used to enhance ontology development 

processes, we provide a complete example of its capabilities in terms of an el-lealth case study. The goal 

of the example is to outline our experiences in applying the idea presented in this thesis in the context 

of DINO framework. 

In this example, a set of ontology engineers (or agents, experts, etc. ) are confronted with the task of 

building an medical ontology. 
We have chosen a eMealth scenario for several reasons. First, the vast amount of data available in 

laboratory databases, together with the growing volume of electronically available clinical information 

call for automated (or at least semi-automated) methods forhigh-quality indexing, annotation, and cross- 

referencing through discovery of patterns and relationships. Thus, there is a need for the integration of 

data derived from divergent sources of the sort which ontology can provid. Second, the nature of this 

domain is highly dynamic and means to process -and integrate new knowledge are fundamental. 

In particular, in our scenario, we assume that a medicine institution needs to develop in ontology 

covering the basic concepts in clinical practice and research in the specific domain of Genonlics and 

Proteomics Research. This is a typical example that show the needs to bridge the research and clinical 

practice and how to integrate specific knowledge, e. g. in the Gene Ontology (GO)15 or UMLS' 6 med- 

ical controlled dictionaries. These ontology can be used, for example, to model a multi-agent system 

for community healthcare management. We assume that an ontology 0, &, has been developed from a 

collaborative process but it needs to be extended by new findings in research (e. g. when new treatment 

or diagnosis methods are developed and published). The related information can be found in several 

'5http: //www. gencontology. org/ 16umisinfoAnniti. gov 
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documents, such as research papers, industry white-papers and so on. The Ontology Learning wrapper 

is able to generate an Ontology OL from these resources. Figure 7.21 presents a sample text fragment 

with the respective learned OWL OL ontology (we ornit the namespace for simplicity). 

... while cerehellax astrc---ytc. -ia is usually 
discevered by means of CT... using a diagnostic 

procedure of scanning... GI. rHD, an immune 
dysfunction ... G%rBr. r a disease being a type of 
dysfunction ... 

.4a6 
<owl: ObjectProperty rdf: ID="discovered-by"/> 
<owl: Thing rdf: ID="CT"/> 
<owl: Thing rdf: ID="cerebellar-astrocytoma"> 
<discovered-by rdf: resource="-#CT"/> 
</owl: Thing> 
<cwl: Class rdf: ID="diagnostic-procedure"/> 
<owl: Class. rdf: ID="immune-dysfunction"/> 
<owl: Class rdf: ID="dysfunction"/> 
<Owl: Class rdf: ID="scanning"> 
<rdfs: subClaBsOf rdf: resource="#diagnostic-procedure"/> 
</owl: Class> 
<immune-dysfunction rdf: ID="GVHD"/> 
<owl: Class rdf: ID="disease"> 
<rdfs: subClassOf rdf,, resource="#dysfunction"/> 
</owl: Class> 

a0. 

Figure 7.2 1: A Text Sample and the Learned Ontology. 

Excerpts of OA, ontology is shown in Figure 7.22. 

The master and learned ontologies are then aligned and the set of possible inappings are the follow- 
17. n (:,, . 

m56=(Learned: scanned, Master: DiagnosisProcedure, 0.725, =); 

ml6l=ýLearned-. Disease, Alaster- Disease, 1, =); 
mllO=(Learned: immune - dysfunction, Master: Dysfunction, 0.88, 

m109= (Learned: djjsf unction, 11-faster: Dysf unction, 1, =); 

7n53=(Lea? -ncd-. diagnostic - procedure, Master: DiagnosisProcedure, 0.72, 

We have two audiences, which preferences have been chosen on the features of the two ontologics: R-1 
17WC only consider a subset of these ontologics. 
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-cowl-objectProperty rdf: ID="InstrumentalPropertyw/> 
<owl: ObjectProperty rdf: ID-"DiscoveredUsing"> 
<rdfs: subProperty0f rdf: resource="#InstrumentalProperty"/> 
<rdfs%range rdf: reaource="-#Manifestation"/> 
<rdfB: domain rdf: resource-"#DiagnosisProcedure"/> 
</owl: ObjectProperty> 
<owl: Class rdf: ID="Manifestation"/> 
<owliClass rdf: ID="Procedure"/> 
<owl: Class rdf: ID="DiagnosisProcedure"/> 
<rdfs: subClassOf rdf: resource="#Procedure"/> 
</owl: Class> 
<owl: Class rdfilD="SoftTissueCytoma"/> 
<owl: Class rdf: ID-"AstroCytoma"/> 
<rdfs: subClassOf rdf: resource="#SoftTissueCytoma*/> 
</owl: Class> 
<owl. Class rdftlD="Disease"/> 
<owl: Class rdf: ID="Dyafunction"/> 
<rdfs: subClaBsOf rdf: resource="#Disease"/> 
</owl: Class> 

Figure 7.22: A Master Ontology Sample. 

Table 7.4: Except of Arguments and Counter-Argunictits 
Argument v 
(37n = (superclass(scanning), siipci-class(Diag? zosisP? -ocedu? -c), =-, ), m56, +) ES 
(Label(disease) , ýý7, Label(Discase), 7061, +) T 
(Label (fininu-ne - dysf -unction) ýýT Label (Dysfunction), -mllO, +) T 
(Label((Iysf unction) ; z:; 7, Label (Dysfunction), 7009, +) T 
(Label (diagnostic - procedure) ;: ýýT Label (DiagnosisProcedure), m53, +) T 
(3m = (subclass (disease), subclass (Disease), =-, ), 7061, -) ES 
(3m = (subclass (immune - dysf unction), subclass(Dysf -unction), mllO, -) ES 

M (subdass dysf unction), su bcl ass (Dysfunction), m, ), m109, ES 
(3m = (superclass (disease), superclass (Disease), =-, ), ml6l, -) I ES 
ýln = (sibl i? igclass (disease), sibling rcl ass (Disease), =-, ), nil 61, -) I ES 

with respect to OL, which prefers terminology to internal structural, (T ý-7,,, IS)18 and R-2, wifli respect 

-. p,, Tucc7,,, IS) to 0,11, which prefers external structure to terminology to internal structural (ES > 19 

A sample of arguments and counter-arguments generated are shown in Table 7.4, that shows each argu- 

ment with its type V. A screenshot of the mappings and arguments is illustrated in Figure 7.23. 

Based upon all ar. C., Urnents and how these arguments attacks each other, (lie argumentation frameworks 

for each participant can be built. The argumentation frameworks bring tile arguments together so that 

they can be evaluated. The evaluation is carried out by cot nputing the preferred extensions for the rc- 

suiting argumentation frameworks, respect the audiences. The negotiated mappings achieved at the end 
18RI because Or, contains fews properties and is lacking in structure. 
197Z2 because Ojf has a rich hierarchy of concepts and their inter-relationships but only fews properties. 
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Figure 7.23: Candidate Mappings and Arguments. 

are shown in Figure 7.24. These mapping are now used to merge the learned and master oniologies. 
'000 
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Figure 7.24: Negotiated Mappings. 

The integration of* CIA, and OL ontologics into 0, according to the technique described in Sec- 

tion D. 1.3, raises one inconsistency - "disease" is said to be a subclass of "dysfiunclion" and vice versi, 
which creates a cycle in the taxonomy. Therefore the respective "invalid" assertion that originated from 

the OL ontology is removed. The learned knowledge call be extended basing oil range and domain of' C) 
the "DiscoveredUsing" property. New assertions instantiating of "cerebellar astrocylonta" (instance of 
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"Manifestation") and "CT' (instance of "DiagnosisProcedure") can now be inferred. 

The triples (with OL equivalent labels replaced by those from OAI) from the 01 merge are produced, 

together with respective suggestions based on the differences between 01 and OAf. The sorted triples 

20 and their transformations into natural language statements are shown in Table 7.5 

<AstroCytoma rdf: ID="cerebellar-astrocytoma"/> CEREBELLAR ASTROCYTOMA is a newislance of 
ASTROCYTOMA. 

<Manifestation rdf: ID="cerebellar-astrocytoma"/> CEREBELLAR ASTROCYTOMA is a tinvislance of 
MANIFESTATION. 

<DiagnosisProcedure rdf: ID="CT"/> CT is a newistance of DIAGROSIS PROCEDURE. 
<immune-dysfunction rdf: ID="GVHD"/> GVHD is a newistance of IMMUNE DYSFUNCTION. 
<owl: Class rdf: ID="scanning"> 
<rdfs: subClassOf rdf: resource= 
"iDiagnosisProcedure"/> A newc/ass SCANNING is a stib-class of DIAGNOSIS 

PROCEDURE. 
</owl: Class> 
<owl: Thing rdf: ID="cerebellar-astrocytoma"> 
<DiscoveredUsing rdf: resource="ICT"/> CEREBELLAR ASTROCYTOMA is DISCOVERED USING CT. 
</owl: Thing> 
<owl: Class rdf: ID="immune-dysfunction"> 
<rdfs: subClassOf rdf: resource="JDysfunction"/> A newdass IMMUNE DYSFUNCTION is a sub-class of 

DYSFUNCTION. 
</owl: Class> II 

Table 7.5: Extension Triples and the respective NL Suggestions 

Note that the DINO framework can also be used if we just need to align and possibly extend the 

ontologies by another institution's knowledge base - the only difference is that we do not perform the 

ontology learning and also omit retractions in the integration process. This can be applied in the critical 

task of inter-mediation of medicine information. 

7.5 Conclusions 

This chapter has introduced the implementation, evaluation and applicability of the niapping-oriented 

argumentation framework presented in this thesis. The prototype, realized under the EU Knowledge 

Web project, implements many of the core ideas elaborated in this thesis. It provides methodological 

and technological support to find and and argue over a set of mappings. The way the implementation 

has been tested and the results of this endeavor are also presented and discussed in this chapter. 
The preliminary results of these experiments are promising and suggest that our argumentation ap- 

proach can be beneficial and provides an effective solution to the problem or distributed agents to dy- 

namically align their heterogeneous ontologies. In particular, we have shown that the consideration of 
different agents' preferences, which we believe is fundamental to reflect the autonomous and rational 
features of agents, can also improve the quality of The agreed mappings. Mic cxplanation is that our 

approacb collects and integrates evidence for ontology mappings, in the form of arguments. This allows 
2')The respective processes described in Sections D. 1.5 and D. I. 6. The relevance values are assumed to be 0 in this example 

without any exact preferences defined. The reader can refer to [92] for an example with relevance values coniputed according to 
certain provided user-preferences. 
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the agents to browse a space of candidate mappings in order to select, via the definition of acceptability 

of arguments, the adequate candidates that reflect their personal preferences. We also demonstrated that 

such preferences are the key element of the approach, which effect the quality of the mappings reached. 

This subsequently reinforces our assumption that the agents should rationally decide their preferences 

principally on the basis on the ontological information. 

One of the main problems encountered with our approach is that the argumentation can be somewhat 

computationally expensive. This is not entirely suitable for our target domain, where efficient run-time 

performance is required for agent communication. However, the cost of argumentation, in terms of time 

and costs taken, are, in general, fairly negligible when compared to the overall time taken for the agent 

communication process. An interesting topic for future research would be to investigate the cases when 

it is worth while to apply argumentation, in terms of resources and time employed. Due to time and 

resource limitations, evaluation in this line has not been possible so far. 

In order to evaluate the performance of our approach, we have measured the quality of the deter- 

mined mappings using precision and recall. The goal of using these metrics is to check if, given two 

ontologies, the alignments reached through argumentation is the same as the alignment that a human 

expert would generate - thus a mapping is correct is if a human judge agrees with it. They provide 

a simple mechanism for comparing different systems in a consistent and repeatable way. Using these 

metrics we can see that, despite our approach being created to produce mappings that take into account 

the different agents' points of view, our approach performs well in comparison with current ontology 

alignment tools. 

However, such use of metrics has the drawback that they do not take into account the -agent's context. 

An alignment may deviate from the expected human result but it may be correct for a specific agent and 

conversely another alignment may be very close to it but be incorrect for the agent. The reason for this 

is that if an alignment is correct from the human viewpoint it does not mean that it should be correct for 

an agent. It will be helpful to formally define when a mapping is correct for an agent and to evaluate our 

approach over it. 

The experiments conclude with some evaluation in the domain of web service. Because there is no 

agreed-upon global ontology, web services supplied by different providers typically have individual and 

unique semantics, described by independently developed ontologics. The seamless connection of these 
distributed Web services for business-to-business applications depends heavily on reconciling disparate 

semantics, possibly by integrating the ontologies. We have discussed and evaluated how our approach 

can aim to reconcile ontologies by reaching agreements over candidate mappings. However, these 

experiments were too small to draw strong conclusions and a more comprehensive analysis, with larger 

data groups and other experiments in this domain, have to be addressed in future. 
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Ilis chapter concludes with a potential application of the mapping-oriented argumentation frame- 

work to the specific field of ontology engineering. Towards this aim, we have bricfly presented the 

DINO ontology life-cycle framework-, in which we have applied our approach. 

The domains which to DINO could be applied, contain many features we believe to be typical for 

open heterogeneous environments and therefore provide realistic scenarios to test the ideas introduced 

in the preceding chapters. 
By applying our approach to the community experts and reaching the appropriate degree of con- 

sensus on ontology mappings, we have shown that all claims we made in the previous chapter can be 

applied to the integration of learned and collaboratively developed knowledge and overcome ontology 

problems. 
To our knowledge, this work constitutes the first application of automated negotiation technology to 

the problem of ontology evolution. In particular, it is the first attempt at using argumentation techniques 

to support the integration process. 
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Chapter 8 

Conclusions and Future Work 

"What we call the beginning is often the end. 

And to make an end is to make a beginning. 

The end is where ive startfronz. 

- T. S. Eliot. 

This chapter provides a summary of the research carried out andpresents a number of avenuesfor 

fitture research. lnitially, in Section 8.1 ive review the work- that has been carried oul, we discuss the 

implications of our work- and enumerate the key research achievenzents. The chapter concludes with 

a number offuture research areas which were identified throughout this research, and which address 

some of the main limitations of the work- presented (Section 8.2). 

8.1 Review of Contributions 

As stated in the introductory chapter, the aim of this thesis was to develop an approach towards sup- 

porting ontology-based shared understanding in open multi-agent systems. 

In pursuing our goal, we focus on producing an argumentation-based approach over ontology mappings 

to overcome the problem of a lack of communication between heterogeneous agents, in a way that con- 

forms to the characteristics of agents and their enviroment. The work we have carried out provides a 

concrete instantiation of the meaning negotiation process that we would like agents to achieve, which it 

is believed may provide the basis to "shared understanding". 

This research aim addresses the more specific research objectives set out in Section 1.2. Below we 

summarise the work that has been carried out, our contributions and state how they address our research 

goals. 
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We have first reviewed the theoretical foundation of this research. An obvious point of departure was 

therefore be an introduction to the fundamental principles behind Agents, Multi-Agent Systems and 

Agent Communication in Chaper 2. We have defined the notion of an agent and multi-agent systems 

and emphasized the fact that an agent should be able to interact with its environment and with other 

agents either to solve common problems or either simply reach its goal. We have presented open MAS 

as an important class of those systems, where agents can freely join and leave at any time and where the 

agents are owned by various stakeholders with different aims and objectives. This discussion led to the 

recognition that the only thing that the agents of an open system have in common is their ability to coin- 

initnicate. Using its communicative abilities, an agent can work together cooperatively to accomplish 

its goal. 

In Chapter 3, ontologies have been advocated as key components in inter-agent communication, by 

providing the definitions of the vocabularies used by agents to describe the world. It was shown that 

an agent can use such a vocabulary to express its beliefs and actions, and so communicate about them. 

However, a careful study on the nature of ontologies and open MAS has revealed that specifying an 

ontology alone is generally not sufficient for this purpose. Autonomous agents in open systems may be 

heterogeneous and may view their world differently. 

Therefore, Chapter 4 has examined the resulting semantic interopcrability problems, presenting on- 

tology alignment as one of the prerequisite to enable interoperability between agents that use different 

ontologies. We have analysed the current approaches (ontology alignment and meaning negotiation) to 

semantic interoperability, and we have reached the conclusion that they have presented weaknesses, es- 

pecially when applied in an open environment, which was one of the initial requirements of this thesis. 

In defining this analysis, ourfirst contribution has been to identify a set of requirements that the inech- 

anisinsfor shared understanding between agents shouldfitffill in open MAS. In particular, we have seen 

that a major requirement for achieving shared understanding in open MAS is that an alignment should 

conform with the characteristics of agents. Since agents are autonomous and self-interested, they should 

freely choose these mappings and such choice should be made dynamically (at run time), due to the fact 

that the agents have no prior knowledge of either the existence or constraints of other agents. 
This leads us to an approach to dynamically negotiate the meaning of the terms they use to communicate. 

Chapter 5 then have introduced our argumentation based approach over ontology mappings. We 

have shown how agents can generate and exchange different arguments, that support or reject possible 

ontology mappings. Each agent can then decide, according to its preferences, whether to accept or 

refuse a mapping. We have clearly identified the set of potential arguments, which were grounded on 
the underlying on tology language OWL. In order to give a precise structure to these arguments, we have 

summarized the reasons for the justification of candidate OWL ontology alignment in an (extensible) 

set of argument schemes. The Value-based Argumentation framework of Bench-Capon has been used 
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to express agents preferences between the categories of arguments. 

In Chapter 6, we have presented in detail the multi-agent environment for our mapping-oriented 

argumentation framework. We have discussed in details the architecture of our MAS, the argumentative 

agents and their capabilities for argument generation, and a protocol for evaluating the acceptability of 

a mapping. 
Our approach represents a first attempt to extend the notion of reaching agreement through automated 

argumentation-based negotiation over ontology mappings between heterogeneous agents. Up to this 

moment ontology alignment processes have concentrated their attention on improving their performance 

and accuracy but very few have addressed the problem of finding dynamic agreements over the concepts 

in the messages exchanged between agents. Our approach allows agents to dynamically choose the best 

vocabulary to use for an interaction, without having to agree on a fixed, predefined vocabulary. 

At the same time, we have also presented a mechanism to express agents' preferences over the types of 

mappings they use when aligning the ontologies, in order to reflect the behaviour and characteristics of 

the notion of agency. Thus, our account is intended to give a more effective and applicable approach to 

shared understanding that reflects the characteristics of aittononzy and rationality of agents and tailored 

to the requirements of an open environment. 
The core theoretical considerations of our research have been prototypically implemented within 

the Knowledge Web project. The prototype, presented in Chapter 7, acted as a proof of concept of tile 

practical applicability of the mapping-oriented argumentation framework, implementing many of the 

core ideas elaborated in this thesis. The prototype was fully implemented in JAVA by using JADE agent 

development environment. 
Our research has been mainly evaluated by using the Ontology Alignment Evaluation Initiative (OAEI) 

test suite as test ontologies. The task of such an evaluation has validated whether or not our approach 

generates consensual mappings, explained the run-time behavior of our system, and compared with 

other approaches. To decide whether a correct set of agreed ontology mappings is obtained, we have 

used standard information retrieval metrics to assess the results of the tests: Recall, Precision and 17- 

measure. The results of the overall procedure are promising and suggested that our argumentation 

approach can be beneficial and an effective solution to the problem of distributed agents to dynanli- 

cally align their heterogeneous ontologics. In particular, we have demonstrated that the consideration 

of different agents points of view, which we believe is fundamental to reflect the autonomous and ra- 
tional features of agents, can also improve the quality of the agreed mappings. Tile mapping-oriented 

argumentation framework- has been applied in the context of DINO framework-, developed within the 
EU Knowledge Web to support the collaborative ontology development process, in dynamic and data- 
intensive domains. In DINO, we have applied our argumentation approach to supports domain experts 
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to reach consensus through the negotiation of the ontology mappings between existing and new ontolo- 

gies, and thus used to generate new ontologies. 

The last contribution has thus been the implementation a proof of concept of an argumentation -based 

mappingframework- in order to demonstrate its applicability and effectiveness in inter-agent communi- 

cation and show its benefits on thefield of ontology engineeringfor MAS. 

8.2 Future Work 

During the course of this work, a number of areas of interest came to our attention which we were not 

able to further develop or study due to time constraints. In this section, we summarise the areas which 

we consider to be worthy of future research and outline a possible path for the future development of 

some ideas discussed in this thesis. 

As we discussed in the previous sections, the evaluation of our argumentation based approach was not 

aimed at any particular scenario and has only proven useful in the domain of ontology engineering and 

marginally in the domain of web services. Therefore, we encourage the application of the results of this 

work in the context of different domains. In particular, an important domain would be Information Re- 

trieval (IR), which is concerned with the problem of how agents should find a (ranked) set of documents 

that are relevant for a specific information need of a user. Using the mapping-orientcd argumentation 

approach proposed in this thesis to deal with the differences in the vocabularies used by the user and the 

selected information resources could benefit the field in several ways. Principally, it would be beneficial 

to select only those data sources available that reflect the users preferences and context, which scerns 

desirable in light of the vast amount of information available in electronic format. 

A second line of future research would be to investigate how to apply our argumentation framework 

to argue about the entire alignment, and not only the individual candidate mappings. Indeed, tile argu- 

ments that we presented in this thesis are statements about single mappings - mappings between single 

entities in two ontologies. However, the state of the art also proposes mechanisms for measuring the 

global similarity between the two entire ontologies, see [81] for instanqc. Therefore, new arguments 

about whole alignments arc needed to be developed when a global similarity measure between two 

ontologies is applied. 
Another challenge emerging from this research would be to further develop the structure of the jus- 

tifications. In this thesis, we have introduced the concept offitstification of an ontology mapping as tile 

meaningful explanation of why that mapping has been generated. This explanation includes infornia- 

tion concerning where a mapping came from, how it was derived (or retrieved) and so on. However, in 

this thesis, its structure has not be formally defined. A formal description of such justifications, using 
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Description Logics for example, can be used as a deductive proof trace of the provenience of a mapping, 

and thus the generation of the arguments can be, for example, formally infered by a DL reasoner. In this 

way, the satisfiability of the justifications can be completely verified. Moreover, use of DL will provide 

a consensual representation of the justifications, that enables them to be portable and distributed among 

mapping engines. 

Another area to address in future work would be to explore a quantitative analysis of the econoinic 

knowledge discovered by the alignments in addition to the technical knowledge, which can be useful 

to revise the applicability of the argumentation-based approach. A thorough and in-depth empirical 

and economic analysis of how the mapping engines perform the mapping tasks and the quality of the 

alignment produced is needed to decide whether to apply our approach, reuse the alignments, and so on. 

Relevant questions that need to be answered in this analysis include the following: 

* What are the scale and complexity of the mapping tasks? 

9 What is the quality of the expected results from a mapping task? 

41 What kind of time and resource constraints are there in a mapping task? 

* What is the economic effort of the mapping tasks? 

Answering the above questions would help us in identifying a "ineans to estimate and control the overall 

costs and ittilities of alignment approaches". A cost model specific to alignment strategies can be 

essential to calculate the amount of effort that they will invest during an alignment, and consequently, 

for the choice and use of those approaches. Thus, in contrast to current ontology alignment procedures, 

the choice of alignment can based on three clearly identified elements: (i) the estimation of the efforts 
invested during its generation-, (ii) the estimation in terms of utility of the results; and (iii) the personal 

point of view of each agent, which is private and specific to each agent. 

Although, we are satisfied that the implementation of our framework, presented in Chapter 7, inects 

our objective of supporting the generation and exchange of arguments concerning ontology alignments, 
it fails to simulate two major aspects that are typical of MAS and which will become even more im- 

portant if the intention is to allow autonomous agents to intcroperate in real open environments: (i) the 
implemented agents are not fully autonomous (their preferences and threshold have been chosen by a 

user GUI) (ii) these agents do not have any specific role or task. An obvious next step in our work is 

to evaluate the appropriateness of our argumentation approach with fully autonomous agents that carry 

out specific tasks, in a real open environment. 
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Appendix A 

OWL - Web Ontology Language 

This appendix provides a summary of the OWL Lite and OWL DL language features. The content of 

this appendix is based on the WK Recommendation 

A. 1 OWL Lite Synopsis 

Construct Explanation 
Class A class defines a group of individuals that belong together 

because they share some properties. 
rdfs: subClassOf Class hierarchies may be created by making one or more 

statements that a class is a subclass of 
another class. For example, the class Person is a subclass of the class mammal. 

rdf: Property Properties can be used to state relationships between individuals or from individuals 
to data values. An example of properties is hasChild. 

rdfs: subProperty0f Property hierarchies may be created by making one or more statements that a 
property is a subproperty of one or more other properties. 

rdfs: domain A domain of a property limits the individuals to which the property 
I can beapplied. 

rdfs: range The range of a property limits the individuals that the property 
may have as its value. 

Individual Individuals are instances of classes, and properties used to 
relate one individual to another. 

equivalentClass Two classes may be stated to be equivalent. 
equivalentProperty Two properties may be stated to be equivalent. 
sameAs Two individuals may be stated to be the same. 
differentFrom An individual may be stated to be different from other individuals. 
AllDifferent A number of individuals may be stated to be mutually distinct. 
inverse0f One property may be stated to be the inverse of another property. 

1 http: //www. w3. org/TRP-004/REC-owl-features-20040210/ 
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Construct Explanation 
TransitiveProperty Properties may be stated to be transitive. 

For example, ancestor is a transitive property. 
SymmetricProperty Properties may be stated to be symmetric. 

! FunctionalProperty Properties may be stated to have a unique value. 
For example, hasPrimaryEmployer is FLinctionalPropcrty. 

InverseFunctionalProperty Properties may be stated to be inverse functional. 
allValuesFrom The restriction allValuesFrom is stated on a property 

with respect to a class. 
someValuesFrom The restriction someValuesFrom is stated 

on a property with respect to a class. 
minCardinality Cardinality is stated on a property with respect to a particular class. 

For example, the class Parent has a 
minimum cardinality of I on the hasOf f spring property. 

maxCardinality Cardinality is stated on a property with respect to a particular class. 
cardinality Cardinality is provided as a convenience 

when it is useful to state that a property 
on a class has both minCardinality 0 

and maxCardinality 0 or 
both minCardinality I and maxCardinality 1. 

intersectionof OWL Lite allows intersections of named classes and restrictions. 
For example, the class EmployedPerson can be described is 

the intersection of Person and EmployedThings. 

A. 2 OWL DL Synopsis 
Construct Elxplanation 
oneOf Classes can be described by enumeration of the individuals that make up the class. 
hasValue A property can be required to have a certain individual as a value. 
disjointWith Classes may be stated to be disjoint from each other. 
union0f, 
intersectionof 
complementOf 

OWL DL allow arbitrary Boolean combinations of classes and restrictions. 
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Appendix B 

Argumentation Ontology 
r-547 

In this appendix we show the OWL version of the Argumentation Ontology (see Chapter 5), that models 

arguments for and against potential mappings between heterogeneous agents' ontologics. 

<? xml version=111.0"? > 

<rdf: RDF 

xmlns="http: //www. owl-ontologies. com/AgentArgueAlignment. owl#" 

xmlns: rdf="http: //www. w3. org/1999/02/22-rdf-syntax-ns#" 

xmlns: xsd="http-//www. w3. org/200l/XMLSchema#'I 

xmlns: rdfs="http: //www. w3. org/2000/01/rdf-schema#" 

xmlns: owl="http: //www. w3. org/2002/07/owl#" 

xml: base="http: //www. owl-ontologies. com/AgentArgueAlignment. owl"> 

<Owl: Ontology rdf: about=""/> 

<Owl: Class rdf: ID="Alignment"> 

<rdfs: subClass0f> 

<owl: Restriction> 

<owl: minCardinality rdf: datatype="http: //www. w3. org/2001/ 

XMLSchema#int">l</owl: minCardinality> 

<owl: onProperty> 

<owl: ObjectProperty rdf: ID=Ilhasmapping"/> 

</owl: onProperty> 

</Owl: Restriction> 

</rdfs: subClass0f> 

<rdfs: subClassOf rdf: resource= 

"http: //www. w3. org/2002/07/owl#Thing"/> 
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</owl: Class> 

<owl: Class rdf: ID="mapping"/> 

<owl: Class rdf: ID="Value"/> 

<owl: Class rdf: ID="Position"/> 

<owl: Class rdf: ID="Disagreement"> 

<rdfs: subClassOf rdf: resource="#Position"/> 

</owl: Class> 

<owl: Class rdf: ID="Justification"/> 

<owl: Class rdf: ID="Argumentation"> 

<rdfs: subClassof> 

<owl: Restriction> 

<owl: minCardinality rdf: datatype="http: //www. w3. org/2001 

/XMLSchema#int">l</owl: minCardinality> 

<owl: onProperty> 

<owl: ObjectProperty rdf: ID=IlisComposed"/> 

</owl: onProperty> 

</owl: Restriction> 

</rdfs: subClass0f> 

<rdfs: subClassOf rdf: resource= 

"http: //www. w3. org/2002/07/owl#Thing"/> 

</owl: Class> 

<owl: Class rdf: ID="Agreed"> 

<rdfs: subClass0f> 

<owl: Class rdf: ID="Consensus"/> 

</rdfs: subClassof> 

</owl: Class> 

<owl: Class rdf: ID="Agreeable"> 

<rdfs: subClassof rdf: resource="#Consensus"/> 

</owl: Class> 

<Owl: Class rdf: ID="Argument"/> 

<Owl: Class rdf: ID="Rejected"> 

<rdfs: subClassOf rdf: resource="#Consensus"/> 

</Owl: Class> 

<Owl: Class rdf: ID="Agent"/> 

<Owl: Class rdf: ID="Agreement"> 
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<rdfs: subClassOf rdf: resource="#Position"/> 

</owl: Class> 

<owl: ObjectProperty rdf: about="#isComposed"> 

<rdfs: range rdf: resource="#Argument"/> 

<rdfs: domain rdf: resource="#Argumentation"/> 

</owl: ObjectProperty> 

<owl: ObjectProperty rdf: ID="hasValue"> 

<rdfs: range rdf: resource="#Value"/> 

</owl: ObjectProperty> 

<owl: ObjectProperty rdf: about="#hasmapping"> 

<rdfs: domain rdf: resource="#Alignment"/> 

<rdfs: range rdf: resource="#mapping"/> 

</owl: ObjectProperty> 

<owl: objectProperty rdf: ID="attacks"> 

<rdfs: domain rdf-. resource="#Argument"/> 

<rdfs: range rdf: resource="#Argument"/> 

</owl: ObjectProperty> 

<owl: ObjectProperty rdf: ID="onmapping"> 

<rdfs: domain rdf: resource="#Consensus"/> 

<rdfs: range rdf: resource="#mapping"/> 

</owl: ObjectProperty> 

<owl: ObjectProperty rdf: ID="hasOpponent"> 

<rdfs: range rdf: resource="#Agent"/> 

<rdfs: domain rdf: resource="#Argument"/> 

</owl: ObjectProperty> 

<Owl: ObjectProperty rdf: ID='lpositionOn'l> 

<rdfs: range rdf: resource="#mapping"/> 

<rdfs: domain rdf-. resource=ll#Position'l/> 

</owl: ObjectProperty> 

<owl: ObjectProperty rdf: ID="hasProponent"> 

<rdfs: domain rdf: resource="#Argument"/> 

<rdfs: range rdf: resource="#Agent"/> 

</owl: ObjectProperty> 

<Owl: ObjectProperty rdf: ID="hasJustification"> 

<rdfs: range rdf: resource="#Justification"/> 
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</owl: ObjectProperty> 

<owl: DatatypeProperty rdf: ID=IlsouceTool"> 

<rdfs: range rdf: resource="http: //www. w3. org/2001/ 

XMLSchema#string"/> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID="hasConfidencel'> 

<rdfs: range rdf: resource="http: //www. w3. org/2001/ 

XMLSchema#float"/> 

<rdfs: domain rdf: resource="#mapping"/> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID=IlhasOntology"> 

<rdfs: domain rdf: resource="#Agent"/> 

<rdfs: range rdf: resource="http: //www. w3. org/2001/ 

XMLSchema#string"/> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID="hasRelation"> 

<rdfs: range> 

<owl: DataRange> 

<owl: oneOf rdf: parseType="Resource"> 

<rdf: rest rdf: parseType="Resource"> 

<rdf: rest rdf: parseType="Resource"> 

<rdf: rest rdf: parseType="Resource"> 

<rdf: first rdf: datatype="http: //www. w3. org/2001/ 

XMLSchema#string" 

>disjoint</rdf: first> 

<rdf: rest rdf: resource="http: //www. w3. org/1999/02/ 

22-rdf-syntax-ns#nil"/> 

</rdf: rest> 

<rdf: first rdf: datatype=" 

http: //www. w3. org/2001/XMLSchema#string" 

>subsume</rdf: first> 

</rdf: rest> 

<rdf: first rdf: datatype=" 

http: //www. w3. org/2001/XMLSchema#string" 

>subsumed</rdf: first> 
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</rdf: rest> 

<rdf: first rdf: datatype= 

llhttp: //www. w3. org/2001/XMLSchema#string" 

>equivalent</rdf: first> 

</owl: one0f> 

</owl: DataRange> 

</rdfs-range> 

<rdfs: domain rdf: resource="#mapping"/> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID=l'isSupport'l> 

<rdfs: domain rdf: resource="#Argument"/> 

<rdfs: range> 

<owl: DataRange> 

<owl: oneof rdf: parseType="Resource"> 

<rdf: rest rdf: parseType="Resource"> 

<rdf: first rdf: datatype="http: //www. w3. org/2001/ 

XMLSchema#boolean" >false</rdf: first> 

<rdf: rest rdf: resource="http: //www. w3. org/1999/02/ 

22-rdf-syntax-ns#nil"/> 

</rdf: rest> 

<rdf: first rdf: datatype= 

http: //www. w3. org/2001/XMLSchema#boolean" 

>true</rdf: first> 

</owl: one0f> 

</owl: DataRange> 

</rdfs: range> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID=I'hasTargetOntology"> 

<rdfs: range rdf: resource= 

"http: //www. w3. org/2001/XMLSchema#string"/> 

<rdfs: domain rdf: resource="#mapping"/> 

</Owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID="hasSourceOntology"> 

<rdfs: range rdf: resource= 

"http: //www. w3. org/2001/XMLSchema#string"/> 
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<rdfs: domain rdf: resource="#mapping"/> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID="hasExplanationStrategy"> 

<rdfs: domain rdf-. resource="#Justification"/> 

<rdfs: range rdf: resource= 

"http: //www. w3. org/2001/XMLSchema#string"/> 

</owl: DatatypeProperty> 

<owl: DatatypeProperty rdf: ID=l'hasAlignmentToolll> 

<rdfs: domain rdf: resource="#mapping"/> 

<rdfs: range rdf: resource= 

"http: //www. w3. org/2001/XMLSchema#string"/> 

</owl: DatatypeProperty> 

<owl: FunctionalProperty rdf: ID="referToll> 

<rdf: type rdf: resource=" 

http: //www. w3. org/2002/07/owl#ObjectProperty"/> 

<rdfs: domain rdf: resource="#Justification"/> 

<rdfs: range rdf: resource="#mapping"/> 

</owl: FunctionalProperty> 

<owl: FunctionalProperty rdf: ID=IlhasExplanationProfile"> 

<rdfs: range rdf: resource=" 

http: //www. w3. org/2001/XMLSchema#string"/> 

<rdf: type rdf: resource=" 

http: //www. w3. org/2002/07/owl#DatatypeProperty"/> 

<rdfs: domain rdf: resource="#Justification"/> 

</Owl: FunctionalProperty> 

<owl: FunctionalProperty rdf: ID="hasThresholdl'> 

<rdf: type rdf: resource=" 

http: //www. w3. org/2002/07/owl#DatatypeProperty"/> 

<rdfs: range rdf: resource=" 

http: //www. w3. org/2001/XMLSchema#float"/> 

<rdfs: domain rdf: resource="#Agent"/> 

</owl: FunctionalProperty> 

<owl: FunctionalProperty rdf: ID=l'hasHighPreferencel'> 

<rdfs: range rdf: resource="#Value"/> 

<rdfs: domain rdf: resource="#Agent"/> 
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<rdf: type rdf: resource=" 

http: //www. w3. org/2002/07/owl#ObjectProperty"/> 

</owl: FunctionalProperty> 

<owl: FunctionalProperty rdf: ID=IlisAbout"> 

<rdfs: domain rdf: resource="#Argument"/> 

<rdf: type rdf: resource=" 

http-//www. w3. org/2002/07/owl#ObjectProperty"/> 

<rdfs: range rdf: resource="#mapping"/> 

</owl: FunctionalProperty> 

<owl: FunctionalProperty rdf: ID=IlhasName"> 

<rdf: type rdf: resource= 

"http: //www. w3. org/2002/07/owl#DatatypeProperty"/> 

<rdfs: domain rdf: resource="#Agent"/> 

<rdfs: range rdf: resource=" 

http: //www. w3. org/2001/XMLSchema#string"/> 

</owl: FunctionalProperty> 

<owl: FunctionalProperty rdf: ID=IlgivenBy"> 

<rdf: type rdf: resource=" 

http: //www. w3. org/2002/07/owl#ObjectProperty"/> 

<rdfs: range rdf: resource="#Agent"/> 

<rdfs: domain rdf: resource="#Position"/> 

</owl: FunctionalProperty> 

<Value rdf: ID="M"/> 

<Value rdf: ID="IS"/> 

<Owl: DataRange> 

<owl: oneOf rdf: parseType="Resource"> 

<rdf: rest rdf: parseType="Resource"> 

<rdf: rest rdf: parseType="Resource"> 

<rdf: rest rdf: resource="http: //www. w3. org/1999/02/ 

22-rdf-syntax-ns#nil"/> 

<rdf: first rdf: datatype=" 

http: //www. w3. org/2001/XMLSchema#string" 

>subsumption</rdf: first> 

</rdf: rest> 

<rdf: first rdf: datatype=" 
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http: //www. w3. org/2001/XMLSchema#string" 

>disjoint</rdf: first> 

</rdf: rest> 

<rdf: first rdf: datatype=" 

http: //www. w3. org/2001/XMLSchema#string" 

>equivalence</rdf: first> 

</owl: oneof> 

</Owl: DataRange> 

<Value rdf: ID="ES"/> 

<Value rdf: ID="E"/> 

<Value rdf: ID="T"/> 

</rdf: RDF> 

<! -- Created with Protege (with OWL Plugin 3.2.1, Build 365) 

http: //protege. stanford. edu --> 
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Appendix C 

An Overview on Argumentation in 

MAS 

This appendix briefly introduces some key notions in argumentation theory and its applicability in multi- 

agent negotiation and communication. The content of the appendix is mainly based on [2,100). 

CA Argumentation Theory 

The term "argumentation" has been introduced to computer science as a mean to give concepts and 

insights that help to understand what is going on when people argue and that yield us instruments to 

evaluate and help improve their practice. 
With interests in field such as philosophy, linguistics, and psychology, argumentation theory pro- 

vides techniques and results that have found a wide range of applications in both theoretical and practi- 

cal branches of artificial intelligence and computer science and recently it has been gaining increasing 

interest in the multi-agent systems research community. In particular, argumentation has made solid 

contributions to the theory and practice of multi-agent dialogues and negotiation. 
According to van Eemeren and colleagues [ 127], argumentation can be defined as : 

46 a verbal and social activity of reason aimed at increasing (or decreasing) the ac- 

ceptability of a controversial standpoint for the listener or reader, by putting forward a 

constellation of propositions intended to justify (or refute) the standpoint before a rational 
judge. " 

Argumentation can thus be seen as the principled interaction of different, potentially conflicting argu- 

ments, in order to arrive to a consistent conclusion. 
An argument, according to Walton [132] 
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"is a social and verbal means of trying to resolve, or at least to contend with, a conflict or 

difference that has arisen or exists between two (or more) parties. An argument necessarily 

involves a claim that is advanced by at least one of the parties. In an asymmetrical case, 

one party puts forward a claim, and the other party questions it. In a symmetrical case, 

each party has a clahn that clashes with the other partys claim. The claim is very often an 

opinion, or claim that a view is right, but it need not be. In a negotiation argument, the 

claim could be to goods or tofinancial assets. " 

Argumentation gives means for allowing an agent to reconcile conflicting information within itself, 

for reconciling its informational state with new perceptions from the environment, and for reconciling 

conflicting information between multiple agents through communication. It is for these reasons that 

argumentation has begun to receive great interest in the multi-agent systems community mainly as a 

vehicle for facilitating "rational interaction" (i. e., interaction which involves the giving and receiving 

of reasons). This is because argumentation provides tools for designing, implementing and analysing 

sophisticated forms of interaction among rational agents. 

In particular, argumentation has made solid contributions to the practice of multi-agent dialogues. 

Application domains include: legal disputes, business negotiation, labour disputes, team formation, sci- 

entific inquiry, deliberative democracy, risk analysis, scheduling, and logistics. It provides a framework 

for ensuring that interaction respects certain principles (e. g. consistency of each participants statements). 

Moreover, argumentation theory has recently attracted increasing interest in negotiation - the process 

by which a group of agents communicate with one to try and come to a mutually acceptable agreement 

on some matter. With argumentation-based negotiation, agents can generate and exchange -arguments to 

back up orjustify their negotiation stance. 
In the following we give a brief overview of the applicability of argumentation in agent communi- 

cation and agent negotiation. 

C. 2 Argumentation for Agent Communication 

Argumentation theory has been an inspiration for studying and formalising various aspects of agent 

communication. In particular, it has been a major inspiration for exploring different types of dialogues 

in MAS. Walton and Krabbe [134], for example, have identified a number of distinct dialogue types 

used in human communication, that has proved to be influential in the study of argumentation theory 

and its application to agent systems. All these types are characterised by their preconditions (in terms of 

participants beliefs) and the outcome that participants seek from the dialogue. This dialogue typology 

significantly affects how one should interpret, analyze or evaluate an argument. The classification is 

summarised below: 
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* Information Seeking: One participant seeks an answer to some question from another participant. 

The first participant believes that the second may have such answer. 

e Persuasion: Two (or more) participants have conflicting beliefs. One participants seeks to change 

another participants belief. 

9 Inquiry: A number of participants collaborate to reach an answer to some open question, that is, 

a question for which no one participant knows the answer. 

* Deliberation: A number of participants seek to decide on a course of action. 

9 Negotiation: A number of participants, with conflicting interests and a need to cooperate, attempt 

to reach agreement over the division of some scarce resources. 

In the formal specification of different types of dialogues, two main argu men tati on-theoretic con- 

cepts were adopted by the MAS community: dialogue gaines and argument schemes. Dialogue-ganics 

are interactions between two or more players, where each player makes a move by making some ut- 

terance in a common communication language, and according to some pre-defined rules known as a 

"dialogue game protocol". Such moves are exchanged by players until the dialogue terminates, accord- 

ing to some "termination rules". Example of dialogue-games -are [ 16,611. 

Another main inspiration from argumentation theory in MAS is the notion of an argumentation 

scheme. Argumentation scheme are schemes that capture stereotypical (deductive or non-deductive) 

patterns of reasoning found in everyday discourse. For example, Walton [133] specifies 25 argunien- 

tation schemes for common types of presumptive reasoning. The most useful aspect of argumentation 
schemes is that they each have an associated set of critical questions. These critical questions help iden- 

tify various arguments that can be presented in relation to a claim based on the given scheme. They 

provide a guidance for the generation of arguments and counter-arguirients in specific situations. Argu- 

mentation schemes also helps reduce the computational cost of argument generation, since only certain 

types of propositions need to be established. Example of argumentation schemas are the ToidnihisArgit- 

inent Scheina [ 121 ] and the argument scheme for practical reasoning proposed by Atkinson ct al. in [81 

C. 3 Argumentation-Based Negotiation 

Argumentation- Based Negotiation (ABN) has been proposed by Rahwan et al. [ 1001 in an attempt to aid 

resolution of conflicts through argumentation and to enable agents to negotiate more efficiently. ABN 
involves the use of additional constructs in offers exchanged so as to make these offers more attractive 
to an opponent and therefore reach an agreement faster. These constructs aim to provide additional 
information about the agents properties, resources, or attributes or about the offer made, that can reduce 
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the uncertainty about their action set and preferences (without revealing their exact preferences). In so 

doing, this information reduces the time to find an agreement by allowing the agents to search a small 

number of issues they value most. 

Thus, argumentation-based approaches to negotiation allows agents to exchange additional informa- 

tion, and to argue about their beliefs and other mental attitudes during the negotiation process. In the 

context of negotiation, Jennings et a]. [68] view an argument as a piece of information that may allow 

an agent to (a) justify its negotiation stance; or (b) influence another agents negotiation stance. Thus, in 

addition to accepting or rejecting a proposal, an agent can offer a critique of it. By understanding why 

its counterpart cannot accept a particular deal, an agent may be in a better position to make an alterna- 

tive offer that has a higher chance of being acceptable. Arguments can also allow an agent to influence 

another agents preferences by providing the latter with new information. This may make it possible to 

change the other agents preferences, or its perception of the negotiation space itself. 

In [100], the authors discuss, in detail, the essential elements of argumentation-based negotiation 
frameworks and the agents that operate within these frameworks. They provide the background mo- 

tivation for the need for such an approach by discussing the shortcomings of existing approaches to 

negotiation, including game-theoretic and lieu ristic-based approaches. They also give full details of a 

conceptual model of argumentation-based negotiation, which involve external elements (namely, the 

communication and domain languages, the negotiation protocol, and the information stores) and agent- 
internal elements (namely, the ability to evaluate, generate, and select proposals and arguments). The 

intuition behind argumentation-based negotiation is that agents may increase the likelihood and quality 

of an agreement by exchanging arguments which influence each others states. Additionally, it is stipu- 
lated that the exchange of arguments is sometimes essential to this process when various assumptions 

about agents rationality do not suffice. In making use of argumentation within a negotiation setting the 
designers of these models are aiding the conflict resolution process by enabling participating -agents to 

exchange arguments in an attempt to persuade their counterparts to cooperate more with them. 

This concludes our overview on argumentation theory in MAS. The interested reader is referred to 
[2,100] for a full account of argumentation and ABN. 
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Appendix D 

DINO - The Dynamic Ontology 

Lifecycle Scenario 

D. 1 Dynamic Integration of New Learned Knowledge in the DINO 

Framework 

In this appendix we give details on the integration of changing knowledge in data-intensive domains, 

within the DINO Framework. 

Its integration scheme (see Figure D. 1) details the usage of generic lifecycle's components - mainly 

the nego6ation and versioning - in the process of integrating learned ontologics into the collabora- 

tively developed ones. It includes the following components: the Ontology Learning Wrapper, Ontol- 

ogy Collaborative Development Portal, Ontology Alignment/Negotiation Wrapper, Ontology Reason- 

ing/Management Wrapper, Triple Sorter, Ontology Difference Wrapper and Natural Language (NQ 

Suggestions Generator. Each of these components, except the Ontology Alignment/Negotiation Wrap- 

per (see Section 7.4), are briefly described in the following sections. 

D. 1.1 Ontology Learning Wrapper 

In this phase, ontology construction relies on machine learning techniques to extract concepts and on- 

tological relations from structured and unstructured resources (white papers, documents, publications, 

etc. ). In the DINO framework-, this component is realised using the Text20nto [271, a framework for 

ontology learning from textual resources. Text20nto interfaces indirectly within the collaborative on- 

tology development portal based on MarcOnt Portal architecture (see Section D. I. 2). Configuration 

of the learning algorithms is set using a special user interface in the portal. The settings is used for 
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Figure 1). 1: Dynamic Integration Scheme. 

batch processing of the new resources fed to tile ontology learning component. The results ofone round 

of ontology learning - the OL ontology in Figure D. 1- are optionally evaluated or refined using the 1-ý 
Tex(2()iito contidence values and then passed to the At ignment/Negotiat ion Wrapper (see Section 

D. I. 2 Ontology Collaborative Development Portal 

The whole integration as well as the DINO frainework is based on the MarcOnt Portal architecture 1731 
In 

for collaborative ontology development. MarcOnt Portal is a part ol'a broader initiative aimed mainly 

at utilisation ot'various digital library development and maintenance effortsi. 

MarcOnt Portal offers dornain-independent ineans for efficient distributed and collaborative ontol- 

ogy development. It supports features like ontology editing. ontology versioning, voting on ontology L_ Zý 

changes and evaluation of these votes. The ontology versioning is supported by the SemVersion sys- 

tem [129]. The key elements of the DINO framework, that represent the various parts ofthe lifecycle, 

have being implemented into the portal's core, with access provided by respective new parts of'portal's CD 
user and administrative interfaces. 

The ontology being developed using the portal's collaborative interfaces is the master reference 

ontology, OAI. The ontology OAI, in Figure DA will be integrated With the OL Ontology resulting from 

the learning process. The tinal suggestions (see Section D. 1.6) will form a base I'or a ncxt version ofthe C, 
0, )vl ontolo,, gy submitted after the integration. 

'See http: //www. marcont org for more details on the whole MarcOnt Initiative. 
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D. I. 3 Ontology Reasoning/Management Wrapper 

Ontology Reasoning/Management Wrapper is used for merging the OL and 0Aj ontologies. The wrap- 

per uses Jena Ontology API. It merges the OL and 0, %f ontologies according to the statements in OAv 

preferring the lexical labels from the master OAf ontology. Moreover, the wrapper resolves possible 

inconsistencies caused by the merging. The resulting ontology 01 is passed to the Ontology Difference 

Wrapper. As the Jena ontology model is internally based on a graph/triple (RDF) structure, it allows to 

easily export an ontology in a triple format needed for the consequent wrapper (see Section D. 1 .4 
for 

details). 

Algorithm 6 describes the meta-code of the process arranged by the ontology merging and reasoning 

wrapper. Inconsistency resolution is effected by considering the assertions in the master 0, %f ontology 

Algorithm 6 Meta-algorithm of the merging and inconsistency resolution 
Require: OL, OAI, OA -ontologies in OWL format 
Require: getEqo - function selecting all assertions of type owkequivalentClass, owksaineAs, 

owkequivalentProl)erty 
Require: geffl. Af() - function returning wrapper combining a generic ontology manager and (incom- 

plete OWL Full) reasoner bound to the given ontology 

1: Otmp'ý-- COPY(OL) 
2: 01 4--- copy(OA1) 

3: R, &j -, - getRA4'(OAf) 
4: Rt,,, p 4-- getR. AY(Otp) 
5: RL getR. AI(OL) 
6: RA getR. AI(OA) 
7: R1 getRAI(OI) 
8: equivalencies i-- {owl - equivalentClass, owl sameAs, owl equivalentProperty) 
9: UNIFIED4- 0 
10: for id E getEq(OA) do 
11: Rt,, p. replaceLabels(id-OL, id. OAy) 
12: UNIFIED 4- UNIFIED u id. OA, 
13: end for 
14; R,, f +- cop? j(Rt,, ) 
15: for eq E Rt,, p. getAxiomsl4, it hLabels (UNIFIED) do 
16: Rj,, p. retractAxioms(eq) 
17: Ri. addAxioms(eq) 
18: end for 
19: RA-removeAxiomsOfType(equivaleiicies) 
20: Ri. addAxioms(Rtmp. getAllAxiomso) 
21-. Rj. addAxioms(RA. getAllAxiomsO) 
22: Ri. 7-esolveInconsistencies(Rref 
23: Ri augmentStructureo 
24: return 0, 

to be more relavant. Therefore the R,, f structure (see line 14 of the Algorithm 6), with the axioms of 
learned ontology, has been queried in the resolution process. 
The wrapper handles the following inconsistencies: 
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* sub-class hierarchy cycles: these are resolved by cutting the cycle by removing an owksubOassOf 

statement present in R,, f; 

e disjointness-subsumption conflicts: if classes are said to be disjoint and a sub-class relationship 

holds between them at the same time, the conflicting assertion indicated by R,, f is removed; 

e disjointness-instantiation conflicts: if an individual is said to be an instance of classes that are 

disjoint, the assertion indicated by R,, f is removed. 

When there are several removal candidate axioms involved in one inconsistency, the axioms are sorted 

according to the frequency of the respective subject/object labels (indicated by the underlying triple- 

based representation of the ontology) in the Rr, f reference structure. The axioms with least over-III 

frequency are removed until the inconsistency is resolved. The conflicting assertions which originate 

from the OA, master ontology are kept for the users. 

The function aug? nentStructureo attempts to complete the structure of learned axioms using 

the more precise and complex knowledge in the 0, &, master ontology. Currently, augmentation of 

owksubOassOf and instantiation relations using rdfs: domain and rdfs: range assertions in property def- 

initions from OA, ontology is taken into account. Note that it is possible to include even the "equal" 

labels from the learned ontology, by removing the renaming and subtractions in lines 10-16 and 19 on 

the algorithm 6 and include the respective equality statements frorn OA into 01, together with respective 

axioms from OL. The decision depends on users - whether they want to prefer the labels from master 

ontology or not (e. g. when looking for possible unknown synonyms of important terms from OAI in 

domain resources; this could be useful for example in the medicine domain when performing the task 

of identifying different names for the same drugs and/or proteins). 

D-1.4 Ontology Difference Wrapper 

An extension of a master ontology 01,1 by elements contained in the merged and refined ontology 01 

corresponds to the differences between them. The differences are discovered by means of the SemVer- 

sion library [128], which is interfaced within this wrapper. In particular, the possible extensions arc 

equal to the additions 01 brings into 0, &j. The extensions are computed from the triple-based represen- 

tation of 0, and OA, ontologics, and then passed to the triple sorter. 

D-1.5 Triple Sorter 

The addition triples passed to this component form a base to the eventual suggestions for the domain 

experts. However, the number of additions can often be quite large, so an ordering that takes a relevance 

measure of possible suggestions into account is also needed. Thus, the suggestions with low relevance 
level when presenting the final set to the users are eliminated. 
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This is achieved by the implementation of a method based on string subsumption and Levenshtein 

distance [761. These two measures are used within relevance computation by comparing the predicate, 

subject and object lexical labels of a triple to two sets (Sp, S,, ) of words, provided by users. The Sp 

and S,, sets contain preferred and unwanted words respectively, concerning the lexical level of optimal 

extensions. The general structure of the sorting function is given in Algorithm 7. 

Algorithm 7 Meta-algorithm of relevance-based triple sorting 

Require: TRIPLES - list of triples 
Require- PREF = JSp, S,, ) - user preferences 

1: HASH = 11 
2: for TE TRIPLES do 
3: HASH [getScore(T, Sp, S,, )] +-- T 
4: end for 
5: return sort(HASH) 

The getScoreo function is given by the formula: 

getScore(T, Sp, S,, ) = rel(T, Sp) - rel(T, S,, ), 

where rel(T, S) is a function measuring the relevance of the triple T with respect to tile words in 

the set S. The higher the value, the more relevant the triple is. Tile function2 naturally measures tile 

"closeness" of the P, S, 0 labels to the set of terms in S,,,. The value of I is achieved when tile label is 

a direct substring of or equal to any word in S,, or vice versa. When the Levenshicin distance between 

the label and a word in S,, is lower than or equal to the defined threshold t, the relevance decreases 

from 1 by a value proportional to the fraction of the distance and t. If this is not the case (i. e. (lie label's 

distance is greater than t for each word in Stv), a similar principle is applied for possible word-parts of 

tile label and the relevance is further proportionally decreased (the minimal possible value being 0). 

D. I. 6 Natural Language Suggestions Generator 

The DINO framework is supposed to be used primarily by users who are not experts in ontology en- 

gincering. Although the MarcOnt Portal [73] already offers a very simple ontology editing interface, 

further development has been done for helping the user in ontology augmentation by the learned knowl- 

edge. Therefore the suggestions are produced in the form of very simple natural language statements. 
These are obtained directly from the sorted triples passed to this component, using a minor modification 

of the generation process described in CLIE [118]. The suggestions are still bound to the underlying 

triples, therefore the user can easily add the respective OWL axioms into the new version of the 0, %j 
master ontology without dealing with the OWL syntax itself. 

2 For more information about the relevance function and complexity analysis (which is in feasible class of 0(m log(m)) with 
respect to the number of triples), the reader is referred to [92]. 

158 



The description of the system found in this appendix partly occurs in [93,95,941 with is co-authored 
by Vit Novacek. 
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