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Abstract

Open distributed computing applications are becoming increasingly commonplace nowadays. In many
cases, these applications are composed of multiple autonomous agents, each with its own aims and ob-
jectives. In such complex systems, communication between these agents is usually essential for them
to perform their task, to coordinate their actions and share their knowledge. However, successful and
meaningful communication can only be achieved by a shared understanding of each other’s messages.
Therefore efficient mechanisms are needed to reach a mutual understanding when exchanging expres-
sions from each other’s world model and background knowledge. We believe the de facto mechanisms

for achicving this arc ontologies, and this is the area explored in this thesis [88].

However, supporting shared understanding mechanisms for open distributed applications is a major
research challenge. Specifically, one consequence of a system being open is the heterogeneity of the

agents. Agents may have conflicting goals, or may be heterogeneous with respect to their belicfs or their
knowledge. Forcing all agents to use a common vocabulary defined in onc or more shared ontologies

is, thus, an oversimplified solution, particularly when these agents are designed and deployed indepen-

dently of each other.

This thesis proposes a novel approach to overcome vocabulary heterogeneity, where the agents dynam-
ically negotiate the meaning of the terms they use to communicate. While many proposals for aligning
two agent ontologics have been presented in the literature as the current standard approaches to resolve
heterogeneity, they are lacking when dealing with important features of agents and their environment.
Motivated by the hypothesis that ontology alignment approaches should reflect the characteristics of
autonomy and rationality that are typical of agents, and should also be tailorcd to the requircments of
an open environment, such as dynamism, we propose a way for agents to define and agree upon the
semantics of the terms used at run-time, according to their interests and preferences. Since agents are
autonomous and represent different stakeholders, the process by which they come to an agreement will
necessarily only come through negotiation. By using argumentation theory, agents generate and ex-

change different arguments, that support or reject possible mappings between vocabularies, according

SalSalenilink . - T iyl A e, - —



to their own preferences. Thus, this work provides a concrete instantiation of the meaning negotiation
process that we would like agents to achieve, and that may lead to shared understanding. Moreover,
in contrast to current ontology alignment approaches, the choice of a mapping is based on two clearly
identified elements: (i) the argumentation framework, which is common to all agents, and (ii) the pret-
ercnce relations, which are private to each agent.

Despite the large body of work in the arca of semantic interoperability, we are not aware of any research

In this area that has directly addressed these important requirements for open Multi-Agent Systems as

we have done 1n this thesis.
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Chapter 1

Introduction

“Communicate, communicate, and then communicate some morve.”

-Bob Nelson

The aim of this thesis is to investigate how to achieve shared understanding benwveen agents in an

open Multi-Agent System, using ontologies, in a way that conforms to the characteristics of agents and

is tailored to the requirement of their environment.

The rest of this chapter is structured as follows. We start with an extended outline of the background
and scope of the thesis in Section 1.1, focusing on the open problems and challenges that motivated

us. In this context, we summarize the main goals and point out the main contributions of the thesis in

Section 1.2, In Section 1.3, the structure of this thesis is presented as a guide for readers.

1.1 Background and Motivation

A wide varicty of computer applications are open distributed systems in which components are spread
throughout a network, in a decentralised control regime, and are often subject to continuos change
throughout the system’s lifetime. Examples include the Grid [62], Pecr-to-Peer computing [103], the

Semantic Web [17] and pervasive computing environments [106]. Such open distributed systems are

typically composed of various stakcholders, each with their own, possibly conflicting, interests and pref-
erences. Therefore, there is a need to have autonomous components, that represent these stakeholders,
and act and interact in flexible ways in order to achieve their design objectives in uncertain and dynamic
cnvironments. Given this, agent paradigm has been emerged as the natural computation model for such

systcms [68]. More specifically, the agent paradigm allows the decomposition of large, complex, and

distributed systems into a number of autonomous entities that can interact with each other in order to



achieve their individual objectives [68]. Thus, open distributed systems can be modelled as open multi-
agent systems [91], that are composed of autonomous agents that can join and leave at any time, undergo

continual change and can be developed by different parties. In such systems, it is usually not possible
for agents to possess complete a priori information about other agents within the system, simply because
such information will initially be unavailable or too costly to obtain. As was pointed out by Hewitt and

dc Jong [60] the only thing that the components of an open system have in common is their ability to
communicate.
Achieving successful communication in open multi-agent systems requires that the agents share a

standard agent communication language, e.g., KQML [48] and FIPA ACL [1]. Citing Luck, McBurney
and Preist [79]:

“Powerful agents need to be able to communicate with users, with customers, with system
resources and with each other if they are to cooperate, collaborate, negotiate and so on.

Common agent languages hold the promise of diverse agents communicating to provide

more complex functions across the networked world. Indeed, as agents grow more powerfil,

their need for communication increases.”

However, sharing a common communication language is not cnough. Agents should also share a com-
mon understanding of the vocabularies to be used to represent the knowledge being communicated.
Thus, agents need a language for representing the knowledge, i.e. the content language. It has been
long accepted [54, 114] that a such particular role is designed to be played by a common ontology,
which is expected to provide the definitions of the vocabularies used by agents to describe the world.
A common ontology would guarantee that any concept, object, or entity has a uniform meaning across
agents even if different agents use different names to refer to them. Therefore, an ontology will provide
a common understanding - the conceptual framework of knowledge - to be shared between agents.

The use of explicit ontologies in the multi-agent systems rescarch community has become widely recog-
nized as having great benefits for the integration of disparate and distributed information sources to form
an open, extensible and loosely coupled agent system. Industry initiatives such as OMG Model Driven
Architecture', UDDI? and BizTalk® provide both an opportunity and a challenge to the agent research
community to demostrate the benefits that ontology and knowledge-level communication bring and the
potential business applications of their technology. In addition, the development of research fields such
as the Semantic Web (SW), will bring a renewed focus within multi-agent research community on the

development of explicitly modelled ontologies and tools and the infrastructure to support their use. For

this reason, the Semantic Web is the enviroment we focus on primarily in this research.

Achieving shared understanding for open distributed applications is a major research challenge.

"hitp:/iwww.omg.org/mda.
*http://www.uddi.org/.
3hllp:l/biztalk.org.
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Specifically, in an open multi-agent system, agents are often committed to different ontologies which are

designed for different purposes and owned by different stakeholders, who profit from their interactions in

the virtual world. The pre-existence of such a shared vocabulary cannot be guaranteed or even expected,
not only because it would result in assuming a standard content vocabulary for all agents (and thus

violate the dynamics of open environments); but also because it does not take into account the conceptual
requirements of agents that could appear in future. Thus, as pointed out by Uschold [122], a fundamental
problem to take into consideration in agent communication is that caused by the heterogeneity of the

underlying knowledge sources, or ontologies. Moreover, apart from different ontologies, each agent has
its own set of goals, which this can lead to self-interested behaviour, and its own business logic.

Consider for instance electronic market places in which agents from different origins are put together to
interact with each other in business environments. Agents in such systems might have been implemented

in different institutions by different programmers, and will typically employ different ontologics to

represent information, such as different currencies to denote prices and so on.

Against this background, this thesis deals with the problems of how to achieve, in a dynamic fash-
ion, shared understanding that conforms to the characteristics of agents and is applicable to open and
dynamic environments, where it is expected that agents’ ontologies are different.

Here, shared understanding between agents is concerned with having a common meaning attached to
the elements of an entity as well as to their relationships in their ontologies. The semantics of this com-
mon meaning should be sufficient for the agents to carry out their tasks, cven when their ontologics arc
different,

Typically, the interoperation between these agents is based on the reconciliation of their heterogeneous
views, which is accomplished by aligning the diverse ontologies associated with the agents composing

the system. An alignment between the ontologies is a set of mappings between the concepts, propertics,

and relationships in the agents’ ontologies. Citing Sampson [105]:

"Ontology alignment is one prerequisite towards enabling interoperability between agents

or services that use different ontologies. It is necessary that these agents align their ontolo-

gies to enable data exchange at the syntactic and semantic level”.

In the context of open multi-agent systems - where agents cannot have a priori knowledge about the

ontologies of other agents in the system, and where these ontologics are often private - a middle com-

ponent that provides the alignments is often indispensable to agent systems.

The use of external alignment services that agents can invoke to obtain and store possible mappings

between two ontologies has been proposed by Euzenat in [42). The mappings might originate from

independent mapping engines that employ differing algorithms to calculate them.

However, the availability of such external services and the approaches to ontology alignments them-

selves provide only a partial solution to achieving shared understanding between open agents, since
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they are lacking when dealing with important features of agents and their environment.

First, ontology mappings may only be suitable in a certain context. For a given context, agents might
have different and conflicting perspectives; i.e. interests and preferences; on the acceptability of a can-
didate mapping, each of which may be rationally acceptable. This may be due to the subjective nature of

ontologies, to the circumstances and the requirements of the alignment and so on. For example, an agent
may be interested in accepting only those mappings that have linguistic similarities, since its ontology
iIs too structurally simple to realise any other type of mismaich.

In addition, in most of the approaches to ontology alignment, the generation of ontology mappings 1s
often a step-wise process that includes the definition of an initial alignment, the training of some exam-
ples, and that invariably involves some form of interpretation of preliminary results. Therefore, they are
most effective when used to support semantic interoperation at design time, and in closed or partially
open environments, where the actors involved are often already known, ontology changes are controlled
and thus the alignments can be established before any agent interaction. However, in open environment
the above conditions are not satisfied. In thesc systems, the communication pattern is highly dynamic,
thus any decision on the acceptability of these mappings should be made dynamically (at run time), duc
to the fact that the agents have no prior knowledge of the existence or constraints of other agents.
Given these lacunae, the motivating hypothesis behind this thesis is that approaches to overcome the
problem of communication between heterogeneous agents should also reflect the characteristics of au-
tonomy and rationality that are typical of agents [141] and take into account the requirements of the
environment. Thus, it is desirable for agents to have the ability to define and agree upon the seman-
tics of the terms used at run-time, according to their interests and preferences. Since the agents are
autonomous and represent different stakeholders, a way by which they can come to an agreement is

through a negotiation process [3].

For this reason, the main contribution of this thesis is to advocate an approach in which agents dynam-
ically negotiate the meaning of the terms they use to communicate. Particularly because the agents are
autonomous and cannot be assumed to be benevolent, agents must try to convince each other, by ar-
guments, to accept one mapping rather than another, and negotiation is thus critical for managing such
inter-agent dependencics, We term the framework mapping-oriented argumentation, since it involves
negotiation about the mappings between vocabularies, by argumentation theory. In our argumentation
approach, agents generate and exchange different arguments, that support or reject possible ontology
mappings, according to its preferences and interests. The set of potential arguments are clearly identi-
fied and groundeq on the underlying ontology language, and the types of mappings supported by any
such arguments are clearly specified. A valuc-based argumentation framework [15] is used to express

agents’ preferences between the categories of arguments built on the types of mappings and which are

specific to the matching task and on the ontology semantics.



Thus, this work provides a concrete instantiation of the meaning negotiation process that we would

like agents to achieve, and that may lead to shared understanding.

1.2 Research Aims and Contributions

In this section we summarize the aims and objectives of this thesis and the contributions to the state of

the art that were made to achieve them.

The intent of this thesis is to provide solutions that enable mutually consistent understanding of

shared information between agents in an open and distributed environment.

To this end, we set out to achieve the following objectives:

» A prerequisite for improving the state of the art in semantic interoperability in MAS is to have a

good understanding of this process. In particular, it is important to identify the requirements that

these approaches should fulfill.

o Develop a comprehensive model for open multi-agent systems that overcomes the problems con-
cerning the communication between agents committed to different ontologies; the model needs

lo reflect the characteristics of autonomy and rationality of agents; and should be tailored to the

requirements of an open environment.

According these objectives, the main research direction investigates an approach in which agents

dynamically negotiate the meaning of the terms they use to communicate. Thus, the novel contributions

of the thesis are the following:

e We identify the requirements for achieving shared understanding between agents in open MAS.
Despite the large body of work in the area of semantic interoperability in MAS and SW, few ef-
forts are directed towards identifying requirements for these environments. We are only aware
of the requirements stated in [125]. Based on our experiences when working with open and dis-

iributed systems, we identified a sct of requircments that the mechanisms for semantic intcroper-

ability should fulfil. While non-exclusive, our list of requirements complements the requirements

brought forward by the community so far.

o We extend the notion of reaching agreement through automated argumentation-based negotiation

(.e. without human intervention) over ontology mappings between heterogeneous agents. Thus,

rather than assuming that agents are restricted to using traditional mapping algorithms that are

only effective when used at design time, we arguc that an ontology mapping should be decided at

run-time, so that they can be tailored to reflect the agent’s context and tasks.

We present a way by which agenis can express their preferences over the types of mappings they

use when aligning the ontologies. The approach uses an argumentation framework that allows




the agents to reach an agrecment on those mappings that are mutually acceptable, because they
are mappings that cannot be refuted by any agents involved in the negotiation. In contrast to

current ontology alignment approaches, the choice of alignment is based on two clearly identified

clements: (i) the argumentation framework, which is common to all agents, and (ii) the preference

relations which are private to each agent.

e We implement a proof of concept of an argumentation-based mapping framework in order to

demonstrate its applicability and effectiveness in inter-agent communication.

¢ We demonstrate the benefits of using argumentation-based negotiation for choosing mappings and

show that they enable agents to communicate more efficiently than using the current alignment

approaches.

Despite the large body of work in the area of semantic interoperability, very few efforts have directly

addressed these important requirements for open MAS as we did in this thesis.
Note that the work presented in this thesis is confined to a problem in Artificial Intelligence (Al),
specifically: the supporting of intcroperability in distributed and open systems. Even though we draw

on concepts from agent negotiation and the theory of argumentation, we do not make a contribution to

these areas.

1.3 Thesis Structure

This thesis describes the techniques and tools developed in meeting the aims described previously. The
thesis is divided into 4 parts, which are [urther divided into 8 chapters and there are appendices. Part
I presents the background and the context of our research, which is relevant to the contributions we
present in this thesis. Part II describes the proposed argumentation framework and explains how it is

going to be applied for distributed heterogencous agents settings. Part 11T describes the implemented

tool and evaluates its applicability. Finally, Part IV underlines the main results, concludes the thesis and

discusses future work. The appendices provides technical information.

A more detailed explanation of the structure of this thesis is depicted as follows:

Chapter 1 is this chapter in which we have defined the motivation of this thesis and the background

which on this thesis is based.

Chapter 2 addresses the wide field of Multi Agent Systems. We review the definitions of Agent and
Multi-A gent System and discuss their main features. It gives an overview of agent interoperation
in open and dynamic environments, while emphasizing the relation with the area of the Semantic
Web. It further discusses agent communication, introducing the reader to the connection between

agents and knowledge sharing in order to understand the role of ontology for the next chapter.



Chapter 3 contains an introduction to the ontologies and the most important related concepts that have
been considered in this work. First, it reviews the different meanings that the term “‘ontology”

takes in Artificial Intelligence and Computer Science. Then, it discusses suitable representations

of ontologies.

Chapter 4 outlines in details the problem of semantic heterogeneity between different ontologies. First,
it introduces the role of ontology for agent communication, introducing the problem of scman-
lic heterogeneity in open and dynamic Multi-Agent Systems. Then, it discusses how ontologies
may differ by a classification of the different types of mismatches. Further on, it sketches ontol-
ogy alignment as the current proposal in the literature for achieving interoperability. Ontology
alignment is based on the ability to find the set of mappings between the concepts, properties,
and relationships in the ontologies. It briefly surveys a general classification of different ontol-

ogy alignment methods. Finally, it reviews a selection of proposed solutions, showing how the

importance of reconciling heterogeneous ontologies has evolved in recent years, with a particular

emphasis on their applicability in open MAS.

Chapter §, following the considerations from the previous chapter, introduces and motivates our argu-
mentation based approach. While many proposals for aligning ontologies have been presented
in the literature, most of them do not address important requircments and issues inherent for the
agent community. The resulting alignment may not be satisfactory to the agents, and thus can
become the object of further negotiation between them. The chapter proffers the use of argumen-
tation over ontology mappings as an approach that may lead to shared understanding between
heterogeneous agents. It introduces the arguments and how to reason about thesc arguments in
an specific argumentation framework - the Value-Based Argumentation framework, designed to
accommodate participants with different preferences. It defines the notion of agreed and agree-

able alignments for agents, and proposes a procedure to find them. The chapter concludes with

the description of an argumentation ontology used to represent the arguments.

Chapter 6 discusses in detail the MAS architecture, the argumentative agents and their capabilities for

argument generation to support our argumentation framework. Morcover, it proposes a protocol

for evaluating the acceptability of a mapping.

Chapter 7 discusses the implementation of the proposed framework, followed by the evaluation and
applicability of the framework. A number of experiments are presented and discussed. The
implementation is evaluated on pre-defined test cases by comparing the results of the methods

to human judgement. The chapter concludes with a presentation of a pilot study. The pilot

study describes the application of our framework in a specific scenario: the lifecycle for Ontology

development process.



Chapter 8 presents some conclusions and identifics some open issues that are belicved to deserve future

work.

The thesis also includes four additional elements as appendices. Appendix A provides a summary
of the OWL Lite and OWL DL language features. Appendix B shows the OWL version of the Argu-
mentation Ontology, that models arguments for and against potential ontology mappings. Appendix C
presents an outline of argumentation in MAS. Appendix D presents more details of the DINO frame-

work, its architecture, and functional requirements.

Some of the content presented in this thesis has been previously published, or accepted for publica-

tion, as follows:

e V. Novacek, L. Laera and S. Handschuh. Aiding the Data Integration in Medicinal Settings by

Means of Semantic Technologies. In Proceedings of the International Workshop on Making Se-

mantics Work for Business at ESTC 2007, Vienna, Austria, 2007.

o V. Novacek, L. Laera and S. Handschuh. Semi-Automatic Integration of Learned Ontologies into

a Collaborative Framework. In Proceedings of the First International Workshop on Ontology

Dynamics at ESWC’07. June 2007 Innsbruck, Austria.

e V. Novacek, L. Lacra and S. Handschuh. Dynamic Integration of Medical Ontologies in Large
Scale. In Proceedings of the First International Workshop on Health Care and Life Sciences Data

Integration for the Semantic Web at WWW20007. May 8, 2007 Banff, Alberta, Canada.

e L. Lacra, 1. Blacoe, V. Tamma, T. Payne, J. Euzenat and T. Bench-Capon. Argumentation over

Ontology Correspondences in MAS. In Proceedings of the Sixth International Joint Conference

on Autonomous Agents and Multi-Agent Systems (AAMAS 07). Honolulu, Hawaii, pages 1285-
1292, 2007 .

e V. Novacek, S. Handschuh, L. Lacra, D. Maynard and M. Voelkel. Dynamic Ontology Lifecycle
Scenario in Translational Medicine. In Proccedings of the Fifth European Conference of Com-

putational Biology (ECCB 2006) - Book of Abstracts, pages 31-35. Eilat, Isracl. 2006

L. Laera, V. Tamma, J. Euzenat, T. Bench-Capon, and T. Payne. Agents arguing over Ontology

Alignments. In Proceedings of the Fourth European Workshop on Multi-Agent Systems (EUMAS
06), Lisbon, Portugal.

e L. Lacra, V. Tamma, J. Euzenat, T. Bench-Capon, and T. Payne. Arguing over Ontology Align-

ments. In Proceedings of the Workshop on Ontology Matching (OM-2006) at ISWC’06. Athens,
GA, USA, November 2006.



L. Laera, V. Tamma, J. Euzenat, T. Bench-Capon, and T. Payne. Reaching Agreement over On-

tology Alignments. In Proceedings of the Fifth International Semantic Web Conference (ISWC

2006), LNCS 4273, pages 371-384, Athens, GA, USA, November 2006.

L. Laera, V. Tamma, T. Bench-Capon, and J. Euzenat. Agent-based Argumentation for Ontology
Alignment. In Proceedings of the International Workshop on Computational Models of Natural

Argument (CMNA 2006) at ECAI’06. Riva del Garda, Italy, September 2006.

L.Lacra. Resolving Semantic Heterogeneity in Rule-Enabled Ontologies. In Proceedings of

KnowledgeWeb PhD Symposium 2006 (KWEPSY2006) Budva, Montenegro, 17th June 2006.

L. Laera and V. Tamma. The Hitchhiker’s Guide to Ontology Editors. AgentLink Newsletter Issuc
18.

L. Laera, V. Tamma, T. Bench-Capon. SweetProlog: A system to integrate Ontologies and rules.

In Proceedings of the Fourth International Semantic Web Conference (ISWC 2005) (Poster), Gal-
way, Ircland, November 20085.

L. Laera, V. Tamma, T. Bench-Capon, and G. Semeraro. SweetProlog: A System to Integrate On-
tologies and Rules. In Proceedings of the third Workshop on Rules and Rule Markup Languages
for the Semantic Web, LNCS 3323, pages 188-193, Hiroshima, Japan, November 2004.
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Chapter 2

Autonomous Agents and Agent

Communication

In this chapter we introduce the fundamental principles behind Agents, Multi-Agent Systems and Agent

Communication. It is not our intention to give a complete overview of the wide field. Rather, we will

restrict ourselves to those aspects that are relevant for the current investigation.

First, we review the definitions of Agent and Multi-Agent System in Sections 2.1 and 2.2. We focus
on Open Multi-Agent Systems in Section 2.3. This section is especially relevant for this thesis as it
deals with agent interoperation in large scale open and distributed systems such as the Semantic Web.
Section 2.4 discusses agent communication and introduces the reader to the connection between agents

and knowledge sharing in order to understand the role of ontologies discussed in the next chapter.

2.1 Whatis an Agent?

The increasing complexity of distributed computer systems has led rescarchers to utilise various tools
of abstractions in order to improve the software engineering process. However, the requirements of an
increasing number of computing scenarios go beyond the capabilities of traditional computer science

and software engineering abstractions. In particular, four main features distinguish future software

systems from traditional ones:

I. Situatedness. Software components execute in the context of an environment, which they can

influence and be influenced by;

2. Openness. Software systems are subject to decentralised management and can dynamically change

their structure, and thus be heterogeneous:;
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3. Locality in control. Software systems components represent autonomous and proactive loci of

control;

4. Locality in interactions. Despite living in a fully connected world, software components interact

according to local (geographical or logical) patterns.

Examples of these distributed systems include the Grid [62], peer-to-peer computing [103] and the
Semantic Web [17]. Their characteristics have led to the emergence of a new paradigm in computing:
the agent paradigm. Indeed, an increasing number of computer systems are being viewed in terms of
multiple, interacting autonomous agents. This is because the multi-agent paradigm offers a powerful

set of metaphors, concepts and techniques for conceptualising, designing, implementing and verifying

complex distributed systems.

So, what are these agents and what is all this fuss about?

During the past years, quite a few rescarchers have attempted to define the notion of an agent [49).
Indeed, as Shoham points out in [108], there are so many diverse definitions of “agent” that the term 1s
almost meaningless without reference to a particular concept of agent.

In this section, we review the most relevant definitions proposed in the literature, and we will discuss

the main features of an agent that are relevant for the purpose and context of this work. The scction ends

with our definition of agent that will be used throughout in this thesis.

The most influential definitions are probably the “weak notion” and the “strong notion” of an agent, de-
fined by Wooldridge and Jennings in [141]. The weak notion defines an agent as a hardware or software
based compuler that is a autonomous, reactive, pro-active and has social ability. The most important
feature that differentiates an agent system from other computer systems is the autonomy: an agent 1s
able to set its own goals, based on its motivations [28], and to choosec a way to achicve those goals. In-
formally, autonomous action involves carrying out action without human intervention and autonomous
decision involves adapting their responses (e.g., accept or reject incoming messages) to dynamically
changing environment conditions and other agent’s behaviors. This implics that an agent system 1S ¢x-
pected to have more robust behaviour such as recovery from failure and more reliable behaviour such
as coping with an uncertain and changing environment. Autonomy is essential for situated agents, that
1s agents situated in an environment shared by other agents; which are able to sense their environment
and carry out actions in that environment. Examples of environments in which agents may be situated

include the physical world, a user, a socicty of agents or the Semantic Web.

The properties reactivity, pro-activeness and social ability together determine the degree of {lexibil-
Ity of an agent;

* Reactivity of an agent refers to its ability to perceive their environment; and to react, presumably

In a sensible way, to unexpected situations arising in its environment;
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e While an agent is, by its autonomy, able to set its own goals, its pro-activeness ensure that it will

actually do so. Thus, an agent takes the initiative and create opportunities to pursue its goals

instead of merely reacting to its environment;

e An agent’s social ability enables it to interact and cooperate with other agents in ils environment,
in order to satisfy its design goals. The social ability goes beyond exchanging binary code, but
is more related to the human world, in terms of sharing resource and goals, and thus it includes

situations where an agent can negotiate and cooperate with others.

The recader may have noticed that the weak notion of agent applies to human beings to a large extent:
humans are generally assumed to be autonomous, situated in their society and socially able. This is of
interest to our investigation since the same concept can be theoretically used both for the analysis of
(exiting) human procedures and the analysis of automated systems consisting of software agents'.

Wooldridge and Jennings have also defined, in the same paper, a stronger notion of agent:

66

. an agent to be a computer system that, in addition to having the properties identified
above, is either conceptualised or implemented using concepts that are more usually ap-

plied to humans. For example, it is quite common in Al to characterise an agent using

mentalistic notions, such as knowledge, belief, intention, and obligation. ™

Under the strong notion, an agent is ascribed mental states, including beliefs, knowledge, intentions,
goals, commitments and obligations. The behaviors of the agent are described using these mentalistic

notions. Depending on the application only a subsct of these will be employed.

In its more common and simpler version, an agent can be thought of as a state machine [66]. Every
state describes the situation in which the agent currently is in cach time and the agent decides the action
to fulfill on the basis of its current state. The execution of an action causes a state transition, The actions

can be inside actions or communicative acts [102]. The inside actions are directed to modify the state of

the same agent, to interact with not-agent software (the so-called sensors and actuators), and to interact
with human consumers. The communicative acts arc rclated to the messages exchanged with the other
agents (dispatch or receipt of messages). As a conscquence, to describe an agent means to describe its
state machine, 1.e., its states, its actions and the messages, which it can reccive and send. An agent, n
Its more general version, is able to work in parallel, i.e., it can exchange messages with more than one
agent simultancously. This slightly complicates the formal description of an agent, but the intuition is

substantially unchanged.

Before concluding this section, it is worth presenting the definition of agent of Frankling and
Graesser [49]:

Chapter 7 shows that the main ideas presented in this thesis can be equivalently applicd to humans and software agents,
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“An autonomous agent is a system situated within and a part of an environment that senses

that environment and acts on it, over time, in pursuit of its own agenda and so as to effect

what it senses in the future.”

This definition emphasises situatedness and continuity of an agent and requires that there is some kind
of feedback: the action of an agent should affect future observations of the agent. Both continuity as

well as the feedback requirement help to distinguish agents from ‘ordinary programs’.

The definitions presented here have shown that the term “agent” can be understood differently depend-
ing on the focus of research and the context. However, in this thesis, the definition of an agent that we

will throughout is adapted from Wooldridge and Jennings [141], which ensures the ability of the agent

to communicate, negotiate and pursue a specific goal:

“An agent is a computer system, situated in an heterogeneous computing environment, ca-
pable of flexible autonomous decisions in this environment in order to meet its design ob-

jectives, and able to interact and negotiate with other agents according to some interaction

mechanism as a means by which agents are able to exchange information, resolve their

conflicts and reach agreements. ”

2.2 Multi-Agent Systems

Agents are abstraction tools and as such they are increasingly seen as a most well established and
promising approach to develop complex distributed computing systems, known as Multi-Agent Systems
(MAS). A Multi-Agent System is defined as a loosely coupled network of agents that work together
as a socicly aiming at solving problems that would generally be beyond the reach of any individual
agent [38]. This definition is the general definition that is usually given in the major part of articles

and inherited from the field of distributed planning. More recently, the term “Multi Agent System™ has

come to have a more general meaning, and it is now used to refer to all types of systems composed of
multiple (semi-) autonomous components [68]. In general, the MAS approach advocates decomposing
problems in terms of autonomous agents that can engage in flexible, high level interactions, and this
way of decomposing a problem aids the process of engineering complex systems [67].

According to [117], the main characteristics of a Multi-Agent System are that:

e cach agent has incomplete information or capabilities for solving the overall problem tackled by

the system and, thus, has a limited viewpoint;

e there is no global control in the system: the collective behaviour is the result of social rules and

Interactions and not of a supervising central authority;
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e resources are decentralised: resources needed for the completion of the tasks assigned to the

system are divided and distributed.

Thus leads to the recognition that a MAS is not a simple set of agents put together in a common environ-
ment, but a real organization with social rules and interactions allowing cooperation and collaboration

to resolve problems that centralized systems (as intelligent as they can) would not have resolved.

But what advantages does MAS offer and in what circumstances is it useful? In agreement with
Sycara [117], the most important reason to use MAS is to solve problems that are too large for a cen-
tralized agent because of resource limitations or the sheer risk of having one centralized system that
could be a performance bottleneck or could fail at critical times. Moreover, different and distributed

organizations with different (possibly conflicting) goals, proprictary information and expertise might
benefit from a multiagent system in order to handle their interactions. However, there are also several

reasons to use MAS cven in domains that could conceivably use systems that are not distributed. Having

multiple agents could speed up a system’s operation by providing a method for parallel computation, for

instance. Furthermore, the parallelism of MAS can help deal with limitations imposed by time-bounded

reasoning requircments.

Applications built upon MAS currently cover a wide number of arcas including clectronic com-
merce, information management, health care, process control, electronic games, manufacturing , and so

on. For example, their application within industrial scenarios include tasks such as [13]:

e automated trading in online marketplaces;

o simulation and training applications in defence domains;

¢ network management in utilities networks;

user interface and local interaction management in telecommunication networks;
schedule planning and optimisation in logistics and supply-chain management;

o control system management in industrial plants (such as steel works);
stmulation modeling to guide decision-makers in public policy domains.

A common feature for the success of these applications is that agents have to interact with other agents
to perform their tasks.

Before moving on to the details of how agents interact, first we need to distinguish between two
main classes of MAS [144]:

e distributed problem solving systems in which the agents are explicitly designed to cooperatively

achieve a given common goal in a benevolent fashion;
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e open systems in which agents are not necessarily co-designed to share a common goal and can

dynamically leave and enter the system and may not be benevolent.

In the former case, all agents are known a priori and benevolent to each other and therefore, they can
trust one another during interactions. This class is also known as closed Multi-Agent System in which

the set of agents is predefined by the entity that sets up and controls the system. However, the real utility

of Multi-Agent Systems lies in the potential of open agent systems.

In order to identify the problem areas handled in these systems, which is one of the requirements of

this thesis, the next step is to further investigate open MAS. This is the subject of the next section, which

establishes the characteristics of these systems, and examinates how these characteristics arc suited to

the Semantic Web environment.

2.3 Open Multi-Agent Systems

In this section we briefly summarize the main features of agents in open MAS, before turning to a de-

tailed description of a specific open enviroment: the Semantic Web.

Open MASs are defined as systems in which agents can freely join and leave at any time and wherce

agents operate independently towards their own goals.

In these systems, not all relevant propertics of the agents are known at design time (e.g., agent archi-
lecture, personal beliefs and goals), and their properties might be (intentionally) hidden or dynamic
(black-box character). Agents can change over time and, usually they exhibit self-interested behavior.

Here, the notion of self-interest means that an agent will act in a manner which maximises its own utility

given its own goals. In addition, agents are often not designed and developed by the same group, nor do

they represent the same stakeholders, and may follow different policies or objectives. All these features

imply that an open MAS has to deal with the following three possible modifications of its composition:

e Addition of an agent to the Multi-Agent System. For example, an agent can be added to provide

new capabilities or for supporting a complex task (in this case a new agent could be created to

solve one or more subtasks of a given main task).

e Removal of an agent from the Multi-Agent System. For example, an agent can leave the commu-

nity when its goals have been satisfied.

e Evolution of an agent in the Multi-Agent System. For example, an agent gains and shares new

capabilitics and/or unregisters some of its old capabilities (for instance, because obsolete).

It is worth noting that all thesc modifications are alterations of the Multi-Agent System which have a

great influence on the possibility of interoperation between agents. Indeed, the addition of an agent
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to a Multi-Agent System creates new possibilitics of interoperation between this agent and some other
agents in the system, whereas the removal of an agent causes some of these possibilities to become
obsolete. Moreover, when an agent evolves, its possibilities of interoperation also change because it
has a different set of capabilities and different needs. Thus, a consequence of a MAS being open
is the heterogeneity of these agents. Heterogeneity means agents can rely on different architectures,
programming languages, or mechanisms to take part into the system. For example, agents may differ on
their internal architecture since they incorporate distinct propertics [65]. Agents may be heterogeneous
with respect to their beliefs, as discussed by Lebbink in [75]. Moreover, agents may have heterogeneous
knowledge, which is the subject of this thesis. Agents may also have heterogeneous representation of
this knowledge, which is not discussed in this thesis but the interested reader is referred to [29] for an
approach to translation with knowledge preservation.

The introduction of open systems of this kind is thus likely to lead to a new set of problems relating to
the effects of interactions between them. In fact, given the high heterogeneity and dynamic structure
of a open MAS, a number of issues have to be addressed. In this thesis we specifically address one of

them: how to ensure the interoperability of agents with different knowledge.

The next section further analyses a specific open and distributed environment: the Semantic Web?.

2.3.1 Agents on the Semantic Web

The Semantic Web (SW) is an open and complex distributed computing environment and, having dis-

cussed the use of agents in open and distributed environments, it can be said that multi-agent systems

exhibit characteristics that are well suited to the domain of the SW [17].

The Semantic Web proposes an evolution of the current web, from a web of documents to a distributed
and decentralised, global knowledge-base, in which “information is given well-defined meaning, better
enabling computers and people to work in cooperation” [17].

The Semantic Web extends the current web, making available a semantically enriched layer of ma-
chine accessible content on top of the existing infrastructure. This environment will provide a much
richer habitat for agents than the current World Wide Web (WWW). This shift in intended usc 1s re-
flected by the encoding of Web pages using visual markup languages (such as HTML), designed for use
by human users, and represented using machine-processable languages. Agents can access and exploit

this knowledge by using different reasoning mechanisms, and other entailed knowledge can be inferred

and utilised to offer services.

‘ “Although the Semantic Web is a prominent example of an open environment, we believe that many of the insights we develop
will equally well transfer to other open systems, such as peer-to-peer computing, pervasive computing, the Grid, ctc.
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In order to show the promise of agents and their impact within such a knowledge-rich and large-
scale, open and distributed environment, Berners-Lee and colleagues give in [17] the following every-
day life cxample. The siblings Pete and Lucy need to arrange medical treatments for their mother;
each of them has a personal agent that performs tasks automatically. In order to fix appointments at

the doctor and organize transportation, Pete’s and Lucy's agents interact and coordinate their actions;
they determine a suitable doctor and arrange appointments automatically, they elaborate transportation
plans with regard to Pete and Lucys time schedules, and exchange information on several issues. All
information applied by the agents is exchanged over the Internet; also, computational facilities as well
as information repositories used by the agents are accessed over the Internet.

The Semantic Web can then be viewed, in part, as a worldwide infrastructure for automated communi-
cation support. Agents interact with each other to achieve complex objectives, where automated support
along with information interchange and processing over the Web is envisioned.

Thus, the 4 key concepts for realizing this vision of the SW are:

e Languages, that are suitable for the open nature of the Web and allow powerful and cfficient

knowledge representation;

e Ontologies to conceptualize shared views upon knowledge domains, as well as the means (o

manage them;

o Agents to access information and to autonomously perform actions, often on behalf of their users;

and

e Reasoning mechanisms that allow agents to access and utilise the entailed knowledge repre-

sented within ontologies.

These aspects are illustrated in Figure 2.1 that shows the layered infrastructure of the Semantic Web”.

This infrastructure is based on six pillars:

e The ability to univocally identify all the tokens of the universe of discourse: URIs - Universal

resource identifiers. URIs permit to refer to any token irrespective of where it is published;

e A common data model that allows the description of and access to information: RDF - Resource

description framework [59];

¢ A number of possibly interconnected conceptual models that define the vocabularies and provide

the underlying semantics to the data model: Ontologies expressed in formalisms such as RDF(S)

or OWL [96] (sce Chapter 3);

*www.w3.0rg/2005/ 12/31-dami-final.html
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e Some reasoning mechanisms that allow to reason about ontologies, to establish the consistency

and correctness of specific concepts or to infer new concepts that are not explicitly stated. Rules

are examples of complex axioms to perform inferences;

e A mechanism to query the data model: for example, SPARQL - Query language for RDF*;

e A toolkit for building Semantic Web applications that provides a development environment for

RDF, RDF(S) and OWL, the possibility to query knowledge bases using SPARQL, and that sup-

ports rule-based inferences.

One fundamental assumption of the SW is decentralisation, with respect to both information and au-
thority [33]. This dictates that no single agent can claim ownership of any ontological definition, or any
statement, and as a consequence, such ontological definitions can be extended by anyone. Thus, as with
multi-agent systems, the only way to achieve authority is though consensus, rather than via a centralised
control mechanism. This is the mechanism explored in this thesis by using argumentation theory (see

chapter 5).

The Semantic Web offers a compelling vision, but it also raises many difficult challenges. Although

ontology is the key factor for enabling interoperability in the Semantic Web, allowing applications and

agents to agree on the terms that they use when communicating, ontologies themselves can be hetero-

geneous and some work has to be done to achieve interoperability.

Summarizing, agent technology provides methodologies and architectural approaches that reflect the

epistemology for communication in the real world, while emerging Semantic Web technologies will
provide a world-wide infrastructure for communication and information exchange with support for se-

mantically enhanced information processing and distributed computing over the Web.
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Figure 2.1: The Semantic Web’s Layered Architecture.

Moreover, the inherently heterogeneous distributed nature of the Semantic Web, and the presence
www.w3.org/TR/rdf-sparql-query/
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of many individual problem-solving agents, strengthens the problem of heterogeneity discussed above:
agents have to interact with other agents that have their own aims, objectives and knowledge. In addi-

tion, agents can exhibit different behaviours, and will themselves be faced with a choice of interaction

partners showing different characteristics.

As pointed out by Hewitt and de Jong {60], the only thing that agents, situated in these environments,

have in common 1s their ability to communicate.

Agent communication 1s discussed in the next section.

2.4 Agent Communication

The definitions of agents, presented in Section 2.1, emphasize the fact that an agent should be able to
interact with its environment and with other agents either to solve common problems or either simply
reach its goal. The means for achieving interoperability is focused on their ability to communicate.
Thus, interoperability is akin to effectively exchanging the information and knowledge content of the
agents by communication. Using its communicative abilities, an agent can work together cooperatively
to accomplish its goal, act on its own initiative, use local information and knowledge to manage local
resources, and handle requests from agents and user and out-source parts of its task. This entails that
it must be able to talk to other agents, that is, try to call upon other agents to assist it in accomplishing
its goal. Note that this goes much further than merely exchanging information or running processes in

some distributed manner, since agents do not need to comply with requests, or can engage in some form

of negotiation.

The importance of agent communication is especially highlighted in the context of Semantic Web,
where the agents’ tasks are accomplished by the cooperation of personal agents, service agents and
Semantic Web servers. Agents that would like to cooperate with cach other have to face two major
challenges. First, they must be able to find each other (in an open environment, agents might appear and
disappear unpredictably). Second, they must be able to interoperate. Intcroperation is thus an essential

property for the success of agents and concerns the ability to communicate cffectively and cxchange
knowledge with one another despite differences in hardware platforms, operating systems, architectures
and programming languages.

At this stage, it is worth considering how agents can communicate with one another. The simple com-
munication model assumes that an agent A communicates with another agent B, by sending a message
M-. The message M deals with three aspects: the syntax, i.e, how the symbols in M are structured, the

semantics, 1.c., what they denote, and pragmatics, i.c., how they are interpreted and used. The agent

5 2 * . . . . . . . . . - . » . .
In this thesis, the communication we are interested in is direcr mode, i.e. communication is achieved via direct message

passing between agents. In the indirect mode, agents communicate via the environment (the world where they live and evolve)
and thus limit the potential of both coordination and cooperation.
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B interprets the meaning of the message M using a combination of semantics and pragmatics. The

pragmaltics includes considerations external to the message M, such as the mental states of the commu-

nicating agents and the environment, i.e. the context. The “context” of the agent B determines M as the

interpretation of the message M and then determines an appropriate responsc (see Figure 2.2).

It is gencrally accepted that the key clements to assure communication in open MAS include:

e A shared language to express the message contents sent by an agent and to define the types of

messages that agents may exchange;
e A language for representing the knowledge of an agent, i.e. the content language;

e A shared sct of prescriptive conversation policies to provide a structure for basic agent dialog, 1.c.

the communication protocol.

In the rest of this chapter we will discuss the first and third point, while the second will be discussed 1n

depth in the next chapter.

In the context of open MAS, it is worth mentioning middle agents that have been proposed to enable

interoperability among agents in open environments. Middle agents are the subject of Section 2.4.3.
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24.1 Agent Communication Languages

Agents, often designed by different people and using different representations of knowledge, must share
a communication language 1o be able to interoperate and to enable effective knowledge-level commu-

nication between them. A language used by the agents for this exchange is an “Agent Communication

Language (ACL)”. An ACL has a crucial role in the solution to the intcroperability problem and de-

fines a communication channel for the reliable exchange of messages over a computer network (i.e. the
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lower level aspects of the communication). An ACL stems from the need to coordinate the actions of
an agent with that of the other agents. It can be used to share information and knowledge among agents
in Multi-Agent Systems but also to request the performance of a task. The main objective of an ACL

is to provide an interface that allows heterogeneous agents to interact, to communicate with meaningful

statements that convey information about their environment or knowledge.
There are two main approaches to agent communication languages [50): the procedural approach and
the declarative approach. The procedural approach to communication is based on executable content,

which can be accomplished by using programming and scripting languages. Since procedural lan-

guages are difficult to control, coordinate and merge, declarative languages are preferred for the design

of agent communication languages, especially in open environments. Most declarative communication

languages, e.g., FIPA [1], KQML [48] are based on speech act thcory [107].

KQML was designed originally as part of the Knowledge Sharing Effort (KSE), whose purpos¢ was 0
develop a formalism and technical structure to enable the sharing of knowledge between knowledge
base systems, humans and software systems [88]. Its model of communication, a declarative message

content representation language and the use of explicit ontologies defining the domain of discoursc,

has become widely recognized as having great benefits for the integration of desperate and distributed

information sources to form an open, extensible and loosely coupled system.

In FIPA and KQML, communication is modelled through illocutionary acts called performatives
(c.g. request, inform, agree), which are conceptualized as action intending to produce some cffect on
the receiver, such as performing some task (request) or giving some information (query). The use of
a standard set of speech acts in open systems provides a structure to messages in which the intended
meaning of the content of the speech act (what is being said) can be interpreted more casily, and pro-
vides a semantic structure to the messages intuitive to the human users of a system.

In the FIPA (Foundation for Intelligent Physical Agents) ACL specification [1], for cxample, the seman-
tics of each performative is specified in terms of a sct of feasibility preconditions -i.c., those conditions
that should hold before the action is performed, and a set of rational effects -i.c., the reasons for the
agent to performe that action. While, the semantics of KQML [48] are defined in terms of preconditions

and postconditions that govern the use of a performative, along with conditions that suggest the final

state for the successful performance of the speech act (performative).

An cxample of a KQML message is given below.

(tell

:sender Agl

rreceiver Ag2
:language prolog

rontology Travel
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:content price(hotel-Hilton, 200))

The first line in the message is the performative, which specifies the illocutionary force, in this case tell.
Other examples of performatives in KQML are replay, ask and subscribe. The last line describes the
actual content of the message. The other lines in a KQML message specify the sender and the receiver,

the language that is used to describe the content and the ontology that underlies 1t.

Communication
semantics

Message content
semantics

Message syntax

Figure 2.3: Layer Organization of a General Agent Communication Language.

Figure 2.3 sketches a three-layer organization of a general agent communication language which

separates the semantics of the content from those one related to the message as a part of a conversation.
The lower layer deals with technical details of message syntax and effective transport. Generally, this
layer defines a specific format for messages, indicating what kind of information must be specified
(c.g. message sender and recipient, message identifier, and so on) and how much memory is devoted

lo these fields. Moreover, lower level protocols are often adopted and exploited in order to implement

communication channels between agents. The message content is generally opaque to the previous layer
and 18 the focus of the second layer, which has to deal with ontological issues (i.e. what agents may
lalk about) and with the possible expressions that can be stated with reference to elements specified by
the ontology (i.e. what can they say about objects)®. In other words, this layer deals with the message

content, that must be referred to the shared ontology and may thus specify propositions on domain

objects. According to several approaches these issues are (to a certain degree) independent from the
other layers [74]. Generally, they are delegated to a specific content language, which regulates how
propositions are expressed, rather than managing low level technical details or capturing propositional
attitudes. Messages are associated to a speech act or performative (third layer) which indicates the

Intention of the sender, the meaning of the message in the communication (mentalistic approach to

Ontology is the topic of the next chapter.




communication semantics definition). For instance, in KQML an agent could inform another one about

a new fact P (that should thus be added to the knowledge base of the receiver), or could ask whether a

fact is true. Thus tell(P) and ask(P) have the same content but the different speech acts elicit different

responses.

We now turn our attention to a discussion of communication protocols.

2.4.2 Communication Protocols

Communication typically consists of more than sending an isolated message even with the correct syntax
and semantics. Communication usually involves several messages that form a dialogue. These dialogues

follow patterns or policies that ensure a coherent exchange and this coherence can be reached only if the
two agent are explicitly aware of the particular pattern in which they are engaged. This aspect is well
known as communication protocols. Agent communication requires that any agents that communicate
should share a common set of communication protocols. When an agent initiates a conversation or
receives an incoming conversation request, it needs to know what types of replies are appropriate. If the
conversation can be interrupted, then each agent must know how and when it can correctly interrupt the
conversation.

A protocol thus describes in terms of the high level of communication languages, the sequences of

messages that can occur, and their meaning in order to ensure the coherence required to initiate, carry

out and terminate a conversation.

“A protocol can be viewed as an institutionalised pattern of interaction. That is, a pattern
of interaction that has been formally defined and abstracted away from any particular se-
quence of execution steps. Viewing interactions in this way means that attention is focused

on the essential nature and purpose of the interaction, rather than on the precise ordering

of particular message exchanges. ™ [139]

One of the most well-known protocols is the contract-net: agents in need of services distribute calls for
proposals (CfP) to other agents. The recipients of these messages evaluate those requests and submit
bids to the originating agents. The originators usc these bids to decide which agents to choose and then

award contracts to those agents.

However, in open MAS, communication protocols present a few drawbacks, especially regarding

interoperability, composition and verification of protocols which depend on a common semantics. One
of the primary drawbacks of a communication protocol, though, is that agents arc obliged to have fixed
conversations, since the protocol is previously determined (before a conversation) and cannot change
dynamically. Instead, we believe that heterogencous agents cannot be governed by fixed protocol but a
protocol should dynamically accommodate all forms of agents and interactions. However, this issue is

quite beyond the scope of this thesis. Interested readers are referred to [98] for further details.

24




2.4.3 Middle Agents

A common approach to overcome the interoperability problem of agents in open environments is the
introduction of a middle-ware layer between the agents. Having a middle-ware layer, for example,
enables agents to advertise their capabilities, and thus enables agent to look for agents with some specific
capabilities appropriate for a given problem at hand. The middle-ware layer can be realized by an agent,
known as middle agent, often specialized in supporting the activities of other agents and reasoning. The
idea of middle agents was born in the work on mediators, which was initially proposed in the ficld of

Information Systems [135] and then applicd in the field of Agent Information Integration [136] and

Information Brokering [83], as a way to locate and combine information coming from multiple and

heterogencous sources.

Middle agents can also be seen as mediators between agent requesters and a sct of agent providers,

in which the information being mediated is constituted by the description of available services while
allowing the participants in a transaction to preserve their anonymity.

The literature presents the following types ol middle agents:

e Facilitors: agents to which other agents surrender their autonomy in exchange of the facilitator’s

services. They can also coordinate the activity of the agents and can satis{y requests on behalf of

their subordinated agents [50].

e Mediators: agents that exploit encoded knowledge to create services for a higher level of apph-

cations.

o Matchmakers and yellow pages. They provide a service to find agent providers based on adver-

tised capabilities [31].

o Brokers: agents that receive requests and are able to contact the appropriate providers on behalf

of the requester. The main difference between brokers and matchmakers is that the latter only

introduces matching agents to cach other, whereas a broker handles all the communication with

the capability providers [31];

Blackboards: repository agents that receive and hold requests for other agents to process [90].

Although, middle agents are not fundamental for agent communication, they provides lookup ser-

vices that facilitate the discovery of agents with specific capability descriptions, and to mediate commu-

nication between them.

In this thesis, we are using a mediator infrastructure in order to overcome the problem of reconciling

hetcrogencous agents’ ontologies. The mediator infrastructure is responsible to provide specific services
to a multi-agent system, such as to align ontologies, to storc the mappings, to translate expressions and

so on. Note that this infrastructure is not fundament for the success of our approach. Our approach could
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also be apply when each agent is able to generate itself the mappings and the arguments. However, we
believe that the use of a middle agent to provide the mappings presents several advantages. First of all,
the mediator avoid the agents to access to other agents’ ontologies, which are often private. Second, 1t

provides a common place to store and retrieve alignments as well as providing them on the fly.

2.5 Conclusions

In this chapter we have presented an overview of the wide arca of agents, multi-agent systems and agent
communication. The chapter began by defining an Agent and a Multi-Agent System. We have argued
how the real utility of Multi-Agent Systems lies on the open nature of agent systems and in this con-
text, we have sketched the basic principle of one specific open environment: the Semantic Web. The
Semantic Web provides a rich habitat for agents by offering technologics for representing and using
ontologies to create a Web of machine understandable information. We have seen that, in such systems,
an important clement is the agents’ ability to communicate. This then motivated an overview of agent
communication. We have discussed how the agents’ ability to communicate is achieved through spcech-
act inspired languages, which express how the message content is to be understand. The actual content

of a messages is expressed in an ontology. However, an agent does not only commit to a common agent

communication language, but must also agree to use a particular protocol when it interacts. Communi-

cation protocols were then discussed.

The concept of mediator, as a common approach to overcome the interoperability problems agents in

open environments, has also been introduced.

The aim of the next chapter is to move on to aspects of an ontology as a mcans to provide the defi-

nitions of the vocabularies used by agents to describe the world.
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Chapter 3

Ontologies

In the previous chapter we have presented agent communication as a key aspect of open Multi-Agent
Systems, without which we would be unaware of the abilities, knowledge and use of the agents around
us. In order to communicate, agents need a conceptualization of the domain of interest and a shared
vocabulary to communicate facts related to this domain. This conceptualization can be expressed by
ontologies.

This chapter contains an introduction to ontologies and the most important related concepts that have
been considered in our work. First, we review in Section 3.1 the different nzea:zi:@s that the term “ontol-

ogy” takes in Artificial Intelligence (Al) and Computer Science. Section 3.2 identifies the main compo-

nents and the different types of ontologies. Section 3.3 discusses suitable representations of ontologies.

The chapter ends by presenting the conclusions.

3.1 What is an Ontology?

It is widely and long accepted that an ontology is an effective approach that can be used to tackle the
many issues involved in the generalisation of low-level heterogenous data to relatively high-level con-

cepts for the purposcs of communication, system intecroperation and software reuse [88].

Recent years have seen a promising surge in both rescarch and practice of ontologies. Ontologies, espe-

cially for the World Wide Web (WWW) have been used successful and are now heavily relied upon by
e-commerce [30], e-business [77] and bioinformatics [10] applications. In the next generation, ontolo-
gies will facilitate the evolution of the WWW into Berners-Lee’s vision of the Semantic Web [17] (see
Section 2.3.1), which makes information available in machine-readable format. With information being

machine-readable, software agents can be employed to perform knowledge gathering, reasoning, cco-

nomic optimising and even bidding on behalf of humans. Moreover, rescarch into the usc of ontologies

In agent systems has rapidly gained importance over the past few years, corresponding to a convergence
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between research on explicitly modeled ontologies and the systems that are expected to use them, and

demonstrated by the increasing number of major conferences and workshops on the intersection of the

arca of ontologies and multi-agent systems.

But what does the term ontology mean and what is an ontology about?

The meaning of the term ontology has different connotations in Philosophy and in various areas in Arti-
ficial Intelligence (AI) and Computer Science. From the philosophical field, the term “ontology™ is used
to show a systematic description of existence. Guarino [56] gave a characterisation of the philosophical
account for the term ontology as a particular system of categories accounting for a certain vision of the

world. In the context of Al the term “ontology” is used with different meanings. Gruber [53] provides

one of the most cited definitions of ontology, which is adopted in this thesis, as

“an explicit specification of a conceptualisation”

Here, a conceptualization refers to people’s conceptual understanding of a certain domain. While being

very general, this definition captures the essence of what ontology means, regardless of potential appli-

cation arcas one might have in mind.

Borst [20] has extended Gruber’s definition:

“An ontology is a formal specification of a shared conceptualisation.”

This definition introduces the idea that an ontology provides a way to specify content-specific agree-

ments, and thus to share such conceptualizations. In terms of this definition an ontology is characterized

by the subsequent features:

o formal and explicit: this means that the ontology is represented using a formal language;

e shared, i.c., the ontology mirrors a common understanding of the modelled domain, being the

result of a consensus achieved within a (potential) community of ontology users;

e 1t specifies a conceptualization: the ontology is used to model some domain of the world.

The following is the definition given by Studer combining and expanding the definitions of Gruber
and Borst [114].

“An ontology is a formal, explicit specification of a shared conceptualization. Conceptual-
1zation refers to an abstract model of some phenomenon in the world by having identified
the relevant concepts of that phenomenon. Explicit means that the type of concepts used,
and the constraints on their use are explicitly defined. Formal refers to the fact that the

ontology should be machine- readable. Shared reflects the notion that an ontology captures

consensual knowledge, that is, it is not private of some individual, but accepted by a group.”
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An ontology can therefore be viewed as a means for providing a shared and common understanding of a
domain that can be communicated among people and heterogeneous application systems. The emphasis

is thus on the capture of consensual knowledge for usc (and reuse) across agents, software applications

and among groups of people.

Campbell and Shapiro [24] consider that ontologies

“...consist of a representational vocabulary with precise definitions of the meanings of the

terms of this vocabulary plus a set of formal axioms that constrain interpretations and

well-formed use of these terms”'.

This definition emphasizes the formal logic aspects of ontology, the intention of wanting to reason with

ontological constructs. In contrast to this viewpoint, Uschold and Jasper in [124] give a very loose

definition and state:

“An ontology may take a variety of forms, but necessarily it will include a vocabulary of

terms, and some specification of their meaning.”

An alternative definition of conceptualisation is given by Guarino in [55] that states that an ontology

IS “not a specification of a conceptualization, but a (possibly incomplete) agreement about a conceptu-

alization.” He further states in [56] that:

“An ontology is a logical theory accounting for the intended meaning of a formal vocab-
ulary, i.e. its ontological commitment to a particular conceptualization of the world. The
intended models of a logical language using such a vocabulary are constrained by its on-

tological commitment. An ontology indirectly reflects this commitment (and the underlying

conceptualization) by approximating these intended models. "

According to Guarino, an ontological commitment should be made explicit when applying the ontol-

ogy, in order to facilitate its accessibility, maintainability and integrity. This will lead to increase of

trasparency for the application software which is based on that ontology.

Although, the definitions presented above highlight a specific aspect of a role played by ontologies,
all share the idea that an ontology provides a description of a particular viewpoint about a domain and
that such a description, explicitly or implicitly, states a vocabulary that an agent commits to.

In this thesis, the term “ontology” describes an explicit specification of a conceptualisation that an
agent commit to so that it can communicate about a specific domain [53]. In particular, we say that
an agent commits to an ontology if its observable actions, in term of messages, and according to the

Intended meaning with, arc consistent with the definitions in the ontology. Thus, a ontology explicitly
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