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Abstract

The main objective of this thesis is to synthesise motion from speech, especially in

conversation. Based on previous research into different acoustic features or the com-

bination of them were investigated, no one has investigated in estimating head motion

from waveform directly, which is the stem of the speech. Thus, we study the direct use

of speech waveform to generate head motion. We claim that creating a task-specific

feature from waveform to generate head motion leads to better performance than using

standard acoustic features to generate head motion overall. At the same time, we com-

pletely abandon the handcrafted feature extraction process, leading to more effective-

ness. However, there are a few problems if we would like to apply speech waveform, 1)

high dimensional, where the dimension of the waveform data is much higher than those

common acoustic features and thus making the training of the model more difficult, and

2) irrelevant information, which refers to the full information in the original waveform

implicating potential cumbrance for neural network training. To resolve these prob-

lems, we applied a deep canonical correlated constrainted auto-encoder (DCCCAE)

to compress the waveform into low dimensional and highly correlated embedded fea-

tures with head motion. The estimated head motion was evaluated both objectively and

subjectively. In objective evaluation, the result confirmed that DCCCAE enables the

creation of a more correlated feature with the head motion than standard AE and other

popular spectral features such as MFCC and FBank, and is capable of being used in

achieving state-of-the-art results for predicting natural head motion with the advantage

of the DCCCAE. Besides investigating the representation learning of the feature, we

also explored the LSTM-based regression model for the proposed feature. The LSTM-

based models were able to boost the overall performance in the objective evaluation

and adapt better to the proposed feature than MFCC. MUSHRA-liked subjective evalu-

ation results suggest that the animations generated by models with the proposed feature

were chosen to be better than the other models by the participants of MUSHRA-liked
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test. A/B test further that the LSTM-based regression model adapts better to the pro-

posed feature. Furthermore, we extended the architecture to estimate the upper body

motion as well. We submitted our result to GENEA2020 and our model achieved a

higher score than BA in both aspects (human-likeness and appropriateness) according

to the participant’s preference, suggesting that the highly correlated feature pair and

the sequential estimation helped in improving the model generalisation.
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Chapter 1

Introduction

1.1 Motivation

As the world has been rapidly changing, human-to-human communication is no longer

the only communication pair. Nowadays, humans have also been communicating and

interacting with computers, robots and smart phones. In some ways, these emerging

communication pairs are even more prevalent than human-to-human communication.

In this regard, the most recent example is the artificially intelligent robot ’Sophia’

created and programmed by Hanson Robotics (GRESHKO [2018]). She is the first

artificial intelligence (AI) robot citizen to be recognised with a citizenship of Saudi

Arabia. Sophia is capable of simulating human-like facial features and expressions

and processing massive social data gathered from interactions; moreover, she can hold

eye contact, recognise faces and understand human speech. Sophia’s ability to listen,

speak and move possibly demonstrates the minimum level of human-like interaction.

We believe that these three factors are the keys of human-likeness for robots, and they

can not become better without any of those factors.

Nowadays, regardless of the communication object, speech is the first medium that

comes to mind; however, speech is only one of the most commonly used communica-

21



22 Chapter 1. Introduction

tion modes. In prehistoric times, human beings used gestures to communicate, express

intentions and exchange ideas (Pollick and de Waal [2007]). Interestingly, we still

use this mode of communication nowadays as well; for example, we nod our heads to

express agreement with people’s opinions during conversations, guiding the direction

with gestures and so on. Overall, the communication medium can be categorised as

verbal (speech) and nonverbal (gesture). Both communication mediums differ in the

following aspects (Riggio and Riggio [2012]):

• Single channel (spoken word, written word) VS multiple channel (motion, tone

of voice)

• Shared code (language) VS impressionistic (unique interpretation)

• Precise VS spontaneous

A fascinating aspect of nonverbal communication is its historical track, which can be

traced back to human ancestors, demonstrating the important role of the nonverbal

communication channel in the history of human development. Thus, we believe that

nonverbal communication should not be neglected in research on human-computer

interaction towards the goal of human-likeness.

The definition of nonverbal communication can be noted in both face-to-face and me-

diated communication (Patterson [2017]). Thus, nonverbal communication should not

be restricted to gestures and head nodding, which we have provided as examples above,

but should also include facial expressions, paralinguistics such as loudness or tone of

voice, body language, proxemics or personal space, eye gaze, haptics (touch), ap-

perance, and artifacts (Anderson [2006]). Most of the nonverbal signs happen auto-

matically and often outside of awareness, connecting people within the conversation

by providing information, regulating interaction, expressing intimacy, exercising in-

fluence and managing impressions (Patterson [2017]). Nevertheless, this channel of

communication can further be defined as expressing emotions, conveying interpersonal
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attitudes such as friendliness, anomosity, or dominance, regulating affect, regulating

turn taking between people in conversation and facilitating one’s own speech produc-

tion (Hall [2001]). However, in the scope of this thesis, we limit the investigation to

motion happening in conversation only. That is because this scenario involves the most

interaction between speech and motion.

Different types of motion act as nonverbal signals within the conversation, includ-

ing the following: posture, hand gestures, lip movement, facial expressions (typically

involving expressions of emotions) and head motions. We distinguish the following

types of motions in our own definition:

• Gesticulation: movements that involve hands and arms only

• Lip: mouth movements only

• Head: movements of the head

• Body: upper body movements, but exclude hand, arm and head

Each type of motion plays a different role within the conversation. Gesticulation can

be used to recall words and shape our thoughts (Goldin-Meadow and Alibali [2013]).

Through gesticulation, we can express our thoughts, emotions and intentions in con-

versations (McNeill [1992]). Gesticulation can also involve relevant aspects of our

immediate environment when we manually point at things to guide the attention of our

addressee (Peeters et al. [2015]). In particular, lip expressions are great exhibitors of

the seven universal micro expressions and can help map micro-expressions of emo-

tion (Matsumoto and Hwang [2011]). Moreover, lip movement can be beneficial for

speech comprehension when the acoustic signal is degraded (Peelle and Sommers

[2015]; Sumby and Pollack [1954]; van Wassenhove et al. [2005]; Zion-Golumbic

and Schroeder [2012]). Similarly, head motion also plays a communicative role within

a conversational as it can control the talking turn sequence or convey specific meaning

(Heylen [2005]). Furthermore, head motion is also important to show and establish
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a connection by providing supportive backchannel cues while listening to the speaker

(Gratch et al. [2006]; Huang et al. [2011]). Additionally, head motion can represent

the mood of the speaker (Busso et al. [2007a,b]) and express uncertainty (Marsi and

van Rooden [2007]) because it carries semantic meaning, important conversational

clues, and expression (McClave [2000]). With so many functionalities stated, this

thesis cannot go cover the vast variety of motion. Lip motion is more correlated to fa-

cial expression, especially to emotions, which is another research domain. Moreover,

head/gesture/body motions require a planer to synchronise with speech (Fig 1.1(c)) in

production, whereas lip motions are produced in between action and message gener-

ators. The differences in the level of production between lip and head/gesture/body

motions indicate that the higher the level of the production is, the more difficult the

generation task is. As explore a higher level of motion production, lip motion is then

excluded from the scope of this thesis.

On a further note, the production of motion in conversation should be discussed. Fig-

ure 1.1 shows several models (Krauss and Hadar [1999]; de Ruiter [2000]; Kita and

Özyürek [2003]), where the dependencies for motion during speech are proposed by

some researchers. The top level of production shown in the diagram is written as

’working memory’, which is used to allocate the speech and motion works to the

next level. The main difference between the three models in the diagram is that Fig-

ures 1.1(b) and (c) designate a planner for speech and motion, but that is not the case

for Figure 1.1(a). Figure 1.1(a) indicates that the ’gesture lead’ phenomenon arises

since gesture, unlike speech, does not require linguistic processing (Mcneill [1987]).

Whereas Figure 1.1(b) and (c) suggest that the common origin of gesture and speech is

located on the pre-semantic level of communicative intention, which activates both ab-

stract propositional representations and motoric representations (Morrel-Samuels and

Krauss [1992]). In the original paper, Krauss and Hadar [1999] argued that the same

information from conceptualiser as the input to the formular, it would be difficult to see
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how gestural information could facilitate lexical retrieval. However, de Ruiter [2000]

stated that the output of the Conceptualiser would be a representation called the prever-

bal message, which contains a propositional representation of the content of the speech.

The reason for the concept difference between the two researchers is that Krauss and

Hadar [1999] assumed ’gesture lead’ in the speech-motion production and the output

of the Conceptualiser would be gesture information, but de Ruiter [2000] expected the

gestures would be initialed by a process that was in some way linked to the speaking

process. Another difference for the Conceptualizer in Figure 1.1(b) displays feedback

communication links; however, Figure 1.1(c) shows that the interval duration by which

gesture precedes speech, as well as the duration of gesture, appear to be a function of

how familiar the lexical affiliate is to the speaker (Morrel-Samuels and Krauss [1992]).

This interaction difference is caused by the splitting of the Conceptualizer in Kita and

Özyürek [2003]. Kita and Özyürek [2003] suggested to split the Conceptualizer into

two halves, called communication planner and message generator. The communica-

tion planner was expected to generate ”communicative intention” and fulfil equivalent

functions to Levelt [1993]’s ”macro-planning” (i.e., rough decision on information to

be expressed, rough ordering of parts of the information for expression, and selection

of appropriate speech acts). In addition, it determined which modalities of expression

should be involved. The second half is the Message Generator, which fulfilled func-

tions equivalent to Levelt [1993]’s ”micro-planning” (i.e., formulating a proposition to

be verbally formulated while taking into account both the communicative goal of an

utterance and the discourse context). The interaction between the gesture planner and

the Conceptualizer in de Ruiter [2000] is actually moved to lower level in Kita and

Özyürek [2003] as the speech information was split in message generator.

In our thesis, our scope is to investigate the motion that occurs during the conversation.

Thus, Krauss and Hadar [1999]’s model is not the choice for us as the assumption of

the ’gesture lead’ motion production differs from our scope, which is speech-driven
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motion synthesis. Moreover, Kita and Özyürek [2003]’s model is a better choice than

de Ruiter [2000]’s because with the advantages of splitting the Conceptualizer, we

now could only focus the interaction of the action generator as we would not explore

any speech-related tasks in the formulator. However, it still needs to be adapted to

include some additional dependencies based on the personality of the speaker and the

properties of the motion that do not differ between speakers (shown in Figure 1.1(d)).

Adding these two boxes makes the model now to be more speaker-dependent.

1.2 Objective

Within the thesis, we firstly aim to find a method to generate head motion from speech

as the head is directly affected by the articulator while speaking. Second, we try to

generate gesticulation and body motion for deeper level of interaction during the con-

versation. Furthermore, we also demonstrate the mapping’s validity and necessity, with

the caveat that this does not include semantic motion.

We particularly focus on finding a suitable neural network to map speech waveform

to natural head motion, an end-to-end system. In research on head motion, no study

has directly mapped waveform to head motion before. This is mainly because of (1)

the high dimensionality of raw waveform signals, which slows down the training of

neural networks and requires high capacity in the hardware support, (2) a large amount

of irrelevant information to predict head motion, which hinders the training of neu-

ral networks. Another reason to argue the advantage of using waveform over those

hand-crafted features such as log Mel filterbank, Mel-frequency cepstral coefficients

(MFCC) is to avoid potential information loss which might result in suboptimal perfor-

mance (Vieting et al. [2021]). This lost information during the extraction process, such

as prosodic information, is helpful in estimating head motion Kuratate et al. [1999].

How the prosodic information (e.g. F0) links to head motion will be discussed in
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(a) Krauss and Hadar
[1999] (b) de Ruiter [2000]

(c) Kita and Özyürek
[2003]

Motion Property Personality

Working memory

Communication planner

Action Generator

Motor system

Message Generator

Formulator

Motion Speech

(d) Motion production with additional dependencies

Figure 1.1: Head motion production models. (d)is proposed by this thesis to illustrate
additional dependencies shown in red
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Chapter 2. However, direct waveform input has proved to be difficult to learn for

automatic speech recognition (ASR) compared to hand-crafted features (Tüske et al.

[2014]). We believe it would be even harder in head motion generation because wave-

form and motion are two data streams whereas speech and text in ASR are only one. In

synthesising time, since the frequency of the speech is much faster than the frequency

of the head movement (Hofer and Shimodaira [2007]), we usually apply upsampling

methods in the head motion data. This resulting head motion coordinates react quicker,

thus creating jerky or discontinuous. Furthermore, motions are always produced with-

out awareness and they are impossible to be defined accurately as spontaneous (Riggio

and Riggio [2012]). This leads another challenge in measuring the quality of the sys-

tems by just computing the numerical difference between the generated and original

motions (Kucherenko et al. [2019]).

To make waveform suitable for head motion generation, we present methods that com-

press the waveform to be low dimensional and highly correlated with head motion,

in addition to methods that enable the generated head motion to be more natural than

the extracted feature. In the synthesis, we present a method to de-noise the generated

motions for smoothness and a new objective measure to evaluate the systems in dif-

ferent aspects. For recurrent-neural-network-based (RNN-based) head motion models,

we investigate the usefulness of the recurrent unit and aim to prove the effectiveness

of our proposed feature in head motion generation based on our investigation.

During our investigation of the motion model training, we generalise our study to the

training of deep neural networks (DNNs). We use multiple frames of speech features to

map a frame of motion (Ding et al. [2015a];Haag and Shimodaira [2016];Kucherenko

et al. [2019]). That is because a distinct head motion can last at least over 400ms (Hofer

and Shimodaira [2007]), which is equivalent to 41 frames of speech features if 25ms

windowing and 10ms shifting are applied in speech pre-processing. In such way, if

we would like to generate multiple frames of motions, we either repeat the procedure
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multiple times or input multiple blocks of frames of speech features at once. Either

way is time-consuming and complicated. Then, these predicted frame-based motions

are concatenated in the synthesis, this combined result is either lagging or jerky (Busso

et al. [2007a]; Ding et al. [2015a]). Nevertheless, the temporal information of the

generated motion is little considered in frame-based manner.

However, to the best of our knowledge, there are few works on building a motion

generator in sequentially. Even though the recurrent unit or auto-regressive technique

can carry information throughout the time domain, the input and output of the model

are still frame by frame. Therefore, we present a frame-based method that can take

input and generate output sequentially. We also aim to compare our model’s results

with other teams under a common dataset in Genea2020 Challenge Kucherenko et al.

[2020].

1.3 Thesis Scope

This dissertation aims to provide a deep learning technique that directly maps speech

waveform to motions. This research can benefit many applications directly or in-

directly. For example, its findings can be applied in real life on conversation agents

and further encompasses a wide range of applications from interaction with corpo-

rate websites to virtual psychologists, and currently embodying them (creating virtual

avatars) is becoming more popular. Another goal of this thesis is to provide a set of

evaluation measures to verify the quality of the generated motions. At the time of writ-

ing, no study has previously tried to use speech waveform directly to generate motion,

and this remains an open research question.

In summary, the scope of this thesis is outlined as follows:

- Motion in the conversation: A large amount of motions are spontaneously
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emitted during conversions and transmitted as non-verbal signals to the listen-

ers; hence, substantial data can be collected, facilitating training.

- Head/gesture/body motion: These three types of motion occur the most in

conversations and are the expression of the speaker/listener.

- Mapping speech waveform to motion: During conversations, there are two

types of signals: verbal and non-verbal. We believe that there is a link between

both signals and that we could use one of them to estimate the other.

- Neural network: Neural network is a type of parametric model, whose param-

eters are learned from data. This means that it is not necessary to construct a

posterior distribution from a prior and a specific model for the likelihood such as

a mixture. The posterior is learnt directly from data, which is more efficient and

less model-dependent.

In other words, this thesis excludes the following:

- Lip motion: Lip motion is more correlated with facial expression rather than

speech itself. Using speech features alone can only estimate standard lip-reading

motions.

- Semantics gestures: Semantics gestures will not be directly synthesised as this

would require knowing the intention of the speaker, which is not possible using

the speech features alone.

- Hidden Markov Model (HMM) & rule-based approach: HMM is not inves-

tigated here as the task in this thesis is a many-to-many problem. It is because

HMM is dependent and sensitive, relying heavily on the choice and quality of

the features and parameters which may affect their performance. Speech signals

are not independent of each other, continuous, or multi-dimensional. The same

logic can be applied to the rule-based approach as well.
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1.3.1 Research statement

What is a better technique for mapping speech waveform to motions and how can these

generated motions be evaluated?

These two statements can be broken into the following multiple points.

• What is the suitable technique to compress waveform to be a useful feature for

the motion synthesis?

• What is the suitable technique to map the proposed feature to motions?

• What is the suitable technique to post-filter the predicted motions?

• Prove the model’s validity through both objective and subjective evaluation. This

in turn requires:

– Developing new measures as needed

– Designing and conducting subjective tests.

1.3.2 Contribution

In this thesis, we develop speech waveform that has the potential to be a popular feature

to estimate motion and achieves a better or comparable performance than other popular

spectral features. For an end-to-end system, our contributions are the following:

• Deep Canonical Correlation Constrained Auto-Encoder (DCCCAE). The

proposed DCCCAE learns not only minimises the reconstruction error between

the input and output but also maximises the correlation between the embedded

features and the head motions. By doing so, the proposed DCCCAE can com-

press the waveform to a relatively low dimension and retain useful information

for the downstream tasks.

• A trainable post-filtering neural network. The proposed post-filtering method
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can learn the movement property of head motion, and this filter has proved to be

effective in de-noising data involving different types of noise (dropout/Gaussian

noise) with a lower value in objective evaluation compared to the common im-

pulse filters.

• Feature analysis that demonstrates the effectiveness of DCCCAE in retain-

ing useful information. To investigate if DCCCAE is useful, we compare our

proposed feature (WavCCCAE) with common acoustic features in multiple speak-

ers using local canonical correlation analysis (CCA), and illustrating with T-

SNE. We observe a higher correlation in WavCCCAE than other selected features,

and WavCCCAE shows a clear personal dependence and shares a common motion

property among different speakers.

• Experiments that demonstrate that WavCCCAE is better/comparable in gen-

erating the head motions. To explore whether WavCCCAE is useful in gener-

ating head motion, we propose to build a regression model individually with

WavCCCAE, MFCC and another extracted feature (WavAE) with standard auto-

encoder (AE), which is only trained with construction error. The motion gen-

erated from WavCCCAE is better than WavAE and comparable with MFCC in

normalised mean square error (NMSE) and local CCA.

• Term-weighted Value (TWV). This proposed evaluation is conducted during

head motion synthesis as it can visualise the similarities and differences be-

tween the generated and ground truth whereas other common metrics (e.g. mean

square error (MSE) and CCA) only provide results regarding either the similar-

ities or the differences. In our reporting results, the head motion predicted from

WavCCCAE has lower or comparable TWV (better performance) than head mo-

tion predicted from other features. Moreover, the visualised peak angles from

WavCCCAE are closer to the ground truth.
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For recurrent unit regression, we present the following contributions:

• Experiments that demonstrate that the long-short term memory (LSTM)

unit is useful. To investigate the effectiveness of LSTM, we propose to replace

some feedforward layers in the regression model with LSTM layers. When the

feedforward layers in the regression model are replaced with LSTM layers, we

notice that the performance of the models is boosted with lower NMSE and

higher local CCA, and the LSTM models adapt better with WavCCCAE.

• Subjective Evaluation. We perform subjective evaluations in a crowd-sourcing

platform in two regards: appropriateness (with MUSHRA-like evaluation) and

model assessment (with A/B test). MUSHRA-like evaluation demonstrates that

the participants deemed models with WavCCCAE to be better than the other mod-

els. The A/B test further highlights that the LSTM models adapt better with

WavCCCAE.

For gesture and body estimation, our contributions are as follows:

• Double-DCCCAE. The proposed double-DCCCAE learns to compress wave-

form stream and motion stream individually into fixed frame-based embeddings

by minimising construction error and maximising the correlation with the objec-

tive features. The embedded feature pair is in a low dimension and high correla-

tion with each other. Then the predicted embedded motion from the embedded

waveform can recover back to motion stream.

• Subjective Evaluation. We submitted our results to GENEA2020 Challenge,

and they collected a total of five teams over the world, plus two baseline models,

one anchor created by them and the ground truth to perform subjective evaluation

online in two aspects: human-likeness and appropriateness. Our model was more

preferred than the baseline model trained with only audio in terms of human-

likeness and comparable in terms of similar appropriateness.
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1.4 Thesis Outline

Chapter 1: Introduction. This chapter introduces the key factors of the human-

computer communications, the definition of communications, the production of mo-

tions and their links. It presents open issues that are related to speech-driven head

motion. The problem statement and contributions of the thesis are discussed.

Chapter 2: Background. Relevant related work is presented and summarized.

Chapter 3: Speech-driven Head Motion System with Waveform. We present an

end-to-end speech-driven system, which takes speech waveform directly, and estimate

head motion. We demonstrate empirical evidence that the proposed feature achieves

comparable state-of-the-arts (SOTA) results objectively. We also develop a new objec-

tive metric to evaluate the system. Based on the metric, we analyse the estimated head

motion in occurrence.

Chapter 4: LSTM-based Head Motion Estimation with DCCCAE. We present

a RNN-based regression method to further boost our proposed feature in estimating

head motion. In our experiments, we show that the proposed feature is better than

MFCC features in objective evaluations. We also perform a MUSHRA-like subjective

evaluation. The participants chose the model with our proposed feature as the best over

others, excluding the ground truth.

Chapter 5: Upper Body Motion Estimation Using Double-DCCCAE. We extend

our approach to gesture and body motion estimation. In this investigation, we use

two DCCCAE instead of only one in head motion estimation. In objective evaluation,

we achieve comparable results compared to MFCC. In GENEA workshop’s subjective

evaluation, we outperform other approaches, which takes speech and text information

together as input, in some respects.

Chapter 6: Conclusion. Final thoughts and considerations are discussed.
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Chapter 2

Background

2.1 Introduction

Motion synthesis forms part of the larger field of character animation. The need for

good non-verbal communication channels, such as head motion, cannot be understated

for use in embodied characters. With the correct body language, an embodied con-

versational agent or any other animated character can appear, ”credible, trustworthy,

confident, and non-threatening” (André et al. [2011]).

Current motion synthesis systems are mostly based on deep neural networks using

text, audio and other information as the input. The motion generated from audio is

also called a beat motion and the ratio of the beat motion is more than 70% of actual

human motion (Mcneill [1994]). Thus, in other words, it is more than enough to

generate most of the human motion from speech for the embodied characters to act

as human likenesses. It is one of the key factors for us to investigate speech-driven

motion synthesis systems.

In the rest of this chapter, we introduce a correlational neural network, which is the key

architecture we will study thoroughly in this thesis. Moreover, the experiments in this

37
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thesis require background knowledge in several key areas: key theoretical concepts in

motion synthesis, motion regression system and the methodology of the evaluations.

This chapter also provides such background for the reader and introduces important

concepts that will be referenced in later chapters.

2.2 Representation Learning

Research on speech processing has traditionally considered the task of designing hand-

crafted acoustic features (feature engineering) as a separate distinct problem from the

task of designing efficient machine learning models to make prediction and classifi-

cation decisions. There are two main drawbacks to this approach: first, the feature

engineering being manual is cumbersome and requires human knowledge, and second,

the designed features might not be best for the objective at hand (Latif et al. [2023]).

This has motivated the adoption of a recent trend in the speech community towards

utilisation of representation learning techniques, which can automatically learn an in-

termediate representation of the input signal that better suits the task at hand, hence

leading to improved performance. The significance of representation learning has in-

creased with advances in neural network, where the representations are more useful

and less dependent on human knowledge, making it very conducive for tasks such as

classification, prediction, etc. This section introduces the main architecture that will

be used in this thesis: correlational neural network (CorrNet) (Chandar et al. [2016]),

which is a type of representation learning.

Before delving into CorrNet, let us start with the development of representation learn-

ing. Learning representation aims to capture useful information or attributes of data,

where deep representation learning involves neural network models for this task. Var-

ious applications of deep representation learning have been summarised in Latif et al.

[2023]:
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• Feature learning: a process of constructing explanatory variables or features that

can be used for classification and prediction problems.

• Abstraction and invariance: a process of discovering a universal model that can

be applied across all tasks to facilitate generalisation and knowledge transfer.

• Disentanglement and manifold learning: a method that disentangles or repre-

sents each feature into narrowly defined variables and encodes them as separate

dimensions.

• Clustering structure: a process of categorising similar classes of data samples

into one cluster using similarity measures.

• Data de-noising: a process of filtering the noise of the data.

• Dimension reduction and information retrieval: a process of eliminating data

redundancy and irrelevancy for higher efficiency, often increasing performance

and making the data more understandable and interpretable by reducing the num-

ber of input variables.

In speech-related tasks, representation learning has been explored well. For text-to-

speech (TTS), representation learning is performed to train a speaker ’code’ to assist

the system training to learn that some of the training data belong to different speakers

as in the work of Luong et al. [2017]. Luong et al. [2017] found that one-hot speaker

encodings resulted in better naturalness, but the discriminant condition codes resulted

in higher speaker similarity. The discriminant condition codes modelled speaker char-

acteristics in a way that was not possible with one-hot vectors because the represen-

tations were richer and accounted for more nuanced variation. The work of Jia et al.

[2018] expanded on the idea of using speaker embedding in TTS. They introduced a

TTS system based on three separately trained modules: a speaker encoder network,

a synthesis network and a vocoder network. The purpose of the speaker encoder is

to learn to encode speaker identity from waveform input into an embedding that can
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be used in the synthesis network. Their experiments show that the speaker embed-

dings helped achieve high-quality naturalness and speaker similarity on both datasets.

Then for ASR, representation learning aims to learn discriminative and robust rep-

resentation. Hsu et al. [2017] used FHVAE to capture interpretable and disentangled

representations from speech without any supervision. They evaluated the model on two

speech corpora and demonstrated that FHVAE can satisfactorily extract linguistic con-

tents from speech and outperform an i-vector baseline speaker verification task while

reducing word error rate (WER) for ASR. Sailor and Patil [2016] used a convolutional

RBM (ConvoRBM) to learn auditory-like sub-band filters from the raw speech signal.

The authors showed that unsupervised deep auditory freatures learnt by ConvoRBM

can outperform Mel filterbank features.

In this thesis, we mainly focus on dimension reduction and information retrieval

because we aim to compress the speech waveform into a low dimension and extract

information, which high correlation with motion from speech waveform, resulting a

better estimation in later stage. It has been validated that the use of more interpretable

features in a lower dimension can provide compretitive performance or even better

performance when used in designing predictive models (Latif et al. [2018]). There

are two popular paradigms: Canonical Correlation Analysis (CCA) and approaches

based on Autoencoder (AE). AE-based methods learn a representation by minimizing

the error of reconstructing the views, and this will be discussed in the later section.

CCA-based approaches learn a joint representation by maximizing correlation of the

views when projected to the subspaces.

2.2.1 CCA-Based Approaches

CCA was first introduced by (Hotelling [1936]; Anderson [2009]) to find linear pro-

jections of two random vectors that are maximally correlated in standard statistics.

CCA is useful in learning representations of two data views such that each view’s rep-
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resentation is simultaneously the most predictive of, and the most predictable by, the

other (Andrew et al. [2013]). An appealing property of CCA for prediction tasks is

that if there is noise in either view that is uncorrelated with the other view, the learned

representations should not contain the noise in the uncorrelated dimensions (Andrew

et al. [2013]). The appealing property makes CCA suitable in wide ranges of tasks and

fields, including performing unsupervised data analysis when multiple views are avail-

able (Hardoon et al. [2007]; Vinokourov et al. [2002]), learning features for multiple

modalities that are then fused for prediction (Sargin et al. [2007]), learning features

for a single view when another view is available for representation learning but not at

prediction time (Blaschko and Lampert [2008]; Chaudhuri et al. [2009]), and reducing

sample complexity of prediction problems using unlabeled data (Kakade and Foster

[2007]).

CCA is defined by the following equation, which finds pairs of linear projections of

the two views that are maximally correlated:

(w∗1,w
∗
2) = argmax

w1,w2

corr(w
′
1X1,w

′
2X2) (2.1)

= argmax
w1,w2

w′1Σ12w2√
w′1Σ11w1w′2Σ22w2

(2.2)

Let w1 is the n1×1 vector, w2 is the n2×1 vector, (X1,X2) ∈ Rn1×T ×Rn2×T denote

random vectors with covariances (Σ11,Σ22) and cross-covariance Σ12, linear projec-

tions of two views (w′1X1,w
′
2X2).

Since the objective is invariant to scaling of w1 and w2, the projections are constrained

to have unit variance:

(w∗1,w
∗
2) = argmax

w′1Σ11w1=w′2Σ22w2=1

w
′
1Σ12w2 (2.3)

When finding multiple pairs of vectors (wi
1,w

i
2), subsequent projections are also con-
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strained to be uncorrelated with previous ones, that is, wi
1Σ11w j

1 = wi
2Σ22w j

2 = 0 for

i < j. Assembling the top k projection vectors wi
1 into the columns of a matrix

A1 ∈ Rn1×k and similarly placing wi
2 into A2 ∈ Rn2×k, we obtain the following for-

mulation to identify the top k ≤min(n1,n2) projections:

maximize : tr(A
′
1Σ12A2) (2.4)

subject to : A
′
1Σ11A1 = A

′
2Σ22A2 = I. (2.5)

There are several ways to express the solution to this objective; we follow the one in

(Mardia et al. [1979]). Define T4Σ
−1/2
11 Σ12Σ

−1/2
22 , and let Uk and Vk be the matrices

of the first k left- and right- singular vectors of T. Then the optimal objective values is

the sum of the top k singular values of T (the Ky Fan k-norm of T), and the optimum

is attained at (A∗1,A
∗
2) = (Σ

−1/2
11 Uk,Σ

−1/2
22 Vk). Note that this solution assumes that the

covariance matrices Σ11 and Σ22 are nonsingular, which is satisfied in practice because

they are estimated from data with regularization: given centered data matrices H̄1 ∈

Rn1×m, H̄2 ∈ Rn2×m, one can estimate, e.g.:

Σ̂11 =
1

m−1
H̄1 H̄1

′
+ r1 I, (2.6)

where r1 > 0 is a regularization parameter. Estimating the covariance matrices with

regularization also reduces the detection of spurious correlations in the training data,

which is also known as ”overfitting” (De Bie & De Moor, 2003).

Deep CCA is the first attempt of the investigations on CCA and deep learning, and was

introduced by (Andrew et al. [2013]). Deep CCA computes representations of two

views by passing them through multiple stacked layers of nonlinear transformation
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(see Figure 2.1). The output of the views can be defined by the following formula:

v1 = f1(X1;θ1) (2.7)

= s(W1
l s(W1

1X1 +b1
1)+b1

l ) for 2 <= l < d (2.8)

v2 = f2(X2;θ2) (2.9)

= s(W2
l s(W2

1X2 +b2
1)+b2

l ) for 2 <= l < d (2.10)

where θ1 is the vector of all parameter W 1
l , θ2 is the vector of all parameter W 2

l , W 1
l ∈

Rc1×n1 is a matrix of weights, b1
l ∈ Rc1 is a vector of biases, W 2

l ∈ Rc2×n2 is a matrix

of weights, b2
l ∈Rc2 is a vector of biases, and s : R→R is a nonlinear function applied

componentwise. The goal of this model is to jointly learn parameters for both views

W v
l andbv

l such that corr( f1(X1), f2(X2)) is as high as possible.

Figure 2.1: Deep CCA model architecture Andrew et al. [2013]. X1 and X2 are two
different data views and v1 and v2 are the representation of the two corresponding data
views after the two non-linear transformations θ1 and θ2.



44 Chapter 2. Background

2.2.2 AE-Based Approaches

The AE-based methods mentioned in the above section aim to minimise the recon-

struction error resulting in low dimensional representation. Multimodal auto-encoders

(MAEs), an example of AE-based methods, have been proposed to learn a common

representation for two views/modalities (Ngiam et al. [2011]). The idea in MAE is to

train an AE to perform two kinds of reconstruction (shown in Figure 2.2).

Figure 2.2: MAEs architecture. Ai and Are are the audio input and reconstructed audio,
Vi and Vre are the video input and reconstructed video. h and g are the encoder and
decoder respectively.

Given any one view, the model learns both self-reconstruction and cross-reconstruction
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(reconstruction of the other view). The objective function is shown as follows:

J (θ) =
N

∑
i=1

(L(Ai,g(h(Ai)))+L(Vi,g(h(Vi)))+L(Ai,g(h(Vi)))+L(Vi,g(h(Ai)))

(2.11)

where the A and V are the audio and video input, function h and g are the encoding and

decoding blocks, L is the reconstruction error and θ are the parameters in encoding and

decoding blocks.

This makes the representation learnt to be predictive of the two views. However, MAE

does not get any explicit learning signal encouraging it to share the capacity of its com-

mon hidden layer between the views, since the views are not guaranteed to be projected

to a common subspace. The results reported in (Ngiam et al. [2011]) demonstrate that

CCA performs better than deep MAE for the task of transfer learning.

2.2.3 CorrNet

With the definition of CCA, we note that it aims to produce correlated common rep-

resentations but does not guarantee low dimension. Thus, CorrNet is proposed by

(Chandar et al. [2016]) with the usage of MAEs and CCA. CorrNet is a method for

learning representations, and it consists the following advantages:

• Allows for self/cross reconstruction

• The learnt representations are correlated to the target view

• Scalable when dealing with substantial high-dimensional data

• Easily modified to benefit from additional single-view data

The architecture of CorrNet is illustrated in Figure 2.3 and contains three layers: an

input layer, a hidden layer and an output layer. Given z = (x,y), the hidden layer
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Figure 2.3: CorrNet architecture Chandar et al. [2016]. X and Y are the two data views,
X> and Y> are the two reconstructed data views. W and V are the parameters of the
encoder and W> and V> are the parameters of the decoder.

computes an encoded representation as follows:

h(z) = f (Wx+Vy+b) (2.12)

where x and y are the two view inputs, the W is a k× d1 projection matrix, V is a

k× d2 projection matrix and b is a k× 1 bias vector. Function f can be any non-

linear activation function. The output layer then tries to reconstruct z from this hidden

representation by computing:

z′ = g([W
′
h(z),V

′
h(z)]+b

′
) (2.13)

where W
′

is a d1× k reconstruction matrix, V
′

is a d2× k reconstruction matrix and

b
′

is a (d1 + d2)× 1 output bias vector. Vector z′ is the reconstruction of z. Func-

tion g can be any activation function. Thus, the parameters of the model are θ =
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{W,V,W
′
,V
′
,b,b

′} and are optimised by the following objective function:

JZ(θ) =
N

∑
i=1

(L(zi,g(h(zi)))+L(zi,g(h(xi)))+L(zi,g(h(yi)))−λcorr(h(X),h(Y))

(2.14)

corr(h(X),h(Y)) =
∑

N
i=1(h(xi)−h(X))(h(yi)−h(Y)))√

∑
N
i=1(h(xi)−h(X))2 ∑

N
i=1(h(yi)−h(Y))2

(2.15)

where L is the reconstruction error, λ is the scaling parameter to scale the fourth term

with respect to the remaining three terms, h(X) is the mean vector for the hidden repre-

sentations of the first view and h(Y) is the mean vector for the hidden representations

of the second view.

2.3 Key Theoretical Concepts

In the following section, we present some of the most important techniques and con-

cepts at a theoretical level. First, we will explain some of the speech features that are

available, such as F0, that can be the inputs to the head motion system. Moving on,

we will describe some details about how rotation can be represented and explain why

we chose to use rotation vectors. Finally, we will provide a review of the correlation

between speech and head motion.

2.3.1 Speech Features

In ASR and TTS systems, several methods are widely used to encode speech. This is

to make it easier to build statistical models compared to modelling the original wave-

form. Some examples of encoding systems are mel-frequency cepstral coefficients

(MFCC), the related mel-cepstral coefficients (MCEP) and their generalised form mel-

generalized cepstral coefficients (MGCEP). These are all based on representing the
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Figure 2.4: The flow procedure of the MFCC feature extraction (Arslan and Yildiz [2018])

cepstrum: the power spectrum of a sound. Normally, for speech, the cepstrum is de-

termined over a window in time that moves at a fixed rate through the signal. For

example, in TTS applications, a common choice of parameters is 5 to 10 ms frame

shift with a 25 ms window over which the analysis is performed to extract the speech

features. The procedure is illustrated in Figure 2.4.

A simple explanation of how waveforms are converted into the various coefficients

is that a bank of lifters (cepstral domain filters) are applied to the cepstrum of the

waveform by Fourier Transform, and the energy of the signal in each of the lifters

forms the mel-scaled coefficients by triangular overlapping windows. The concept of

the cepstrum was introduced by Bogert [1963] and it serves as a tool to investigate

periodic structures in frequency spectra. The various types of mel-coefficients are dif-

ferent ways of constructing the signals and are designed to approximate the parts of

the signal, which are inspired by human perception or hearing (Oxenham [2018]). For
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humans, the perception of hearing is between 20 Hz and 20000 Hz (as per classical

textbooks) and 80 Hz and 8000 Hz (as per psychophysics) give rise to auditory sensa-

tion (Poeppel and Teng [2020]). It is thought that these bands are the most important

for comprehension of speech, both for understanding what was said by a human and

for making synthesised speech understood.

A related set of features to the MFCC, MCEP and MGCEPs are linear predictive Co-

efficients (LPC) and linear spectral pairs (LSP). With the correct parameters, the MG-

CEPs are equal to LPCs, and there are algorithmic conversions between LSPs and

LPCs. LPCs and LSPs are another way of dividing up the cepstrum while focusing on

the ease of signal processing and interpolation, and not human hearing characteristics.

Another category of speech features are often called prosodic features. It is important

here to differentiate between perceptual features and measurable features. As the name

implies, perceptual features are what a listener would be able to perceive. Examples

of perceptual features are pitch and loudness. On the other hand, measurable features

can either be approximated or directly measured from a speech signal. While pitch

is perceptual, the fundamental frequency of the glottal folds (sometimes called vocal

chords) can be approximated, and this is called F0. While loudness is perceptual, we

can measure the energy of the signal over the window. F0 and energy can function as

stand-ins for pitch and loudness.

A significant problem with F0 is that it is not continuous in time. The glottal folds do

not always vibrate during speech: for instance, when pronouncing the English letter

’s’, there is no movement in the glottis; instead, the sound is created by the shape of the

lips, tongue position and air from the lungs. The region of the signal where F0 exists

is called the voiced region, and the area where it does not exist is called the unvoiced

region. There are two common methods for dealing with this problem. On one hand,

when building the models, the F0 can be handled differently than the other features,
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considering that it is not always measurable, Alternatively, F0 can be interpolated in

the silence regions, although this would be an approximation.

Many software tools are available for extracting all of the above speech features from

speech signals. Some common ones are SPTK, openSmile(Eyben et al. [2010], and

STRAIGHT(Kawahara [2006]). Some of these tools also include methods for estimat-

ing the perceptual features from the speech features. For instance, openSmile outputs

a pitch feature.

Another method for representing speech is based around how speech is produced in

humans. In humans, speech is produced by the movement of air over the lips, tongue,

teeth, and flottis (also known as the voice box). These are collectively known as the

articulators. Studies on human speech production have measured how the articulators

move during speech, initially using x-rays, and later (once the dangers of x-rays be-

came known) employing a device known as the electro-magnetic articulograph (EMA).

An EMA machine has the disadvantage of not being able to measure the glottal move-

ments directly but, compared to x-rays, has the advantage of not giving study partic-

ipants cancer. An EMA works by attaching magnetic coils to the articulators of the

participant other than the glottis and determining the coils’ movement by measuring

changes in the magnetic field. Often, only two dimensions are considered. This is

because in most languages, during non-impaired speech, the articulator movement is

symmetrical about the left-right axis when facing the speaker.

Through a process known as speech inversion, EMA measurements, i.e., the movement

of articulators, can be estimated using speech features. Recent research has examined

the use of EMA features estimated from speech for head motion synthesis (Youssef

et al. [2013];Ben Youssef et al. [2014]). It was found that predicted EMA features are

more highly correlated with head motion than the standard array of speech features

used in ASR and TTS.
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2.3.2 Representing Rotation

Head motion can be described in rotation, and there are many representations for ro-

tation itself. The most common ones are using three angles (DAVENPORT [1973]),

quaternions ( Shoemake [1985]), axis-angle or rotation vectors (Curtright et al. [2014]),

and rotation matrix (Wigner [2012]), shown in Figure 2.5. The three angles are also

known as, Euler Angles. However, a number of problems arise when using Euler

angles, shown in Figure 2.5(a). The first is that there are singularities (Mortari et al.

[2000], Curtis [2014]); in this regard, the actual rotation of the object is ambiguous, but

this does not affect head motion synthesis as this condition only happens at the poles,

and the normal range of human head motion is not that large. A far greater problem

is that they are order dependant (Ohkami [2003]). By this we mean that applying the

rotations in the order α β γ is not equivalent to the order γ α β. At first glance, this

may not seem to be an issue; however, in the literature, the order used is often not

included when reporting results. While working on one’s own programs, it is trivial

to be consistent, and when collaborating with other researchers, trying to reproduce

results in the literature or using commercial software,the order may not be obvious.

Another problem is that the axes of rotations are not fixed (Ohkami [2003]). It is pos-

sible to represent any 3D rotation using any successively orthogonal axis; for instance,

rotation about the y-axis, then x-axis and then y-axis again can represent any rotation.

Another problem is that where the head is facing is also not known unless reported, but

this ambiguity is common among rotation representation methods. To address this, a

common convention in the literature is to use ’yaw’, ’roll’ and ’pitch’(Curtis [2014]);

however, this still does not satisfy the order ambiguity.

The use of a rotation matrix does solve many of the issues of Euler angles. There is no

order dependence because the rotation matrix rotates the object simultaneously about

all axes Poznyak [2021]. It is also possible to convert a rotation matrix to a giver order

of Euler angles, and if the object is not at a singularity, it is also possible to convert
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Figure 2.5: (a): Three angles (or called Euler angles). The blue lines (x, y, z) are the
fixed coordinate system, the red lines (X, Y, Z) are the rotated coordinate system and
the green lines are the nodes. (b): Quaternions. The scalar value, w, corresponds to
an angle of rotation. The vector term, (x y z), corresponds to an axis of rotation, about
which the angle or rotation is performed. (c): axis-angle representation of rotation. The
angle θ and axis unit vector e define a rotation, concisely represented by the rotation
vector θe

from Euler angles to a rotation matrix(Poznyak [2021]). Although each of the possible

orders has its own conversion.

However, there are several ambiguities in rotation matrix. The first is that right- or left-

handed coordinatescan result in the vector being represented differently with respect to

a different coordinate system (Flórez-Valencia and Orkisz [2017]). Another ambiguity

is that pre-multiplication or post-multiplication, which refers to a same point P, can

be represented either by a column vector v or a row vector w. Rotation matrices can

either pre-multiply column vectors (Rv) or post-multiply row vectors (wR). However,

Rv produces a rotation in the opposite direction with respect to wR(Poznyak [2021]).

Moreover, it is difficult to interpret the meaning of individual elements of the rotation

matrix. The rotation matrix consists of nine elements for three dimensional rotation.

The redundancy makes it difficult to visualise the rotation represented by the matrix

without actually using a computer (Razavian et al. [2019]). In other words, there is

no natural meaning to any one of the elements of the matrix. If we were to try and

synthesize a rotation matrix directly, it must satisfy the following constraints:
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• Orthogonal

• Determinant of 1

• Real entries

It should also be noted that the addition of multiple rotations is done through matrix

multiplication. If the object is rotated by matrix R1 and then R2, the total rotation RT

is given as follows:

RT = R2R1 (2.16)

While this is certainly not problematic, it would mean that calculating the differentials

of the rotation for the angular velocity and acceleration would be more difficult.

The key difference between a rotation matrix and Euler angles is the amount of pa-

rameters. The addition of six extra parameters is responsible for the lack of ambiguity,

but there is redundancy in this information; hence, the resulting co-dependence of the

elements of a rotation matrix make synthesis difficult (Razavian et al. [2019]). On the

other hand, Euler angles are independent in terms of rotation, thus making synthesis

easier. The independence we are referring to is mathematical independence; in this re-

gard, it is highly likely that when representing the movement of the head Euler angles,

cross dependencies would be encountered (Ohkami [2003]).

Quaternions (Shoemake [1985]) have four parameters, shown in Figure 2.5(b). Quater-

nions similar to a rotation matrix. Quaternions describe rotation unambiguously. Thus,

we can conclude that this is probably the ideal number of parameters. There is, how-

ever, still an issue with interpretation. Euler’s rotation theorem states that any rotation

in 3D can be represented by an axis about which the object will rotate and an angle

that is the magnitude of the rotation. The four elements of a quaternion that represents

rotation are by convention called: w,x,y and z.

This may lead one to believe that x,y and z are the axes of rotation and that w is the an-
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gle (Jones [2004]). However, this is not the case. Quaternions have been formulated in

such a way that applying multiple rotations is simple, but this means that the elements

still have no easy interpretation.

The axis-angle representation of rotation (Curtright et al. [2014]) is a far more direct

interpretation of Euler’s rotation theorem, shown in Figure 2.5(c). As the name implies,

the rotation is specified by a 3D vector, which is the axis of rotation, and an angle,

which is the magnitude of the rotation. An extension of this representation is a rotation

vector. A rotation vector is a conversion of the 4D axis-angle down to a 3D rotation

vector. This is achieved by normalising the magnitude of the vector representation

axis of rotation and then setting the magnitude of the rotation vector to be the angle of

rotation. This replaces the forth parameter that we need to uniquely describe rotation

with prior knowledge. Mathematically, if α is the angle and v is the axis of rotation,

then the rotation vector r is given as follows:

r = α
v
||v||

(2.17)

The rotation vector (Curtright et al. [2014]) representation has many advantages. First,

it is unambiguous regarding order as one can think of it as simultaneous rotation about

all three axes. Second, the components are measured in radians, so they are easy to

interpret. Third, there are no singularities when there is a rotation, and no rotation

is given by the zero vector, which is intuitive. The major disadvantage of rotation

vectors is that they are not easy to add together. Normally, addition of rotations is done

by converting to either quaternions or rotation matrices first (Diebel [2006]). What

could also be a theoretical problem with this formulation is that there is a discontinuity

at π radians; however, as the human head cannot turn this far, this problem can be

disregarded for this application.

For the purposes of this research, we have chosen to use rotation vectors, for which the
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component will be denoted as rx, ry and rz.

The issue of addition is not problematic because we only specify absolute angles of

rotation, and when applying the rotation, we will convert to a rotation matrix with:

α = ||r|| s = sin
(

α

2

)
c = cos

(
α

2

)
(2.18)

R =

[
V1(r) V2(r) V3(r)

]
(2.19)

V1(r) =
1

α2


(r2

x − r2
y − r2

z )s
2 +α2c2

2s(rxrys−αrzc)

2s(rxrzs+αryc)

 (2.20)

V2(r) =
1

α2


2s(rxrys+αrzc)

(r2
y − r2

z − r2
x)s

2 +α2c2

2s(ryrzs+αrxc)

 (2.21)

V3(r) =
1

α2


2s(rxrzs−αryc)

2s(ryrzs+αrxc)

(r2
z − r2

x − r2
y)s

2 +α2c2

 (2.22)

where R is the rotation matrix.

Finally, the rotation vector is the representation used in this research. Unless it is

specified otherwise, the reader can assume we used rotation vectors throughout this

thesis.

It is helpful to know that our model estimate, the head motions in the rotation of three

trajectories (X, Y, Z) as shown in Figure 2.6, and the visualizing head motion soft-
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ware is provided by my project supervisor, Dr Hiroshi Shimodaira. The input of this

software is the rotation of XYZ in radian.

Figure 2.6: Schematic overview of rotations and translations along three axes, as well
as example movements most frequently used in communicative head gesturing (Wag-
ner et al. [2014])

2.3.3 Correlation between speech and head motion

Communication, regardless of its mode, is deemed an essential part of the existing civ-

ilization, and it consists of verbal and nonverbal forms. Hadar et al. [1983] argue that

one important nonverbal form, head motion, directly contributes to speech production.

Research on head motion is undergoing significant changes as the synthesis of head

motion moves towards fully operational and interactive implementation. Such niche

technology is being tested to apply both head motion and lip-syncing to the creation

of a more human-like avatar. However, compared with lip-syncing, we may not reach

the point at which head motions could be easily captured and analyzed due to a weak

link between speech and head motion and a complex collective of speech, emotion,

intention, and stance.

One of the earliest studies concerning the correlation between prosody and gesture

was made by Birdwhistell [1952]. It was suggested that there is an alignment between

gestural movements and intonation. Bolinger [1983] and Bolinger and Bolinger [1986]

observed that gestures followed pitch contours up and down, in their main direction

of movement. Hadar et al. [1983] also demonstrated that speakers’ head movements
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move along with the changes of the prosody, which are in peaks and their boundaries,

especially in cases of high intensity.

In recent years, further analysis was made. Kuratate et al. [1999] found that funda-

mental frequency (F0) and head motion that represented in ’pitch-roll-yaw’ (or called

rotation vector) had a correlation of 0.83 at sentence-level, but they also claimed that

this analysis was sensitive to the absolute values rather than the spatiotemporal pattern-

ing of head posture. Yehia et al. [2002] analysed the correlation between head motion

and speech over the fundamental frequency (F0) by the experiment was conducted on

the reading speech utterances of the ES and JS. They ascertained that the correlation

among the F0 and the six DOF (degrees of freedom) (three DOF for rotation and three

DOF for translation) of head motion was between 0.39 and 0.52 for ES and between

0.22 and 0.30 for JS, which are on average less than 0.50. Munhall et al. [2004] re-

ported that the correlations between head motion (in six DOF) and pitch and amplitude

of the speaker’s voice were almost always over 0.50, on average about 0.63 in sentence-

level, in Japanese read speech utterances. Busso and Narayanan [2007] presented an

audio-visual mapping framework, which maps the acoustic features onto the facial fea-

tures space, producing the estimated facial features by affine minimum mean square

error estimator (AMMSE). These estimated facial features were then used to compute

the Pearson’s correlation with the real facial features. They showed a strong sentence-

level correlation (r = 0.8) between head motion and MFCCs after the mapping, where

data was recorded for an actor reading the scripts of short sentences.

Overall, the above studies have reported high correlation between scripted-speech and

head motion. However, as we show in experiments, it is a different scenario in nat-

ural conversations, where there is a much larger degree of variation in head motion,

and we cannot find such strong correlations. There are other studies to support our

hypothesis as well. Ishi et al. [2007] analyzed spontaneous dialogue speech data from

one Japanese female speaker and claimed that a strong relationship could not be found
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between head motion and prosodic features. Sadoughi and Busso [2019] reported that

a global CCA between the original head movements and speech (F0 and energy with

their first and second order derivatives) is 0.1931 with the dyadic interactions data.

2.4 Motion Synthesis System

This section discusses some of the recent advances related to input features, modality

and post-filtering methods for motion synthesis system, including head motion syn-

thesis and gesture and body synthesis. Generally, there are two approaches of motion

synthesis: one is rule based, and the other is data driven. A simple rule-based approach

would be efficient if there is a rule, which is universal to all speakers, and no adaption

is required. Rather than using rule-based approach, the data-driven approach is more

suitable in this motion synthesis task because little intervention would be involved to

show the speaker’s individuality. In the rule-based approach’s pipeline, whenever there

is a demand of synthesis for a new speaker, a new set of recordings and a new set of

rules would be required to boost this approach. On the other hand, the only modi-

fication in the data-driven approach is to retrain the model with the new set of data

captured, which incurs a far lesser labour cost. Moreover, the model in the data-driven

approach can be easily trained as speaker-independent by combining different record-

ings from different speakers. Additionally, we could still bootstrap a model, which

is trained with less data, from a larger dataset to predict reasonable motions. This

technique is called speaker adaption in speech synthesis.

In the data-driven approach, researchers chose to start with Hidden Markov Models

(HMM) based for head motion synthesis (Hofer and Shimodaira [2007], Hofer et al.

[2007], Ben Youssef et al. [2014], Sargin et al. [2008]) as the application of HMM is

popular in speech tasks. However, the accuracy of the head motion remains low with

HMMs (Hofer and Shimodaira [2007]). This can be attributed to the properties of the
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HMMs and the task itself. HMMs use the Markov assumption and hidden states and

determines that the next observation and next hidden state will only depend on the cur-

rent state. Whereas, the motion task is many-to-many mapping and non-deterministic.

This research can be considered a generation task, and neural network has been cho-

sen to show distinguished performance in speech-based tasks (Graves et al. [2006],

Graves and Jaitly [2014], Battenberg et al. [2017], Amodei et al. [2016], Zhang et al.

[2017], Chan et al. [2016]). As such, this motion task is then naturally switched to

neural network (Ding et al. [2015a], Haag and Shimodaira [2016], Kucherenko et al.

[2019], Henter et al. [2020]). Table 2.1 summaries the differences between the neural-

network-based motion research.

2.4.1 Speech-Driven Head Motion System

One of the earliest attempts to generate head motion from speech by Cassell et al.

[1994] and Pelachaud et al. [1996]. Pelachaud et al. [1996] were rule based. The rules

were based on the findings of Hadar et al. [1983]. For each utterance, rules are applied

according to the type of utterance, specified phonemic items, stress, etc. The head

motion generation was only a part in a system that attempted to synthesise a whole

range of behaviour based on the text markup. They separated facial movement into

phonemic, intonational, informational and affectual determinants. Head motion was

mainly used as an intonational and regulating factor in the interaction. It is interest-

ing to note that by applying the psychological findings, results of the estimated head

motion can be achieved but the developed rules seem very complicated. Furthermore

the interaction among the rules could lead to emergent unforeseen emergent behaviour.

Finally, as with most rule-based systems, it will be hard to extend the approach or add

other elements to it as it is not clear how new rules would interact with the current

ones. Along similar lines, DeCarlo et al. [2002] have created a rule-based head motion

synthesis module for their talking head RUTH.
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One of the first HMM-based systems was proposed by Busso et al. [2005] and was

updated in Busso et al. [2007a]. In the more recent approach, they trained HMMs on

clusters of head motion built using Linde - Buzo - Gray vector quantization (Linde et al.

[1980]). These are meant to represent typical head motion poses. They then picked the

most likely head motion sequence based on the acoustic features. This gave the target

poses that they then interpolated. Then, they added noise to create an interesting trajec-

tory. Both their subjective and objective results have proved promising. Furthermore,

using different training data, they were able to simulate different emotions. Sargin et al.

[2007] developed a system that generates head motion from prosodic features. First,

HMM-based clustering is performed on head motion represented as Euler angels and

prosodic features separately. The correlations between the prosody and head clusters

are analysed using multi stream HMMs to determine an audio-visual mapping model.

The mapping model is used to generate head motion trajectories from input speech.

Then, the pattern sequence is determined from the prosodic features. The associated

Euler angles with the pattern sequence, then smoothed by a filter and used to drive

a talking head. However, due to the deterministic property of the HMM system, the

neural network system in our thesis is more suitable to apply for the task.

In addition to the modality problem, the correlation between speech feature and mo-

tion affects the prediction result as well. In order to tackle the problem of a weak link

between speech and head motion, other features and their combinations have been ex-

plored. Ben Youssef et al. [2014] built HMM-based acoustic-to-articulatory inverse

mapping to predict the articulatory features from speech. The estimated articulatory

feature vectors were represented by the trajectories of the (x,y)-coordinates of the six

active EMA coils and were then used to predict head motion through multi-stream

HMMs. Their finding demonstrated that the estimated articulatory feature vectors

were more correlated with head motion than acoustic features in local CCA. They

also showed that the correlation between the estimated head motion using articulatory
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features and original head motion (or speech) was higher than the estimated head mo-

tion using acoustic features. Ding et al. [2015a] examined LPC, MFCC and filter bank

(FBank) features with deep neural network and demonstrated that the FBank-based

system outperformed the MFCC-based one with a higher correlation between the pre-

dicted and original head motion. Haag and Shimodaira [2016] combined MFCC and

EMA features to build bottleneck features, which were then fed to DNN-BiLSTM to

predict head motion. The authors argued that contextual information is not required in

training a BLSTM network because it already takes the preceding and following con-

text into account, where combining stacked bottleneck features and a BLSTM architec-

ture works best for objective results. Sadoughi and Busso [2018b] built a conditional

GAN with BLSTM using F0, intensity (plus first and second derivatives) as the input

feature to predict head motion. They claimed that the proposed system outperformed

the normal BLSTM architecture models. Greenwood et al. [2017] proposed CVAE-

BLSTM and used the decoder as a generative model to predict head motion, where the

FBank features were used as the condition. The authors claimed that with the help of

CVAE, the work solved the one-to-many problem, predicting a number of plausible

motion trajectories by choosing new values for a latent space, but with the same audio

features. Additionally, they reported that there is no reliable empirical measurement,

and this makes the findings of this study problematic.

However, since all of the acoustic features are derived from speech waveforms, it is vi-

tal to consider the original waveforms as the inputs to fully evaluate all the information

from the original observations. While using waveforms for acoustic modelling, with

neural networks, is a well-researched area in automatic speech recognition (Sainath

et al. [2015], Ghahremani et al. [2016], Tüske et al. [2018], von Platen et al. [2019],

Loweimi et al. [2020]), to the best of our knowledge, no one has investigated the use

of waveforms for speech-driven head-motion synthesis, in which a set of two data

streams, speech and head motion, is dealt with rather than a single stream of speech.
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2.4.2 Gesture and Body System

Kucherenko et al. [2019] implemented a speech-to-motion mapping with encoder-

decoder DNN. Ginosar et al. [2019] generated motion sequence in a GAN-RNN sys-

tem. The proposed generative model learnt to predict the temporal stack of poses

from the given audio input, while an adversarial discriminator ensured that the pre-

dicted motion was both temporally coherent and in the style of the speaker. Yoon

et al. [2019] found that the natural language was useful to predict a frame-by-frame

poses with a GRU-auto-encoder. Ghosh et al. [2017] proposed a system that gener-

ates body motion recursively with a deep LSTM-RNN and de-noising auto-encoders

from a given pose. Henter et al. [2020] proposed probabilistic, generative, controllable

models based on normalising flows. The models were built with autoregressive and

LSTMs to enable arbitrarily long time-dependencies. Objective and subjective results

demonstrated that randomly-sampled motion from the proposed method outperformed

task-agnostic baselines and attained a motion quality close to recorded motion capture.

2.4.3 Post-Filtering

Human motion is continuous and regular, but most of the systems predict motion

in short segments due to the learning capability of deep neural networks, and there

are many challenges in predicting motion from raw data over short-time horizons and

long-time horizons. This shortcoming results in the predicted movements being dis-

continuous and either laggy or jerky. Hence, it is of paramount importance to have

a de-noising/smoothing filter for these movements. There are two popular types of

filters used for motion synthesis research: a linear filter (e.g., Gaussian filter, moving

averaging smoothing) and a de-noising auto-encoder using a neural network (Ghosh

et al. [2017]). The linear filter is a filter whose impulse response (or response to any

finite length input) is of finite duration because it settles to zero in finite time. The

de-noising auto-encoder is trained by inputting noisy data and computing a loss on the
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output by comparing it to the ground truth data. The disadvantage of the linear filter is

that it does not have the additional information/knowledge of the characteristic of the

actual movement track. The linear filter uses only delayed versions of the input signal

to filter the input to the output, and this may result in filtering the pivotal motion over

the period, whereas the de-noising auto-encoder is trained with specific human move-

ment data, which creates uniqueness and provides the model with knowledge of the

characteristic of the movement. Thus, the keyframes of the movement have remained,

while the noise is removed. It is common to apply post-processing to obtain a smooth

output. Ding et al. [2015b] applied MLPG(Tokuda et al. [2000]) to generate smooth

trajectories. Sadoughi and Busso [2018a] smoothed the rotations by converting rota-

tions into quaternions and then selecting 15 key points per second, interpolating the

intermediate frames (Busso et al. [2007a]), and Haag and Shimodaira [2016] applied

three-order polynomial smoothing filter on the output.

2.5 Datasets

With any neural-network-based approach, a large amount of data is required. Usually,

data is taken from some mocap datasets, or manipulated by methods. Needless to say,

head motion systems, as they stand, use dataset-based neural network techniques to

build their mapping from speech to head motion. The model presented in this thesis is

no different. This section describes the data that was used for training and evaluation.

First, we discuss the available datasets and then the dataset that was used.
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Table 2.2: Comparison of data available in existing candidate datasets. Each column
represents whether the dataset provides the specific data or in which level.

Name Body Clean audio Transcription timing
IDIAP Yes No None
CMU Yes No None
HID Yes No None

mngu0 No Yes Phone
ESPF No Yes Sentence

IEMOCAP Yes No Sentence
MPI Yes No Sentence

VOCA Yes Yes No
Takech Yes Yes No
Trinity Yes Yes Sentence

UoEMocap Yes Yes Sentence

Table 2.2 summaries some existing audio/motion datasets, where each column of the

table represents whether the dataset provides the type of data. These datasets have

some pros and cons, which cause the suitability to our tasks in this thesis. SEMAINE

(McKeown et al. [2012]) and CID (Ferré et al. [2007]) do not have motion capture,

while IDIAP (Ba and Odobez [2005]), CMU (CMU) and HID (Rett and Dias [2007])

have motion capture but not audio. VOCA (Cudeiro et al. [2019]), MPI (Volkova et al.

[2014]) and Takech (Takeuchi et al. [2017]) contain both audio and motion capture,

and they seemed to meet our requirement. However, MPI and VOCA are too short in

the total duration. Even though Takech has five hours in total, there are 1049 video

clips, meaning that each clip is roughly 10 seconds long. IEMOCAP dataset (Busso

and Narayanan [2007]) is the noted exception to the short dataset generalisation and for

which there are 10 actors. However, it was not fully suitable for our needs as recorded

an actor reading the scripts of short sentences. However, this would not affect the

effectiveness if we take IEMOCAP as a benchmark. Whereas the University of Edin-

burgh speaker personality and mocap dataset (Haag and Shimodaira [2015]) and the

Trinity dataset (Ferstl and McDonnell [2018]) contain both audio and motion capture

data, and each video clip is sufficient in time. Thus, they fulfill our task requirement.
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IEMOCAP contains approximately 12 hours of audiovisual data, including video,

speech, motion capture of face and text transcriptions. It consists of dyadic sessions

where actors perform improvisations or scripted scenarios, specifically selected to

elicit emotional expressions. We only used the speech and the head motion data. We

selected one of the speaker as same as Sadoughi and Busso [2018a] for benchmarking.

UoEMoCap consists of 130 non-acted natural conversational recordingsfrom 13 UK

native speakers (seven females, six males). Each recording lasted approximately five

minutes. The speakers were asked to act as extroverts and introverts and have non-

acted natural conversations. Speech and motion data were recorded in two separate

recording studios during conversations. This dataset was selected to be applied in

Chapter 3 and Chapter 4.

Trinity is recorded in a motion caption studio at Trinity Colleague Dublin (Ferstl and

McDonnell [2018]). It contains around four hours of recordings with a single male

actor speaking freely on various topics. The actor speaks in a colloquial manner with

a happy disposition and includes a large quantity of gesture motions. On top of the

motion capture data, speech is also available. This dataset was selected to be applied

in Chapter 5.

2.6 Methodology for Head Motion Synthesis Evaluation

Tools that can assess the quality or naturalness of predicted head motion could be very

useful for research and development purposes. Such tools could speed up the develop-

ment cycle and save costs from doing many listening tests. In fact, it can be difficult

to compare data across head motion systems due to inconsistencies in how listening

tests are conducted over the years. While authors report system performance at the

time of publication, there is no guarantee that a listening test protocol is consistent

from one year to the next or from one laboratory to another. Therefore, a reliable and
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standardised tool could help with making comparisons and allow researchers to better

characterize gains in system performance. However, developing an automatic assess-

ment tool is beyond the scope of this thesis. Nonetheless, We strongly consider this is

an important aspect to consider in the field. Moving on, the following sections discuss

the measures applied in this thesis.

2.6.1 Subjective and Objective Evaluation Background

Researchers commonly use two methods to evaluate head motion systems: objective

and subjective evaluation. Objective evaluation measures show how similar head mo-

tion is to the original. This evaluation indicates how well/worse the current synthetic

system compares to either the existing systems or previous methods. We always as-

sume that the gold standard is the data from motion capture.

However, objective measures only show the numerical differences between the ground

truth and the generated head motion, whereas subjective testing reflects the opinions

of the human observers on whether the generated motion is a close match to human-

likeness. Subjective evaluation is arguably effective as humans forms their own judge-

ments of those motion. However, subjective testing is more time-consuming and costly.

Therefore, researchers usually use the objective evaluation in the first stage and decide

whether or not it is worth proceeding with subjective testing for their systems.

In the following section, we mainly discuss the factors of the subjective evaluation in

motion synthesis and explain the reason why we chose such measures in our experi-

ments. The objective measures are discussed in the experiment chapter.
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2.6.2 Subjective Evaluation

2.6.2.1 Types of Subjective Evaluation and Their Prior Use

In this section, we describe the subjective evaluation method that researchers usually

perform on their head motion system. Head motion synthesis is animated with some

3D software by inputting standard motion file or by joining frames of pictures together

to form a video. Since our research presents 3D models, we will only discuss and

present the corresponding methods for this type of animation. For animating appro-

priate synthesis, there are commonly three types of methods that have been applied

in the literature. The most common rendering method is to visualise a virtual avatar

that has human-like skin, eye colour, mouth and hair. Extensive research has proven

the effectiveness of this method (Choi et al. [2001], Busso et al. [2005], Sargin et al.

[2008], Le et al. [2012]). A less common method is to visualise a virtual avatar but no

human-like elements, i.e., smooth shaded. (Campbell [2000], Munhall et al. [2004],

Hofer [2010], and Kucherenko et al. [2021]) are examples of this method. Last, silhou-

ettes were used for head motion analysis in Hadar et al. [1983] study, and this study is

widely used in head motion research. Yet silhouettes have not been used in subjective

evaluation. Thus, it is worth to try whether silhouettes are useful for this purpose.

The A/B test and Mean Opinion Score (MOS) test are two common evaluation methods

used in speech-related synthesis tasks such as TTS and head motion synthesis.

In an A/B test, participants are usually asked to select a preference from two samples,

and they can also refrain from choosing either of the two samples. However, in an A/B

forced test, participants are obliged to select one of the samples.

On the other hand, the MOS test requires the participants to give a score for each

sample individually on a fixed scale between 0 to 5 or 10 points. The scale of the score

represents the quality of the sample from bad at zero to excellent at the other extreme.

One variation of a MOS test is called the MUltiple Stimuli with Hidden Reference and
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Anchor (MUSHRA) test, and it is recommended by the International Telecommunica-

tion Union (ITU) for evaluating similar quality signals. The MUSHRA test requires

the participants to rate each sample by moving a continuous slider. On the slider, there

are regions marked as Bad, Poor, Fair, Good and Excellent. All of the samples from

different systems are shown together. The participants are allowed to listen/watch the

samples repeatedly until they have given the scores for all the samples. This is different

from a MOS test as a sample is given at each time to be scored. Moreover, depending

on the implementation of the evaluation, the participants may be asked to give scores

that can distinguish the differences between samples.

A labelled ground truth is provided for distinguishing the differences among the sam-

ples in a MUSHRA test. Furthermore, besides the samples generated from systems, a

’hidden reference’ and a ’hidden anchor’ are included in the sample set, meaning that

within the sample set, the reference signal is provided again. The anchor refers to the

worst case sample among the sample set. These two hidden samples should be the

upper and lower bounds in the rated scores of a sample set. In head motion synthesis,

we can use the original motion capture as the reference. Whereas a low pass filtered

version of the reference should be created as an anchor, and this is recommended by

the ITU.

The original ITU recommendations are based on testing quality of audio modifica-

tion, and an example application would be testing compression algorithms. However,

there is no specification for using MUSHRA on speech-related tasks. Thus, it is not

necessary to follow all the recommendations in our head motion synthesis.

The problem with MUSHRA and MOS testing is that they are prone to bias, which can

originate from many different sources (Zieliński et al. [2007]). These problems can

be resolved by following the recommended practice when we design the interface and

experimental conditions. Additionally, a researcher should obtain a sufficient number
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of samples from all of the subjects for statistical confidence.

The main objective in the subjective evaluation for our task was to find out the largest

difference in the scores to distinguish the good and the bad, not the highest possible

score. It is not useful if the participant gave similar high scores to an animation with

no motion and the motion capture data.

2.6.2.2 Considerations for Subjective Evaluation

As we stated above, challenges may arise in the subjective evaluation. It could be

impossible to eliminate all of them. Thus, to ensure that the task is bias-free and

effective, we limited ourselves to some of the factors that we thought were important.

Most importantly, they could be mitigated by experimental design. These factors are

as follows:

• What type of animation should be used?

• How long does the training phase need to be?

• How long can the test last before the participants become bored and stop paying

attention?

• Can only native speakers of the language be used as participants?

• Does the listening environment significantly impact the results?

In the following, these factors are discussed in more detail. The famous uncanny valley

effect (Seyama and Nagayama [2007]) could mean that exceedingly realistic animation

might be considered ’creepy’. While with a less realistic animation, the participants

can focus on the movement. However, if the animation is too unrealistic, the partici-

pants may not be able to tell the difference between good and bad animation.

Hofer [2010] demonstrated that the type of animation significantly impacts the sub-

jective evaluation by comparing three main types of animation in the subjective eval-
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uation: 1) animation using motion capture, 2) synthesised motion and 3)randomly

generated head motion. However, he did not compare his results to head motion that

looks natural but is not synchronised to speech. In fact, this randomly generated head

motion looked very unnatural, and participants could easily point that out, and this

makes the lower bound of the result to be uncertain.

Campbell [2000] and Park et al. [2002] showed that eye and lip movement easily catch

people’s attention and significantly impact the perception of naturalness. Thus, these

two movements have to be excluded from the animation or else the participants take

their quality into account for the final results. If the eye and lip motion are the same

for all types of head motion, the participants will always take the movement of eye and

lip into account when scoring the head motion. This could affect the final evaluation

result. Hofer [2010] included the lip and eye motion in the head motion synthesis, and

his results could be influenced by them.

Kucherenko et al. [2021] organised a gesture synthesis workshop called GENEA (Kucherenko

et al. [2020]), and they used the results from each team and designed a formal subjec-

tive study online. In the study, they used a modified version of MUSHRA to evalu-

ate the generated motion in terms of human-likeness and naturalness. Further, Jonell

et al. [2020] compared the effectiveness of taking the subjective study in-lab or online.

Their results demonstrate no difference between the two participant pools regarding

their evaluations of the gesture generation models and their reliability scores.

In fact, head motion is expressed unconsciously; thus, when it comes to judgement,

people find it difficult to decide what is right or wrong. Thus, back to this type of sub-

jective evaluation, people are not capable of distinguishing whether a head movement

is appropriate to the speech. Additionally, participants also have to be familiar with the

evaluation interface. In speech-related synthesis research, this is always achieved by

providing a training phase before the real evaluation starts Benoı̂t et al. [1996]. How-
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ever, head motion synthesis is new and differs from speech synthesis tasks, it could be

a problem for us to decide how long the training phase should be. This training phase

is also included in other speech-related tasks and is recommended in ITU MUSHRA.

These points reinforce our choice to include the training phase in our head motion

evaluation.

Mental fatigue during difficult tasks is a well-studied field. Van Orden et al. [2000]

stated that the quality of the performance would get worse in visual tasks of long pe-

riods. Since head motion evaluation is considered a type of visual task as well, this

means that the participants find it increasingly difficult to distinguish the quality of the

head motion over time. Persson et al. [2007] found that fatigue impacts ’interference

tasks’. This refers to the process of filtering out relevant data during the comparison

between systems, thus further affecting the final evaluation results. This effect is not

only psychological; in this regard, using an EEG (Boksem et al. [2005]) were able to

show that participants’ attention decreased when fatigue increased. This decreasing

attention was impossible to prevent using any method with correct instructions. Nev-

ertheless, all of the participants would probably face this problem. The above studies

suggest that it is not good to design the experiment to be too long. Even though there

is no direct study reporting fatigue during head motion evaluation, it is important to

determine the most optimal length of the evaluation.

It would be much more convenient to conduct head motion synthesis evaluation over

the internet than bringing participants into a laboratory. However, Reips [2002] warned

that changes in the environment are among the factors causing the results to be skewed.

Kittur et al. [2008] also stated that some experiments are not suitable to be conducted

online. However, Buchholz and Latorre [2011] had a different opinion, pointing out

that preference testing could be suitably conducted online. Moreover, Wolters et al.

[2010] also found that speech quality testing could be conducted online, even though

different headphones and speakers could affect the quality of the audio tracks. Last,
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Jonell et al. [2020] demonstrated that results did not differ between in-lab and online

testing for gesture synthesis evaluation. Based on the studies above, we believe that

changes in the environment impact the results, although the impact may not be sig-

nificant. If the distributions of both results collected from different environments are

similar, we may perform some reasonable transformation to the results, and this could

eliminate the effect of the impact of the environment changes. Thus, the different

conditions can be controlled for.

Finally, we discuss the culture. Graham and Argyle [1975] studied the cultural impact

on which gesture people produce while speaking. Kita [2009] showed that native lan-

guage always has a larger influence on the types of gestures people produce. However,

regardless of the different gestures produced, there is no direct link between natural

gestures and culture. In effect, we always considered culture as a factor when we de-

signed the evaluation. Since our dataset consists only of native English speakers, it

would be convenient to hire native English speakers to perform the evaluation experi-

ment.

2.6.3 Analysis and Discussion

The above sections presented our findings about subjective evaluation methods. In

terms of subjective evaluation, by utilising a modified version of MUSHRA testing,

we found that the current practice of using realistic avatars was the best approach for

evaluating head motion. This is because during comparative testing, participants are

reliably able to tell when head motion is synchronised.

2.7 Chapter Summary

In this chapter, we have presented the key background needed for understanding this

thesis. In particular, we covered different methods of representing rotation and ex-
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plained reason for our choice of using rotation vectors. We also presented some back-

ground information on different types of speech features, including EMA features,

which are estimated from lower level speech features. Moreover we discussed some

SOTA techniques in deep learning for speech-driven head motion that are used in the

presented system, namely CorrNet. Finally, we described and explained why we chose

subjective evaluation for motion synthesis.



Chapter 3

Speech-Driven Head Motion System

with Waveform

3.1 Introduction

Estimating head motion from speech has been investigated with different acoustic fea-

tures or combinations of them as mentioned in Chapter 2. This aims to provide infor-

mation on different aspects for better estimation results. For example, MFCC does not

have prosodic information and thus a combination with F0 to achieve better results in

other speech-related tasks (Zhou et al. [2010], Hasija et al. [2022]). However, since the

waveform is the stem of all these acoustic features, it should contain full information

of the speech. No previous study has investigated estimating head motion from wave-

form directly. Moreover, due to the information loss in the handcrafted process of the

acoustic features, the correlation between the features and head motion remains low.

Unlike speech-driven head motion tasks, using waveform directly has been proposed in

ASR tasks. Sainath et al. [2015] stated that a waveform-based acoustic model matches

the performance of log-mel filterbank energies when used with a SOTA CLDNN acous-

tic model. Ghahremani et al. [2016] found that adding a feature extractor in a neural

75
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network can achieve SOTA results with waveform. Tüske et al. [2018] suggested that

adding a second level of time-convolutional element on top of the Gammatone feature

extraction pipeline (Schluter et al. [2007]) could boost the performance of the acoustic

model further with waveform. von Platen et al. [2019] ascertained that a multi-span

CNN with different span of raw waveform signal outperforms a FBank-based acoustic

model and showed that this multi-span CNNs learnt filters that were rather different

from the log mel-filters. These methods prove the effectiveness of applying waveform

in ASR tasks. Thus, we hypothesise that a similar performance boost occurs when

we use waveform in head motion estimation, since both ASR tasks and head motion

estimation are similar as both use speech as input.

We have to consider a few questions when applying waveform in head motion estima-

tion. First, what form of waveform should we apply in the task? Tüske et al. [2014]

have already proved that direct waveform input to the neural network would make the

learning more difficult for ASR compared to the hand-crafted features. Thus, head

motion estimation would be more difficult because ASR task is dealing with only one

data stream, whereas head motion estimation handles two data streams. The above

ASR studies have already provided a solution to this: feature extractor or, in other

words, bottleneck feature. Second, what information of waveform should we use in

the task? As it is different from ASR, head motion estimation does not require full

information of speech. Head motion has been shown to be related to pitch accents

(Graf et al. [2002]) and strongly linked to speech features especially F0 (Kuratate et al.

[1999]). However, the linguistic information is not required for head motion because

Mcneill [1987] demonstrated that the ’gesture lead’ phenomenon arises. Therefore,

we have to distill the information within speech. Third, how are the estimated mo-

tion processed? Before discussing what method to post-process, we must explain why

the output should be de-noised. One of the many possible reasons is that the fre-

quency of speech and the frequency of head motion are different. A complete head
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motion is measured to be last at least 400ms (Hofer and Shimodaira [2007]), whereas

most people speak at an average speed of four to five syllables per second. This fre-

quency difference requires rapid predictions within a short-time horizon and causes

the predicted motions to be discontinuous and laggy/jerky when combining together.

Another possible reason is the limited learning capability of the neural network, which

encounters challenges in learning data over a long-period (e.g., vanishing gradient).

Forth, how can the proposed system be evaluated? Standard measures such as MSE

only show the differences between the recorded ground truth and the predicted motion.

However, there are many possible combinations of movement patterns (e.g., different

angle of movement ) that occur with the same speech content regardless if the person is

speaking or listening. Thus, such measures have a limitation of misleading researchers

by resulting in a significant difference between the recorded ground truth and the pre-

dicted motion; however, the predicted motion shows the same movements with a larger

degree only. So far, there is no such measure to evaluate movement along with the time

axis. The reason is that it is difficult to imagine whether a movement occurs at a spe-

cific timing based on the above measures. Thus, it is hard to evaluate a system based

on the existing objective measures.

To overcome the problems of high dimensionality and irrelevant information, we pro-

pose a canonical-correlation-constrained autoencoder (CCCAE) to extract low-dimension

features from raw waveforms, where hidden layers are trained not only to minimise

the error of encoding and decoding but also to maximise the canonical correlation with

head motion. The extracted features of a low dimension are then fed to another neural

network for regression to predict head motion. Then for the post-filtering issue, we re-

solve it by training a de-noising auto-encoder with clean data instead of dropout/noisy

data. The reason for not using linear filters is that the linear filters are based on iden-

tifying the impulse transfer function that satisfies the requirements of the filter speci-

fication, whereas our proposed filter requires inputting clean data to train and learn in
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reconstructing smooth head motion. Last, we propose a new objective measure called

term-weighted Value (TWV). TWV is used to measure the quality of a detection sys-

tem, and it is useful in our regression system as the rotation vector is formulated by

angle and rotation matrix. Assuming that a typical movement creates a large change in

the angle, TWV can be used to measure the angle peaks for the generated head motions.

Therefore, TWV is useful to visualise whether a movement occurs at a right timing.

We showed that the features obtained with the proposed approach are more useful for

head motion prediction than those with a standard autoencoder. We evaluated the new

approach through comparisons with other acoustic features objectively.

3.2 Related Work

In head motion synthesis, representation learning has been proposed to build the bottle-

neck feature from acoustic features.(Haag and Shimodaira [2016]; Fares et al. [2022]).

Although these bottleneck features yield improved results, they learnt to contain the

relationship between the acoustic and head motion data. However, the model does not

consider the full information from speech itself. As discussed previously, the hand-

crafted features suffers from the issue of the information loss. It is natural to consider

the original waveforms as the input to neural networks so that we can fully make use

of the information in the original observations.

Furthermore, the objective of these bottleneck features usually takes the construction

differences between the ground truth and the estimation only. This applies to the va-

riety of the head motions from the same speech, leading to low correlation between

features and targets. DCCAE was proposed by (Chandar et al. [2016]; Wang et al.

[2015]) to effectively model two data streams with construction error and CCA loss,

and the models were applied to cross-language tasks and multi-view feature learning,

where reasonably high correlations between two data streams are expected.
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Then, come to the output, the predicted head motion is always noisy or jerky as dis-

cussed. Thus, a de-noising filter is always a part of the motion synthesis system in the

literature. To the best of our knowledge, the common way to create noisy data is either

applying dropout to the ‘clean’ data for making the data discontinuous or add Gaussian

noise to the ‘clean’ data. Ghosh et al. [2017] proposes a de-noising auto-encoder using

a neural network by dropping out the joints of the body skeleton. Due to there is only

one joint (x, y, z) in our head motion task, dropping out any one of the trajectories does

not simulate the natural noisy head movements. On the other hand, adding Gaussian

noise to create noisy data does not yield expected jerky movements as they would nat-

urally occur. Thus, training an auto-encoder with Gaussian noise data would not be

effective. The difference in our proposed approach is to learn the natural head motion

instead.

In the evaluation process, Haag and Shimodaira [2016] proposed using local CCA to

calculate the correlation between the predicted motion and the ground truth. Kucherenko

et al. [2019] then proposed calculating the velocity, acceleration and jerkness of the

movement for both the predicted motion and ground truth, instead of showing the nu-

merical differences only. Both studies performed subjective evaluation to show the

effectiveness of the their proposed systems.

3.3 Methodology

Our proposed system can be separated into three modules; (1) a canonical-correlation-

constrained autoencoder (CCCAE) for compressing the high-dimensional waveform

input to distributed embedding of low dimensions; (2) a regression model for predict-

ing the head motion from the compressed embedding; (3) a post-filtering autoencoder

for reconstructing smooth head motion. The overall framework of our proposed model

is shown in Figure 3.1.
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Figure 3.2: The 51 frames representation of the speech feature. Yellow represents
the speaking frame at timet , green represents the speaking regions at timet±20, red
represents the ±5 edges and can be either speaking or listening (i.e., silence)

Figure 3.3: Number of distinct head motions in one second. Same colors represent the
overlapping when shifting. The value in the figure represents the number of frames of
head motion, and each frame is 10ms

3.3.1 Waveform Embedding

As discussed in Chapter 2, standard AE with reconstruction error only does not get

any explicit learning signal encouraging it to share the capacity of its common hidden

layer between the views, since the views are not guaranteed to be projected to a com-

mon subspace. When we apply the resulting embedded features to the downstream

task, the final score is not guaranteed to be good since the information compressed in

the embedding is not controllable. Then, researchers started to explore combining the

training procedures of the AE and downstream tasks and achieved surpassing results.
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However, we argue that there is a trade-off between the compression and task scores,

which makes the training more difficult. Thus, we propose to use CorrNet in our work,

which combines the advantages of standard AE-based and CCA-based approaches.

This framework of autoencoder for a set of two data streams was proposed by Chandar

et al. [2016] and Wang et al. [2015]. The framework by Wang et al. [2015] consists of

two autoencoders and optimises the combination of canonical correlation between the

learned ’bottleneck’ representations and the reconstruction errors of the autoencoders.

Since head motion is parameterised with a time series of rotation vectors of three di-

mensions in the present study, we did not need to use an autoencoder to reduce the

dimensionality further. We thus employed a single autoencoder, in which hidden lay-

ers were trained in such a way as to not only minimise the reconstruction error but also

maximise the canonical correlation with head motion. Thus, instead of projecting the

two features to a common subspace, we projected raw waveforms to a subspace so that

the embedded features are well correlated with head motion. In our assumption, we

make use of the data in speaking regions to train the proposed CCCAE because human

produces active motion during speaking. In such cases, the trained model supposes to

only encode correlated information with the head motion from the original waveform

to the embedded feature.

We trained the proposed CCCAE with the following objective function:

ObjCCCAE = ∑
t
‖XXX t− p( f (XXX t))‖2−αCCA( f (XXX),YYY ) (3.1)

where XXX t ∈ R100×1 represents the input raw waveform vector at a time instance t to

the encoder, f () represents the projection with the encoder, p() represents the recon-

struction with the decoder, XXX ∈ R100×T and YYY ∈ R3×T denote the whole sequences

of waveform vectors and head motion vectors, respectively. In our case, Y is rep-

resented as 3D rotation vector, discussed in Chapter 2. Each of the dimensions can
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Figure 3.4: Schematic overview of rotations along three axes, as well as example move-
ments most frequently used in communicative head gesturing (Wagner et al. [2014])

swing individually to act as a movement (shown in Figure 3.4). CCA() is the canon-

ical correlation function. α ≥ 0 is the weighting factor, where α = 0 corresponds to a

standard autoencoder with an MSE loss function. In our later experiment, we set α = 0

for standard AE and α = 1 for our proposed CCCAE.

3.3.2 Head Motion Regression

A simple feed-forward deep neural network was applied here for the regression from

the waveform embedded features to head motion. We do not consider more complex

models such as CNN and LSTM, because the present study focuses on a compact and

efficient representation of speech features rather than the regression of head motion,

and previous studies (Ding et al. [2015a], Haag and Shimodaira [2016]) showed no

significant differences among the models. Accordingly, we also did not consider auto-

regressive models such as WaveNet (van den Oord et al. [2016]).

As shown in Figure 3.2, a context window of ±25 frames, which is equivalent to 525

ms effective speech content, was employed to predict head motion parameters.
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3.3.3 Post-filter

Since the output trajectories of our neural networks are noisy or discontinuous due to

the nature of speech, we applied a post-filter as post-processing to obtain smooth head

motion trajectories for animation. We built a neural-network-based de-noising autoen-

coder following the architecture, trained with the ’clean’ data (Lu and Shimodaira

[2019]). The common training procedure of the de-noising model, which comprises

applying dropout/Gaussian noise to the clean data for recreating noisy data Ghosh

et al. [2017] Vincent et al. [2010], does not work with our model as the Gaussian noise

method does not give the expected jerky movements as they would naturally occur.

The dropout method, on the other hand, drops one of the three trajectories of the head

motion, and this strictly limits the movement, causing unnatural behaviour. Therefore,

instead of removing the noise from the jerky head motion, we expect the de-noising fil-

ter to learn and know how the smooth head motion over a period should be. We assume

a complete head motion in every consecutive 500ms Hofer and Shimodaira [2007] time

frame, as the input, Min, to the de-noising filter and the output, Mout , are of the same

length. We follow the architecture in Ghosh et al. [2017], using the feed-forward neural

network, trained with the back-propagation learning algorithm, but as the input dimen-

sion is different in these two cases, we explored the best depth and width of the model

for recovering the head motion. Overall, the filter can be represented by the following

architecture:

Mout =Wdl(WelMin +bel)+bdl for 1≤ l < L (3.2)

where e represents the encoder operator, d sets the decoder operator, and l is the num-

ber of layers.
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3.4 Experimental Setup

For the purpose of our experiments, we selected data in UoEMocap from three males

(Subject A, Subject B, Subject C) and three females (Subject D, Subject E, Subject F).

Six recordings (around 30 minutes) of each subject were used for training, two (around

10 minutes) for validation, and the remaining two (around 10 minutes) for evaluation,

ignoring the differences in terms of the speaking style. We trained our models for each

subject. Note that speaker-dependent training is a common practice in speech-driven

head motion synthesis (Busso et al. [2005], Ding et al. [2015a], Sadoughi and Busso

[2018b]).

Speech Features. Audio in the database was recorded with a headset microphone at

44.1 kHz with 32-bit depth and a MOTU 8 pre mixer (MOT). Separate recording chan-

nels were used for the two speakers, and a synchronisation signal was recorded on a

third channel in the mixer. For the purpose of this work, the audio signal was down-

sampled to 4 kHz prior to feature extraction. It is because the matrix calculation for

the CCA objective increases dramatically if the size of the matrix increases, and we

only have limited computational power. Raw waveform vectors were extracted using

25 ms windows with 10 ms shifting, which resulted in 100 dimensions. A total of

13 MFCCs were formed by combining one energy coefficient and twelve mel-cepstral

coefficients, using SPTK (Yoshimura et al. [2023]). We also added their first and

second-order derivatives, resulting in 39 MFCCs. Voicing probability and energy were

computed using openSMILE (Eyben et al. [2010]) and smoothed with a moving aver-

age filter with a window length of 10 frames. All the features were normalised in terms

of variance for each dimension.

Head Motion Features. Movements of the head as a 3D rigid body were recorded with

the NaturalPoint Optitrack (Nat) motion capture system at a 100 Hz sampling rate.

From the marker coordinates, rotation matrices for the head motion were computed
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using singular value decomposition (Soderkvist and Wedin [1994]), which were further

converted to rotation vectors of three dimensions. Furthermore, we assumed that there

is a complete head motion in every consecutive 500 ms and 250 ms shifting to ensure

smoothness and continuity in every distinct head motion as shown in Figure 3.3.

In training, we only used the frames where the target speaker for head motion predic-

tion was speaking so that the models learnt the relationship between speech and head

motion properly. In the evaluation, we made use of all the input audio sequences to

generate head motion parameters.

The following notations were used in the rest experiments:

• WavAE: Embedded features extracted from the standard autoencoder (i.e., the

output of proposed CCCAE with α = 0)

• WavCCCAE: Embedded features extracted from the proposed CCCAE with α = 1

• MMFCC: Regression model trained with MFCC feature

• MAE: Regression model trained with WavAE

• MCCCAE: Regression model trained with WavCCCAE

MMFCC, MAE and MCCCAE use the same architecture in Figure 5.5(B) to predict head

motion, while each model takes different feature vectors as input.

Training was conducted on a GPU machine and a multi-CPU machine with Tensorflow

version 1.12 by mini-batch training using Adam optimisation (learning rate 0.0002)

(Kingma and Ba [2015]). We also employed layer-wide pre-training (Takaki and Ya-

magishi [2016]).

In the evaluation, test data of the same speaker was fed into the trained regression

model, and head motion was predicted frame by frame. After that, the output of the

prediction model was then combined to form distinct head motion of 50 frames, which
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were fed to the post-filtering autoencoder. The final output for animation was generated

with the overlap-add method. Moreover, IEMOCAP dataset was used for benchmark-

ing.

3.5 Objective Measures

Objective measures can demonstrate the individual performance of different layers

of the hierarchy and show if the approach is sound before subjective testing. The

followings discuss available objective measures and their suitability for this thesis.

Then, we also propose our own objective measure that better reflects the performance

of a motion synthesis system than the current practice.

3.5.1 Canonical Correlation Analysis and Head Motion Synthesis

One of the most commonly used correlation tests for two streams of multivariate data,

such as head motion trajectories and speech features, is CCA (Alpert and Peterson

[1972]; Lambert and Durand [1975], Haag and Shimodaira [2016], Lu and Shimodaira

[2020]). This measure was introduced by Hotelling [1936] as an extension of Pearson’s

correlation, which calculates the correlation between scalar, for calculating the corre-

lation in multi-dimension vectors. The idea is to map two streams of data, which may

not be of the same width, onto a common hyperplane and then find the Pearson’s cor-

relation between vectors in that plane. For two streams of multivariate data arranged

into a matrix, where each of the rows corresponds to one observation, X ∈ Rn×T and

Y∈Rm×T , and cor is the Pearson’s correlation function, the canonical correlation score

ρ(c) is defined as follows:

ρ
(c) = cor(a′X,b′Y) (3.3)
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where a is the n∗1 vector and b is the m∗1 vector that satisfy the following:

a,b = argmax
a,b

cor(a′X,b′Y) (3.4)

It is also useful to define the following:

U1 = a′X (3.5)

V1 = b′Y (3.6)

This process is then repeated with the added constraint that new a and b are uncor-

related with the first and so on. The complete set of these vectors is A and B. The

complete sets of U and V are known as canonical variables or scores. These vectors lie

on the hyperplane mentioned above. X is mapped onto the hyperplane by A, and Y is

mapped onto the hyperplane by B.

We employed local canonical correlation analysis (local CCA) as suggested by Haag

and Shimodaira [2016]. The difference between global CCA and local CCA is that

global CCA measures the correlation over the whole sequence, whereas local CCA

only calculates the sub-sequence’s CCA score within a time window and then takes the

mean value of all the obtained scores. The reason for selecting local CCA is that there

is rarely linear correlation held over long sequences, which is instead calculated by

global CCA, as the head motion trajectories change over time. We used a time window

of 300 frames or 3 seconds with a 50% overlap. We used the following formula to

calculate local CCA:

T = {0,150,300, ......,Tn}

rAverage =
1
|T |

1
d

(
∑
t∈T

d

∑
i=1

corr
(

A[i]X[t:t+n−1], B[i]Y[t:t+n−1]

)) (3.7)

where A[i], B[i] are the i’s canonical coefficients obtained in the global CCA, d is the
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dimension of features and T is the length of the utterances.

3.5.2 Motion Peak Detection

Term-weighted value (TWV) is used to measure the quality of a detection system, and

it is useful in our regression system as the rotation vector is formulated by angle and

rotation matrix. Assuming that a typical movement creates a significant change in

angle, TWV can be used in measuring the angle peaks for the generated head motions.

We used the following formula to calculate TWV that specifies the trade-off between

misses and false alarms (Fiscus et al. [1970]):

TWV(δ) = 1−averagePmiss +β∗PFA(term,δ) (3.8)

β =
C
V
∗ (Pr−1

term−1) (3.9)

where the C
V is the cost/value ratio and this is set as 0.1. Prterm is the prior probability

of a term. In the original paper, Prterm is set at 10−4, but in our case, we set it at

10−2. That is due the following reasons: 1) Our speech utterances are much shorter

than in the original paper. 2) There are not many true peaks in the ground truth, thus

putting high penalty in the false alarm for the system would deleverage the effect of

missing term as the predicted head motion seems always more active than the ground

truth. 3) Our peak matching windows is 51 frames, whereas the test utterance file

has about 30+k frames. The total peak matching frames (51 * the average peaks in

Subjects) only covers less than 10% of the speech utterance. Whereas in the spoken

term detection task of the original paper, there are terms in every frame; thus, using

10% of the original penalty looks reasonable.

The false alarm generally is defined as alarm systems in many different applications be-

ing triggered by something other than the expected trigger event. In our case, the unex-

pected trigger event refers to there being no motion movement in the reference/ground
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truth, but motion movements occur in the predicted. The miss values then refer to the

opposite way, in which there is no motion movement in the predicted one, but occur in

the reference/ground truth. Then to calculate the miss and false alarm, we applied the

following:

Pmiss(term,δ) = 1−
Ncorrect(term,δ)

Ntrue(term)
(3.10)

PFA(term,δ) =
Nspurious(term,δ)

NNT (term)
(3.11)

NNT (term) = nt ps ∗Tspeech−Ntrue(term) (3.12)

(3.13)

where:

• term is the condition we would like to be detected, in our case, it is the angle

peak

• δ is the detection threshold, which refers to the time window

• Ntrue(term) is the total number of the angle peak in the ground truth

• NNT (term) is the number of opportunities for incorrect detection of term in the

corpus (=’Non-Target’ term trails)

• Ncorrect(term,δ) is the number of correct (true) detections of term with a detection

score greater than or equal to δ

• Nspurious(term,δ) is the number of spurious (incorrect) detections of term with a

detection score greater than or equal to δ

• nt ps is the number of trials per second of speech (arbitrarily set to 1)

• Tspeech is the total amount of speech in the test data (in frames)

The maximum possible TWV is 1.0, corresponding to ’perfect’, and the value of 0.0
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means nothing. Negative TWVs are possible when large numbers of false alarms hap-

pen. Moreover, the cost of a false alarm is effectively constant across all the term, ≈

1/Tspeech, since in practice Tspeech >> Ntrue(term), while the cost of a miss is variable

and depends on the number of true occurrences of all the term, = 1/Ntrue(term)( Weg-

mann et al. [2013]).

3.5.3 Velocity, Acceleration, Jerk

Calculating the absolute differences in positions between the generated motion and the

motion capture does not justify for natural motion (Kucherenko et al. [2019]). Having

similar distribution is another factor that we should consider for a plausible candidate

for natural motion. Plausible motions do not require measures such as speed or jerk to

closely follow the original motion, but they should produce a similar distribution. That

is why we would like to study distribution statistics, namely velocity, acceleration, and

jerk. They are calculated by taking a finite difference between joint positions at time t

and t−1 and the derivative of joint positions.

3.5.4 KL divergence

KL divergence is used to measure the similarity between two probability distributions.

It is useful in our evaluation because it shows whether there is capacity for common

patterns in the acoustic features and personal behavior of the different subjects. Such

personal behaviors would result in distinct pattern distribution in the later motion gen-

eration. We use the following formula to calculate the KL divergence:

DKL(P||Q) = ∑
x∈X

P(x) log
(

P(x)
Q(x)

)
(3.14)

where P, Q are the two probability distributions, which are defined on the same proba-

bility space, X . In the later evaluation, we applied symmetric KL divergence, which is
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defined below:

SymmetricKL = DKL(P||Q)+DKL(Q||P) (3.15)

3.6 Results and Discussion

We first train the proposed DCCCAE with different embedding sizes to determine the

structure of the model. Then the defined embedding is used to analyse and compare

with those existing acoustic features. We then select few of the features based on

the analysis results to train the regression model. Lastly, the regression results are

presented with different objective measures mentioned in Section 3.5.

3.6.1 Autoencoder Reconstruction

Table 3.1: Comparison of different widths of WavCCCAE, where NMSE and local CCA are
calculated between WavCCCAE and the original head motion for Subject A in UoEMocap.

Width
NMSE CCA

Train Valid Test Train Valid Test
15 0.411 0.507 0.480 0.245 0.216 0.219
30 0.173 0.239 0.221 0.264 0.234 0.248
60 0.233 0.261 0.250 0.220 0.194 0.194

High dimensionality has been affecting the popularity of the usage of waveform as the

input to neural networks, even though the waveform contains the original information

of the acoustic features. Here, we seek to resolve this problem by using our proposed

model, CCCAE. In the previous section, CCCAE has been described as not only reduc-

ing the dimension of the input feature effectively but also maximising the correlation

between the embedding feature and the target. In this experiment, we built the DCC-

CAE model as we described in Fig 3.1(a). We first explored the possible dimensions

of embedding features with sizes of 15, 30 and 60 in the middle layer and the rest of

the layers were unchanged, where the original dimension of waveforms input was 100.
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This could give us a clear idea about the trade-off between the recovery of waveforms

and the correlating information.

Looking at Table 3.1, which shows the comparison of different widths of the proposed

embedded feature in terms of NMSE and local CCA for training, validation and test

dataset. The result of the validation set demonstrates that the higher the dimension

of the embedding feature is, the better the recovery of the waveform is. It is clear

that the size 15 is the worst in terms of recovering the waveform as there is too little

information. On the other hand, the size 60 is the least correlated to the head motion

because there is still too much irrelevant information. Overall, the results show that

the size of sample 30 is the best choice to provide the clearest results. The result of the

test set is provided as well but is not involved in selecting the architecture. With the

test set results, we can notice that the selected size 30 achieves the lowest NMSE and

highest CCA. It is interesting that the size 60 is supposed to have the lowest NMSE

in our hypothesis, which contains the most information and has a similar dimension

to the waveform input. This could be explained that there is a trade-off between the

reconstruction and CCA loss, the alpha value in Eq 3.1 should be tuned for better

generalisation. However, we did not put much effort into this exploration.

3.6.2 Feature Analysis

In the introduction, we hypothesised that since waveforms contain full information of

speech, there is some irrelevant information hindering the learning generalisation of

the system. Thus, to better understand the relationship between the head motions and

the information within waveforms or some common features (acoustic or prosody), a

basic correlation analysis of local CCA was carried out between speech features and

head motions before the regression training and evaluation.

Results of local CCA for each speech feature and for each subject are displayed in

Figure 3.5. The findings suggest that F0+Energy gives the lowest score, and MFCC
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Figure 3.5: Local CCA between speech features and original head motion for the test
set.

achieves the highest in the handcrafted features, and WavCCCAE achieves the highest in

all the features. One of the possible reasons why F0+Energy achieves the worst result

is that this feature only contains prosodic information regarding the loudness of the

sound. The loudness of the sound only affects the amplitude of the motion, but does

not affect the change of the motion Kuratate et al. [1999]. Comparing the waveform

and the proposed feature, we can see a large improvement (at least 30% is achieved on

average) in the results of the test set with WavCCCAE for each subject, but only a small

improvement is noted with WavAE.

In the meantime, we used an external dataset, IEMOCAP (Busso and Narayanan

[2007]), to evaluate our proposed model. We then calculated a correlation between

MFCC and head motion that is similar to the findings reported by Busso and Narayanan

[2007]. Our proposed feature has an improvement of 6% for MFCC and 27% for wave-

form.

As we aim to build speaker-dependent models, we would like to understand how each

feature related to the subjects, examining whether there are common patterns. We visu-

alised the features using T-SNE. Observing Figure 3.6, we noticed the pattern that the

sparser the point that each subject’s feature is, the lower the CCA between the feature

and the head motion. Moreover, WavAE and WavCCCAE show the effects of gathering
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these points compared with waveforms. This gathering effect shows that the models

extract latent features that capture the underlying explanatory factors for the observed

input Mohamed et al. [2022], Bengio et al. [2013]. This also shows in Table 3.2, which

shows the average symmetric KL divergence between the subjects. In each feature, the

smaller the value is, the larger the overlapped area of the distributions. Since KL di-

vergence is another way to calculate the similarity between the distributions, it could

further highlight how the features could be related to head motion. For the calculation,

we took the feature from all the combinations of every two subjects as P and Q in

Equation (3.14) to calculate the symmetric KL divergence and averaged the results. In

terms of the values, we can observe that the value of WavCCCAE is much larger than

WavAE, this refers that a smaller overlapped area for WavCCCAE. Thus, we believe

that WavCCCAE has a better effect than WavAE showing a clear distinct cluster for each

subject. We also notice that FBank feature has the largest value in this KL divergence

result, but it has the second lowest correlation in Figure 3.5. This implies that little

speaker-independent information is carried in the feature. It is because those bank pass

filters are designated to capture the information related to the human vocal tract, which

is one of the main distinguishing characteristics of individual Chougule et al. [2014].

We also assume that each subject has their own person-dependent mannerisms and

this affects the head movement in multiple ways, but there are still some patterns of

head movement that remain unchanged in all subjects. With the CCA loss objective,

WavCCCAE shows a well-organised and distinct distribution of each subject’s feature

data as there are some feature points where subjects overlapping each other (key prop-

erties of the head movement were not changed), and some feature points are spread in

different directions (this was person dependent). This distribution has not been shown

in the graph of any other feature. We believe that the overlapped areas show the prop-

erties of the head motion amongst all the subjects. As the correlation between this

feature and head motion is still unclear, future academic studies could develop these
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areas of research. People may argue that seeing a cluster is a good thing or not. Since

each subject model is trained independently, showing a cluster means that the model

has learnt the personality based on the speech and head motion input. This leads the

downstream task to be designated for the particular style. Otherwise, not seeing a clus-

ter refers to the model only capable of learning general information about speech and

head motion, not related to personal. This should not be what we expect from.

Table 3.2: Average symmetric KL divergence over subjects to indicate the similarity of
the feature distribution in all dimensions, examining whether there is a common pattern
in the acoustic feature among subjects

Measure
Feature

F0+Energy FBank MFCC Waveform WavAE WavCCCAE

Symmetric KL 6.59 11.87 6.00 5.69 6.96 8.98

Table 3.3: Comparison of different systems in terms of performance of head motion
prediction, where NMSE and local CCA are calculated between predicted head motion
and ground truth.

System Subject
Training Test

NMSE CCA NMSE CCA

Mwave f orm
A 1.02 0.12 1.56 0.24
D 2.71 0.08 2.44 0.16

MMFCC
A 0.78 0.49 1.42 0.41
D 0.55 0.57 1.55 0.42

MAE
A 1.00 0.17 1.06 0.21
D 1.15 0.09 1.14 0.09

MCCCAE
A 0.55 0.42 1.39 0.35
D 0.66 0.39 1.24 0.32

3.6.3 Head Motion Estimation Results

In addition to performing feature analysis, which was presented in the previous sec-

tion, we also investigated the effectiveness of the feature by building a neural network

to predict head motion using those audio features. In this section, we built a simple

FNN to generate head motion and then evaluate it with different objective measures.

We selected MFCC, WavAE and WavCCCAE, which were outstanding in the basic anal-

ysis, to use in the later evaluation of the regression models in the following section.
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Additionally, we built a baseline model in the first experiment, which uses waveform

as an input, to validate the improvement of the proposed feature.

3.6.3.1 NMSE and Local CCA

First, we compared the effectiveness of estimating head motion with different crafted

features to the baseline model. Since we are using the same architecture, the difference

here is just the input layer of the model. The results in Table 3.3 show the comparison

of the system with different input features in terms of performance of head motion

estimation. Mwave f orm achieves the worst result in two subjects reflecting that those

crafted features outperform this baseline model. Moreover, Mwave f orm gets similar

local CCA results as MAE, but a larger NMSE. This refers that Mwave f orm produces

more head motions with speech waveform than MAE, however, those head motions are

not correlated to the ground truth at all. Even though the baseline model was trained

with full information of speech, the results reflect that the model has difficulties in

dealing with the information, so hardly to be generalised. This was also proven by

(Tüske et al. [2014]), who found that direct waveform as input to the model is difficult

to be trained well.

Next, since the crafted features had outstanding improvement compared to the baseline

model, we increased the number of speakers to seven and continued the comparison

within the crafted features. Figure 3.7 reveals how NMSE and local CCA with the

ground truth (original head motion) are involved in an FNN system trained with differ-

ent features, which are used to investigate the evaluation of predicted motion. Another

coping strategy, which was expected to seek a chance score, was also developed on

the grounds of well-computed local CCA between existing motion and randomized

sequences that characterize totally different and unsynchronized subjects. The hypoth-

esized chance score for the subjects is shown in Table 3.4.

It is notable that, regardless of the lowest NMSE, the result of MAE could be biased.
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  (d) Waveform

 

  (e) WavAE

 

(f) WavCCCAE

Figure 3.6: T-SNE visualisation of the feature distribution for Subjects A-F to visualise
whether there is a common pattern in the head motion among subjects
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Figure 3.7: Comparison of different features in terms of performance of head motion
prediction for different subjects, where NMSE (Figure a and b) and local CCA (Figure c
and d) are calculated between predicted head motion and ground truth.



3.6. Results and Discussion 101

100 200 300 400 500 600 700
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
Speaking
GT_RotationAngle
MDCCCAE_RotationAngle
MAE_RotationAngle
MMFCC_RotationAngle

(a) Rotation Angle

100 200 300 400 500 600 700
0.00

0.02

0.04

0.06

0.08

0.10
Speaking
GT_Velocity
MDCCCAE_Velocity
MAE_Velocity
MMFCC_Velocity

(b) Velocity

100 200 300 400 500 600 700
0.00

0.02

0.04

0.06

0.08

0.10
Speaking
GT_Acceleration
MDCCCAE_Acceleration
MAE_Acceleration
MMFCC_Acceleration

(c) Acceleration

100 200 300 400 500 600 700
0.00

0.02

0.04

0.06

0.08

0.10
Speaking
GT_Jerkness
MDCCCAE_Jerkness
MAE_Jerkness
MMFCC_Jerkness

(c) Jerkness

Figure 3.8: Comparison of different features in terms of Velocity, Acceleration, Jerkness
of head motion for Subject A.
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Table 3.4: The local CCA between the ground truth and randomised sequences of an-
other subject, showing the lowest bound of the CCA between two head motion streams.

Measure
Subject

A B C D E F IEMOCAP

Unsynchronised CCA 0.14 0.11 0.11 0.11 0.10 0.10 0.12

Little movement of predicted head motion directly results in NMSE being close to

1.0. This explains why the chance score mechanism is better than MAE for all subjects.

MCCCAE has a better performance for most of the subjects except Subject B and Subject

C in terms of NMSE. However, MMFCC achieved the highest local CCA for all subjects.

This suggests that MCCCAE and MMFCC have different strengths in different metric

domains. Overall, the local CCA of MMFCC and MCCCAE in the test dataset is higher

than the chance scores.

3.6.3.2 Velocity, Acceleration, Jerkness

Besides showing the numerical differences between the generated motion and the

ground truth, the generated motion must have the right acceleration, whereas too fast

or too slow motion does not look natural (Kucherenko et al. [2019]).

Figure 3.8 and Figure 3.9 display the changes of rotation angle, velocity, acceleration

and jerkness during conversation for two speakers trained with the proposed and base-

line models . Figure 3.8(a) shows the changes of rotation angle. MAE has the lowest

changes over time, which indicates that the animated head looks still. MCCCAE demon-

strates fewer changes than MMFCC and is much more similar to the ground truth. Sim-

ilarly, regarding the velocity in Figure 3.8, a higher frequency of change is observed

in MMFCC than MCCCAE and the ground truth. However, regarding the acceleration in

Figure 3.8, MCCCAE displays a higher frequency of change than others, and the ground

truth has a peak in the frequency of change. Last, Figure 3.8(d) illustrates the jerkness.

MCCCAE and MMFCC display more changes than the ground truth. Overall, Figure 3.9

for Speaker D shows similar properties as Figure 3.8 for Speaker A.
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Figure 3.9: Comparison of different features in terms of Velocity, Acceleration, Jerkness
of head motion for Subject B
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Table 3.5: Comparison of different systems using TWV in terms of the matching of the
angle peak detection.

Subject System Pmiss PFA TWV

A
MMFCC 0.677 0.005 0.269

MAE 1 0.001 -0.007
MCCCAE 0.677 0.003 0.292

B
MMFCC 0.789 0.004 0.172

MAE 0.895 0.002 0.089
MCCCAE 0.842 0.002 0.137

C
MMFCC 0.696 0.007 0.236

MAE 0.913 0.003 0.059
MCCCAE 0.696 0.007 0.232

D
MMFCC 0.711 0.005 0.236

MAE 0.867 0.001 0.121
MCCCAE 0.822 0.002 0.155

E
MMFCC 0.718 0.005 0.231

MAE 0.821 0.003 0.151
MCCCAE 0.744 0.006 0.200

F
MMFCC 0.65 0.008 0.275

MAE 0.8 0.003 0.169
MCCCAE 0.55 0.008 0.365

3.6.3.3 Peak Detection

In addition to the analysis of the levels of the trajectories, we also applied an angle peak

matching between the generated head motion and the ground truth. First, we calculated

the motion angle from the rotation vector and then applied AMPD algorithm (Fiscus

et al. [1970]) to detect the peak occurrence over time as shown in Figure 3.10 and

Figure 3.11. Next, we applied a fixed sliding windows (51 frames) between the ground

truth and the estimated head motion simultaneously to check for a matching peak in

the window. Also, we used a window of 21 frames to prevent duplicate matching.

Table 3.5 displays the comparison of different systems, where the angle peak detection

tradeoff value was computed between the generated head motion and the ground truth.

Even though MAE has the lowest false alarm and the highest missing values, this reflect

a fact that there is little movement (or no movement) generated by MAE, which is also

shown in the NMSE analysis (near 1.0). Overall, MAE has the lowest TWV values. Our
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proposed model, MCCCAE, achieves significant improvement over MAE by the CCA

constraint in training, where it achieves the highest TWV in Subject A and Subject F.

The reason why of MCCCAE were still out beaten in some subjects by MMFCC might be

that MCCCAE generates still movement in the silence region, whereas MMFCC outputs

head motions simultaneously as the ground truth, thus increasing the possibility of

matching.
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Figure 3.10: Detection of angle peak for each subject. The peak is detected by auto-
matic multiscale-based peak detection (AMPD) Scholkmann et al. [2012].
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Figure 3.11: Detection of angle peak for each subject. The peak is detected by auto-
matic multiscale-based peak detection (AMPD) Scholkmann et al. [2012].
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3.7 Further Considerations

While the proposed MCCCAE alone did not outperform MMFCC in all objective as-

pects, there were performance improvements compared to the baseline model and

MAE. Specifically, MCCCAE produced more smoothness and lesser quick motion than

MMFCC from the motion distribution figures (Figure 3.8 and Figure 3.9). This might

be due to the natural property of speech in the MFCC features whereas WavCCCAE

was not considered as speech feature, and each feature in WavCCCAE was not strongly

correlated, even though WavCCCAE was extracted from waveform. Experiments with

peak detection indicated that most of the speaker-dependent MCCCAE produced lesser

peaks than MMFCC (Figure 3.10 and Figure 3.11).

In earlier analysis (Section 3.6.2), the proposed feature, WavCCCAE, was found to have

the highest CCA to the head motion. This proposed feature captures the head-motion-

independent properties and speaker-dependent properties, which can effectively distin-

guish between two speakers in T-SNE visualisation (Figure ?? and Figure 3.6) even if

they share the same head movement. In future work, this could be preferable for style

transfer in motion synthesis.

3.8 Conclusion

In summary, we have proposed an approach to create a highly correlated feature with

head motion from raw waveform data using CCCAE. From the objective evaluations,

we can conclude that (1) CCCAE enables the creation of a more correlated feature

(WavCCCAE) with head motion than WavAE and other popular spectral features such

as MFCC and FBank. (2) The analysis of the features distribution among the subjects

showed a clear distinct cluster for each subject in WavCCCAE only. (3) The MCCCAE

achieved the lowest NMSE in the test dataset, although the local CCA is not the high-

est. (4) The analysis based on TWV demonstrates that MMFCC and MCCCAE have
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comparable performance. Point (3) and (4) indicate that WavCCCAE is capable of being

used in achieving state-of-the-art results for predicting natural head motion with the

advantage of the CCCAE. (5) The movement distribution graph indicates that MCCCAE

tends to produce more smoothness and lesser quick movement than MMFCC.





Chapter 4

LSTM-based Head Motion Estimation

with DCCCAE

4.1 Introduction

In the previous chapter, we have presented DCCCAE, which effectively compresses

waveform into low-dimension and highly correlated features. These compressed fea-

tures with a simple FNN outperform the baseline model and MAE and have a compara-

ble performance with MMFCC. In this chapter, we investigate the usage of RNN, which

is better to deal with sequential data, instead of FNN. Moreover, since both input and

output data in this task are sequential, we have no reason to doubt that RNN should be

investigated to show the effectiveness of the proposed feature.

FNN is a layer that allows input to travel one way only: from input to output. FNN

tends to be a straightforward network that associates inputs with outputs. There is no

linking between any previous or next data. For our head motion estimation task, not

only is the input data sequential (e.g., ASR) but also the output data (e.g., TTS). Using

FNN in the regression model raises a serious consideration about whether the model

has learnt the time information of the proposed feature. Another consideration could

111
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be that since no time information is learnt by the model, the output of one data point is

completely independent of the previous input. This creates a serious jerking problem

when concatenating all the output data. People might argue that the input of the re-

gression model is a stack of features and could already include temporal information,

thus the necessity of RNN is not strong. However, the embedded feature is processed

in a frame-wise manner and only the information which is useful to head motion is

extracted by CCA objective, the time information may only be little included in the

feature. Therefore, we hypothesise that RNN could do better in linking the frame-wide

embedded features.

RNNs have been proven to be powerful in modelling sequential data with variable

lengths. However, many types of RNN units have design flaws. One famous RNN

unit is the long short-term memory (LSTM) invented by (Hochreiter and Schmidhuber

[1997]). LSTM is a system that eliminates the vanishing gradient problem (Hochreiter

[1991]) and prevents backpropagated errors. LSTM consists of three trainable gates

to control the information flow, allowing it to learn which information should be kept

and which information should be dropped. Therefore, LSTM can learn long-range

dependencies.

Given the arguments above, we proposed using LSTM to replace layers of FNN in the

regression model to learn time information. Instead of only modelling relationships

between a set of predictor or input variables and one or more response or output vari-

ables, the model could capture time information in the proposed feature. We still kept

FNN as the final output layer for functional mapping where the model has to learn how

a number of input variables affect the output variable.

We tested the proposed LSTM regression model on the UoE and IEMOCAP dataset.

The experimental results demonstrated that the LSTM models improved in terms of

the overall performance in normalised mean square error (NMSE) and CCA metrics
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and adapted the WavCCCAE feature better, which makes the proposed LSTM-regression

system outperform the MFCC-based system. We also designed the subjective evalua-

tion, and the subjective results of the MUSHRA-like test indicated that the participants

deemed the animations generated by models where WavCCCAE was chosen to be better

than the other models. The A/B test further highlighted that the LSTM-based regres-

sion model adapted better with the proposed feature WavCCCAE.

4.2 Related Work

We have presented the FNN-based regression method in the previous chapter. As men-

tioned, FNN does not consider the sequential information of the speech over time;

therefore, auto-regressive (AR) model has been proposed to resolve this issue. The

AR model specifies that the output variable depends linearly on its own previous val-

ues and this procedure models the temporal structure of the training data. The AR

model is commonly applied in speech models, such as the HMM (Shannon and Byrne

[2009];Shannon et al. [2013];). Even though both AR and RNN models can be used

to model time series, the AR model has its own limitation compared to RNN. The AR

model only has finite dynamic responses to time series input, whereas RNN maintains

hidden layers with directed feedback connections and hence has an infinite dynamic

response. In other words, RNN can fully view the time information, whereas the AR

model can only view a fixed window of time information.

LSTM was introduced by Hochreiter and Schmidhuber [1997] and further investigated

by Gers [2001] and it has been successfully applied in many research domains and

has displayed outstanding performance related to the speech to head motion problem.

Graves [2013] demonstrated the ability of LSTM networks to model long-term struc-

ture by predicting discrete text values, and by predicting the real values of handwritten

trajectories. Another example by Sutskever et al. [2014] reported SOTA performance
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for the language translation task.

Previous works have investigated RNN-based head motion regression with common

acoustic or prosody features. Ding et al. [2015b] showed a better result applying Bi-

directional LSTM (BiLSTM) trained by FBank features to their previous work, which

used an FNN regression model (Ding et al. [2015a]). Unlike standard LSTM, the input

of BiLSTM flows in both directions, and it’s capable of utilizing information from both

sides, shown in Figure 4.1. It’s also a powerful tool for modeling the sequential depen-

dencies in both directions of the sequence. However, having two layers of LSTM to

deal both directions causes much slower and requires more time for training. Sadoughi

and Busso [2018a] compared the FNN-based and BiLSTM-based models with prosody

features. They claimed that the BLSTM-based model outperformed the FNN-based

model. Furthermore, they also investigated the effectiveness of concordance correla-

tion (CC) loss. The difference between their CC loss and our proposed CCA loss here

is that they directly applied the loss in the regression, whereas we applied the CCA

loss in the feature extraction. The method in our thesis might be better because the

extracted feature only keeps useful information that is related to head motion and that

the regression model can easily learn from.

Figure 4.1: The illustration of LSTM cell (Left) and Bi-LSTM (Right).
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4.3 Methodology

Figure 4.2 shows an overview of our proposed system, which can be viewed as three

main modules: (1) a canonical-correlation-constrained autoencoder (CCCAE) for com-

pressing high-dimension input into low-dimension input while sustaining correlated

information between the waveform input and head motion; (2) a regression neural net-

work for generating the head motion from the compact and correlated embedded input;

(3) a neural-network-based post-filter for constructing smooth head motion from the

generated output. In the training procedure, we applied mean square error (MSE) nor-

malised by the variance of the ground truth for these three models. As models (1)

and (3) are the same as the models described in Section 3.3, they are not going to be

discussed again in this section. We only focus on the changes of the regression model.

4.3.1 Head Motion Regression

As discussed in the introduction and the related work, previous studies (Ding et al.

[2015a], Haag and Shimodaira [2016], Greenwood et al. [2017], Sadoughi and Busso

[2018b]) have conducted research using RNNs and showed better performances. A

reasonable result achieved by the FNN was first proposed in our system from the ex-

periments with WavCCCAE. We will further investigate the performance using LSTM

with WavCCCAE and how much improvement is made by LSTM compared to FNN in

terms of the objective evaluation?

4.3.1.1 Feed-Forward Neural Network (FNN)

There are 7 feed-forward layers that construct the regression model here with different

numbers of hidden nodes to predict head motion from the waveform embedded fea-

tures, shown in Figure 4.1. The architecture and hyperparameters are the same as in

the previous chapter, and we take it as the baseline model.
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4.3.1.2 LSTM

Different from the FNN baseline model, we have built two LSTM-based models: 1-

Layer-LSTM (replaced 4096-FNN) and 2-Layer-LSTM (replaced 4096-FNN and 64-

FNN). Both of the hidden cell values are much smaller than the original feed-forward

layers’ nodes because with the memory cell designed within LSTM, the model has

a better capability to capture longer-time information. Additionally, we also did not

choose to use BiLSTM, which can capture the forward and reverse time information.

That is because the extracted feature, WavCCCAE, is compressed and highly correlated

to a frame of head motion and it does not strongly cooperate with the previous and next

head motion data frame. Another reason is that head motion is a type of forwarding

data, it is rare to mention the movement in the backward direction. Thus, a reverse

LSTM might not help in the result, but in fact it would slow the training. The following

is the compact form of the equations for the forward pass of an LSTM model with a

forget gate (Hochreiter and Schmidhuber [1997]), shown in Figure 4.1:

ft = σg(Wf xt +U f ht−1 +b f )

it = σg(Wixt +Uiht−1 +bi)

ot = σg(Woxt +Uoht−1 +bo)

ct = ft ◦ ct−1 + it ◦σc(Wcxt +Ucht−1 +bc)

ht = ot ◦σh(ct)

where the initial values are c0 = 0 and h0 = 0, and the operator ◦ denotes the Hadamard

product. The subscripts t refer to the time step.

Variables:

• xt ∈ Rd: input vector to the LSTM unit
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• ft ∈ Rh: forget gate’s activation vector

• it ∈ Rh: input gate’s activation vector

• ot ∈ Rh: output gate’s activation vector

• ht ∈ Rh: output vector of the LSTM unit

• ct ∈ Rh: cell state vector

• W ∈ Rh∗d,U ∈ Rh∗h and b ∈ Rh:weight matrices and bias vector parameters that

need to be learned during training

• σg: sigmoid function

• σc: hyperbolic tangent function

• σh: hyperbolic tangent function

4.4 Experimental Setup

This RNN investigation task was evaluated with one male speaker (Subject A) and

one female speaker (Subject D) selected from the UoE dataset. Furthermore, the same

speaker used in the FNN task was selected from the IEMOCAP dataset agian. More-

over, the data selection and feature processing are the same as described in Section

3.4.

In training, we only used the frames where the target speaker for head-motion pre-

diction was speaking so that the models learnt the relationship between speech and

head motion properly. In evaluation, we made use of all the input audio sequences to

generate head motion parameters.

The following notations are used in the rest experiments:

• WavAE: Embedded features extracted from waveform with the standard autoen-



4.5. Results and Discussion 119

coder, objAE

• WavCCCAE: Embedded features extracted from waveform with the proposed CC-

CAE, objCCCAE with α = 1

• MXX : FNN-regression model trained with XX feature

• MRXX : Regression model with 1-Layer-LSTM trained with XX feature

• MR2XX : Regression model with 2-Layers-LSTM trained with XX feature

MMFCC, MAE, and MCCCAE use the same architecture in Figure 5.5(B) to predict head

motion, while each model takes different feature vectors as input.

Training was conducted on a GPU machine and a multi-CPU machine with Tensorflow

version 1.12 by mini-batch training using Adam optimisation (learning rate 0.0002)

(Kingma and Ba [2015]). We also employed layer-wide pre-training (Takaki and Ya-

magishi [2016]).

In the evaluation, test data of the same speaker is fed to the trained regression model

and head motion is predicted frame by frame. After that, the output of the prediction

model is then joined to form distinct head motion of 50 time frames, which are fed to

the post-filtering autoencoder. The final output for animation was generated with the

overlap-add method.

4.5 Results and Discussion

There were two main evaluations in this RNN investigation task. One set of evaluations

was to calculate the similarity between two sequences of vectors, and we employed a

normalised mean-squared error (NMSE), where MSE is normalised by the variance

of ground truth, and local canonical correlation analysis (local CCA) (Haag and Shi-

modaira [2016]). Another set of evaluations was performed for subjective evaluations.

In this subjective evaluation, we selected all the trained models, including LSTM-based
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Figure 4.3: Comparison of FNN and LSTM systems in terms of performance of head
motion prediction, where NMSE is calculated between predicted head motion and
ground truth. M: FNN model, MR: 1-Layer-LSTM that replaces 4096-FNN, MR2: 2-
Layers-LSTM that replaces 4096-FNN and 64-FNN
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Figure 4.4: Comparison of FNN and LSTM systems in terms of performance of head
motion prediction, where local CCA is calculated between predicted head motion and
ground truth. M: FNN model, MR: 1-Layer-LSTM that replaces 4096-FNN, MR2: 2-
Layers-LSTM that replaces 4096-FNN and 64-FNN
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and FNN-based models, to be evaluated in the MUSHRA-like test and A/B test. Then,

it became possible to distinguish the best model for the proposed feature.

4.5.1 Head Motion Estimation Results

In this experiment, we have done NMSE and local CCA objectives to compare the

performance over FNN and LSTM models with different features. Figure 4.3 demon-

strates the NMSE objective and Figure 4.4 shows the local CCA objective. A lower

NMSE / higher CCA indicates better performance for the models. MR and MR2 mod-

els have better results than M models in MFCC and WavCCCAE because the NMSE val-

ues have decreased (shown in Figure 4.3) and CCA values have increased respectively

(shown in Figure 4.4) after switching LSTMs in Subject A and Subject D. Results for

the models with WavAE reflect that there is not much difference between the models

switching to LSTM and those that do not. A reason for this could be that WavAE is a

low-correlated feature so, even with the advantage of LSTM, the model hardly maps

the acoustics features to the head motions. Moreover, the MR and MR2 models demon-

strate better adaption for highly correlated features because MRCCCAE and MR2CCCAE

outperform MMFCC in CCA for Subject A and Subject D. However, there is not an ob-

vious improvement for the benchmark dataset, IEMOCAP. The results remain mostly

the same in both metrics for the test set regardless of the differences in the models and

feature inputs. There is a possible reason for this is that since this dataset is recorded

in a script-based manner (Busso et al. [2005]), which means the speakers are asked to

speak according to the scripts. This results that there is a limited correlation between

speech and head motion as the speaker mostly acts for nodding only.

4.5.2 Subjective Evaluation

Objective evaluation only shows the numerical differences between the ground truth

and the generated head motion, whereas subjective evaluation reflects the opinions of
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the human observers on whether the generated motion is a close match to human-

likeness. Compared to our previous work (Lu and Shimodaira [2020]), which only

evaluated the performance with the criteria of naturalness, we validated our mod-

els’ (both FNN and LSTM models trained with three selected features respectively

(MAE, MCCCAE, MMFCC, MR2AE, MR2CCCAE, MR2MFCC)) performance in the fol-

lowing subjective studies. We evaluated our models in two regards:

• Appropriateness - This study mainly focused on the correlation between the

speech audio and the animated motion by asking the participants ’How appro-

priate are the head motions for the speech?’

• Model Assessment - This study asked participants to select ’Which of the follow-

ing head motions are the most natural?’, intending to investigate which model

architecture generates the most natural head movement using the same input fea-

tures.

Jonell et al. [2020] indicate that we can trust the online platforms, as there is no differ-

ence between the in-lad and the Prolific platforms in terms of the perceptual evaluation

results. Therefore, we conducted our evaluation over an online platform entirely.

A group of 50 participants was recruited for this work to ensure the reliability, and

they were recruited through the crowdsourcing platform Prolific, restricted to a set of

English-speaking countries and native speakers only. For this evaluation, the partic-

ipants were asked to evaluate both studies. The visualizing head motion software is

provided by my project supervisor, Dr Hiroshi Shimodaira. The input of this software

is the rotation of XYZ in radian. The output of the animation is the virtual agent head

with static facial expressions (shown in Fig 4.5). One of the reasons for not covering

the facial expressions or providing simple facial expression movements is that either

of the ways might attract the attention of the participants and then affect the evaluation
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scores. Video samples of the animation are available on the web1.

Figure 4.5: A screenshot of a MUSHRA question from the evaluation interface. Each
animation was generated with the same audio utterances but different input features
and model architecture. A reference video was provided and the other 8 models (GT,
Anchor, MAE, MCCCAE, MMFCC, MR2AE, MR2CCCAE, MR2MFCC) were randomly shuffled
and participants were asked to watch individually and give a score.

How appropriate are the head motions for the speech? A perceptual test was carried

out using a similar method to MUSHRA (International Telecommunication Union).

Compared to the mean opinion score (MOS) test, MUSHRA is able to obtain a better

quality of scores with a minimal number of participants. We created the head motion

animations with the randomly selected audio samples in the test set using eight models:

ground truth (GT), anchor and both FNN and LSTM models trained with three selected

1https://homepages.inf.ed.ac.uk/s1569197/phd_project_demo/

https://homepages.inf.ed.ac.uk/s1569197/phd_project_demo/
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features respectively (MAE, MCCCAE, MMFCC, MR2AE, MR2CCCAE, MR2MFCC). A to-

tal of 10 audio samples from each Subject A and Subject D is selected (160 animations

are generated in total), and each animation lasts 8− 12 seconds long. The anchor

in MUSHRA is to calibrate the scale of the scores, where the minor artifacts are not

badly penalized. The anchor is created to select a different stream of head motion from

another speaker with different utterances, where the resulting anchor animations are

natural in terms of head motion but unsynchronised with the audio. Furthermore, a

reference animation was provided as well, but it was generated with a different audio

utterance than the evaluated one. This reference video was used to inform the partici-

pants how to recognise what an appropriate head motion associated with speech audio

looks like. The evaluation was performed so that each participant was assigned 10 test

questions, and the animations of each test question were shuffled so as to be displayed

in a random order (Figure 4.5). Each participant was then requested to watch each an-

imation carefully, and give a score between 0 and 100 for each animation. Compared

to the original MUSHRA, we did not force the participants to rate the anchor to be

the worst one or the ground truth to be the best. We requested that participants score

at least one of the animations with the value of 100 to indicate that it is the ’ground

truth’. Moreover, an attention check was incorporated in the test questions for each

participant, which involved displaying a text sentence in the video such as ’Please rate

this video XX’. This ’XX’ would be a specific number between 10 and 100, and the

participant would have to set the corresponding slider to the requested value in order

to get through the attention check.

The results are displayed in Figure 4.6. From both subjects, we can initially ob-

serve that GT scored the highest, and the anchor scored about 38. This indicates that

the participants were able to consistently determine the most synchronicity and the

non-synchronicity between the head motion and audio. Our proposed models with

WavCCCAE achieved the second highest score compared to the MFCC models and
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Figure 4.6: The Boxplot of the MUSHRA score for both subjects’ animation of each
model - horizontal line indicates the median with confidence interval. The values be-
tween a pair of systems are the P-value to indicate the statistical significance.
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WavAE models. The participants had different opinions on the performance between

the MFCC models and WavAE models for Subject A and Subject D, respectively.

The head motion generated from MFCC achieved a better score in the objective evalua-

tion, but a lower score in the subjective evaluation than the head motion generated from

WavCCCAE. A possible reason for this is that while the subject is listening, MFCC is

a spectral feature and does not represent non-speech information on the absolute mag-

nitude spectrum after filter extraction and log operation, whereas waveforms are well

presented. This affects models with MFCC predicting active head motion, whereas

models with WavCCCAE produce minor head movements while listening. An example
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0.4

0.2

0.0

0.2

0.4

0.6

uh yeah I um

Ground Truth
MMFCC

MDCCCAE
MAE
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Figure 4.7: An example of trajectory-Y generated from different models. The square
wave at the bottom indicates whether the subject is speaking (Up) or listening (Down).
The text above the square wave is the corresponding transcript.

is shown in Figure 4.7, demonstrating noise in the non-speech region shown from the

Log Energy curve, and the active head motion is generated by MMFCC. Another ob-

servation from Figure 4.7 is that there is a minor head motion in the ground truth, but

not in our proposed model for the non-speech region. This is another reason why the

objective evaluation of MCCCAE showed that it performed worse than MMFCC. Partici-

pants may have felt that active head motion went against natural human instincts while

listening. Even though the GT showed animated head motion in the listening region as

well, participants still preferred the ground truth over models with WavCCCAE, which
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indicates that the head motion generated by MFCC is unnatural. This also suggests

that an objective approach is quantifiable, whereas subjective approaches are open to

greater interpretation based on personal feeling (Leahu et al. [2008]).

We also applied the significance test (paired t-test) to the mean score distributions

across different pairs of the models. We made comparisons from three perspectives:

1) whether the GT motion is significantly different from the predicted ones (GT VS

MR2CCCAE and GT VS MR2MFCC); 2) whether the LSTM model is significantly dif-

ferent from the FNN model (MR2CCCAE VS MCCCAE and MR2MFCC VS MMFCC); 3)

whether WavCCCAE is better than MFCCs (MR2CCCAE VS MMFCC and MR2CCCAE VS

MR2MFCC).

According to the results of the significance test shown in Figure 4.6, we answer the

three perspectives accordingly. (1) The GT motion is not significantly different from

MR2CCCAE but is significantly different from MR2MFCC in Subject A. Yet, the GT mo-

tion is significantly different from both models in Subject D. (2) For MFCC models,

it is significantly different between LSTM and FNN models. However, for WavCCCAE

it is not significantly different in Subject A, but it is significantly different in Subject

D between LSTM and FNN. (3) MR2CCCAE is significantly different from the models

trained with MFCCs in Subject A and MR2MFCC in Subject D, but not for MMFCC

in Subject D. In summary, MR2CCCAE significantly outperformed the models trained

with MFCCs, and the difference between GT and MR2CCCAE is not statistically signif-

icant in Subject A. However, MR2CCCAE is only comparable to the models trained with

MFCCs and is worse than GT in Subject B. Last, the difference between the LSTM

models and the FNN models in both subjects is not statistically significant. This im-

plies that their performances are comparable.

Which of the following head motions is the most natural? We conducted this second
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Figure 4.8: A screenshot of the A/B test from the evaluation interface. Both animations
were generated with the same input feature, but different in the model architecture.
Right: LSTM, Left: FNN.

study using an A/B test to ask the participants to simply select which head motion video

is more natural than the other (Figure 4.8). Our intention was to compare the feed-

forward neural network and recurrent neural network with the same input features.

These videos are generated from WavAE, WavCCCAE and MFCC despite the fact that

the models with WavAE only produces minor head motions.

As shown in Figure 4.9, according to the participants, MR2CCCAE was always better

than MCCCAE, whereas they had different opinions regarding the WavAE and MFCC

models in both subjects. A possible reason for different opinions on both subjects

under WavAE is that since both model architectures produce minor head motions, par-

ticipants might just randomly prefer a model. Then for MFCC models, as discussed

above, models with MFCC always predict active head motion in both speaking and lis-

tening status. Participants could be confused and thus could have found it difficult to

pick the better-performing one. This conclusion could be drawn from the fact that both

result bars under WavAE and MFCC were similar and were nearly 10% away from the

borderline. From the results, we also observe that LSTM always performed better in

Subject A and generated more preferable head motions with all the features according

to the participants. Lastly, the results of the proposed features WavCCCAE were con-

sistent in both subjective studies as the LSTM was better than FNN for WavCCCAE for
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both subjects.

- - AE

Figure 4.9: The barplot of the A/B test for different model architectures. The star posi-
tion indicates the 50% border line.

4.6 Further Considerations

The proposed MR models outperformed M models and adapted the proposed feature

WavCCCAE better as MRCCCAE achieved better results in both objective and subjec-

tive evaluations compared to the models trained with MFCC. However, nowadays, the

LSTM model is not the SOTA model anymore. Many more advanced models were

developed since the period of this research. To better prove the effectiveness of our

proposed feature and system, we must explore more architectures in the future.

Another important point to be considered is that instead of exploring RNN in the re-

gression model, we should also consider exploring it in the feature extraction part.

That is because the input feature and output feature is waveform and the model con-
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siders stacking correlation, which means we stack time information while maximising

the correlation between the stacked 51-frame extracted feature and the motion fea-

ture. Moreover, it would also be interesting to apply CCA objectives in the regression

model. This could further correlate the predicted motion and the ground truth motion

instead of applying the reconstruction error only.

4.7 Conclusion

We proposed LSTM-based models replacing the FNN-based regression model, bene-

fitting from the long sequence-to-sequence adaptation in dealing streaming data. The

LSTM-based models learnt to produce better head motion in practice. The LSTM-

based regression models were able to boost the overall performance in NMSE and

CCA, adapted better with the proposed feature (WavCCCAE) than MFCC; in this re-

gard, MUSHRA test results suggest that the participants deemed the animations gen-

erated by models with WavCCCAE to be better than other models. The A/B test further

highlighted that the LSTM-based regression model adapted better with the proposed

feature WavCCCAE.

In conclusion, the improvement of the objective evaluation and the outstanding subjec-

tive results suggest that with the help of the CCCAE, WavCCCAE has the potential to be

one of the task-specific features for generating head motion, achieving SOTA results.





Chapter 5

Upper Body Motion Estimation using

Double-DCCCAE

5.1 Introduction

When people converse, many motions (gesture, body and head movments) occur spon-

taneously (Hadar et al. [1983], Mcneill [1994]). These motions are transmitted as non-

verbal signals to the listeners and help the listeners better understanding what is being

expressed (Knapp et al. [2013], Matsumoto et al. [2013]). As such, non-verbal motion

is a key factor for the conversational agents or social robots to interact with us and act

human-like (Breazeal et al. [2005], Salem et al. [2013]).

As discussed in Chapter 1, non-verbal motion consists of gesture, lip, head and body

movements and each type of motion plays a different role within the conversation.

In the previous chapters (Chapter 3 and Chapter 4), we investigated the effectiveness

of the WavCCCAE in estimating head motions and found that DCCCAE enables the

creation of a highly correlated and low-dimension feature. In this chapter, instead of

estimating head motion only, we study the estimation of body, gesture and head mo-

tion. In other words, we would like to investigate the usage of DCCCAE for estimating

133



134 Chapter 5. Upper Body Motion Estimation using Double-DCCCAE

upper body motion. Before discussing how the estimation process changes in this re-

gard compared to the head motion task, we observe a scenario that researchers tend

to use multiple frames of speech to estimate one frame of motion. We find a possible

explanation could be that a complete head motion is measured to be last at least 400

ms (Hofer and Shimodaira [2007]), and the same should apply to the other types of

motion. Moreover, since the speaking rate of a human is 2.3 words per second, to fully

make usage of the context information in the conversation, the model requires much

more speech frames in the input stage.

This observation leads to a question: since motions are continuative, then when we

want to estimate multiple frames of motion at once, are we required to input stacked

speech information? The literature demonstrates that the complexity of the model in-

creases if we would like to generate multiple frames of motion (Kucherenko et al.

[2019], Lu and Shimodaira [2020]). The hardware limitation does not allow us to

perform such experiments; Additionally, the correlation between multiple frames of

speech information and a frame of body motion is not strong, not to mention that the

correlation becomes weaker after stacking blocks of multiple speech information to

generate multiple frames of body motion. The results of the experiment conducted

in this study also shows that the correlation becomes weaker. RNN may be a rea-

sonable solution for the sequence-to-sequence data estimation/prediction. However,

we cannot ignore the weakness of the RNN for long time-step data in terms of gradi-

ent vanishing and exploding. To resolve these problems, we proposed a double deep

canonical-correlation-constrained autoencoder (D-DCCCAE), a frame-based system

that can estimate temporal sequence.

Our proposed system consists of three parts: the D-DCCCAE, a frame-based regres-

sion model and a post-filter. The auto-encoders are used to compress the information

of the sequential data (e.g., speech information or body motion), as well as maintain

possible higher correlations with other sequential data. The frame-based regression
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predicts the sequential motion embedding in a frame-by-frame manner from the wave

embedding. The predicted frame-based motion embedding is further decoded by the

trained decoder and interpreted as the sequential body motion movements. Last, we

apply an NN-based filter to smooth the generated movements.

The features obtained with the proposed approach are more highly correlated com-

pared to the correlation between raw waveform and MFCC with the motion data. We

submitted our model to the GENEA2020 challenge (Kucherenko et al. [2020]) and

evaluated it with other participants’ models and baseline models in a subjective test.

5.2 Related Work

Human gesticulation is highly complex and still not fully understood, even though

much research has been done investigating it. The high-level vocabulary (agent, ges-

ture and speech) and more fine-grained terminology about gesture properties, defined

in the literature, are reviewed in Section 5.2.1. Nevertheless, there is a consensus that

speech and gestures correlate strongly. Hence there has been much work analyzing

human gesticulation with respect to speech timing and content, which is reviewed in

Section 5.2.2.

5.2.1 Body Motion Concepts

Generating co-speech gestures has been an essential task in Human-Agent Interaction

for several decades. As the development goes on, there are several terms that are

defined along the way. Thus, we have to understand these terms before we can get

into details. The following sections would split into two: first, we are going to review

the gesture properties with respect to gesture functionalities, dimensions and gesture

phrases and phases. Second, we would define the representation we used in this thesis.
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5.2.1.1 Gesture Properties

Several gesture properties are essential in gesture research and are outlined in the fol-

lowing section.

Gesture functionalities

Several theories suggest how and why gestures occur during communication and think-

ing. Mechanistic theories mostly propose how gestures arise during communication

and thinking (Mcneill [1994], McNeill [2005], Hostetter and Alibali [2008, 2018]).

Functionalist theories, on the other hand, try to explain why we use gestures and the

functions that gestures serve during communication and thinking, both for the speaker

and the listener (Goldin-Meadow et al. [2001], Kita and Özyürek [2003], Pouw et al.

[2014], Church et al. [2017], Kita et al. [2017], Novack and Goldin-Meadow [2017]).

Özer and Göksun [2020] had summarised the functionality of the gesture in the fol-

lowing two ways.

• Gestures affect communication between interlocutors.

• Gestures affect speakers’ and listeners’ cognitive processes.

Speakers and listeners employ gestures for communicative purposes. Speakers pro-

duce gestures to communicate information, and listeners, in turn, benefit from these

gestures to comprehend the to-be-communicated message. In such, gestures help ac-

tivate, maintain, manipulate, and package visual, spatial, and motoric information for

speaking and thinking. Gestures reduce cognitive load by keeping spatial-motoric in-

formation active in working memory and by projecting internal representations to an

external space(Pouw et al. [2014]).

Functional gesture theories assert that gestures help to convey information during com-

munication and manage cognitive load during speaking, thinking, and learning (Kita

et al. [2017], Novack and Goldin-Meadow [2017]). This suggests that gesture use
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and processing are sensitive to the cognitive dispositions of the speakers and listeners.

People might convey gestures to manage and compensate for their limited cognitive

resources.

Gesture dimensions

There are different gesture properties that have been defined over the decades, one of

the most commonly used in gesture research is defined by McNeill [1992, 2005], who

distinguished the following gesture dimensions depending on their function:

• Beat gestures are used for emphasis and usually correlate with the speech prosody

(e.g., intonation and loudness).

• Deictic gestures create a reference, generally by pointing to an object or orienta-

tion in space. They can be abstract as well as concrete.

• Iconic gestures represent some aspect of the scene being described in speech,

such as the shape or size of an object.

• Metaphoric gestures represent an abstract concept that is not physically present.

McNeill [2005] suggests differentiating gestures in terms of dimensions rather than

disjunctive categories since several of the dimensions could be activated at the same

time. Thus, a given gesture could be, for example, both iconic and deistic or both beat

and metaphoric.

The last three gesture dimensions, sometimes referred to as representational gestures,

depend on the content of the speech - its semantics - while the first dimension instead

depends on the audio signal - the acoustics.

Gesture phrases and phases

Kendon [1981] analyzed the structure of how gesticulation unfolds across time. He saw

that gesticulation could be split into gesture units - intervals starting when the hands

”begin to depart from a position of relaxation until the moment when they finally return
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to one.” Gesture units can consist of multiple gestures. Each gesture within a gesture

unit is also called a gesture phrase. Putting it simply: gesture phrases are separate

gesture units that are sequences of gestures that start and end in rest positions of the

limbs.

Each gesture phrase can be further split into gesture phases: preparation, stroke, hold

and retraction, using the terms from McNeill [2005]. (as shown in Figure 5.1). During

the preparation phase, the hands leave the rest pose and get into the gesture’s start-

ing position. An example would be raising the hands to a needed height. Hold phase

means holding the hands in a fixed position; this phase can happen both before and

after the stroke. The stroke is the expressive phase of the gesture in which ”the mean-

ing of the gesture is expressed” (McNeill [1992]). The stroke is characterized by a

”distinct peaking of effort” (Kendon [1981]). Finally, during the retraction (also called

relaxation) phase, hands are brought back into the rest pose. All phases are optional

except for the stroke, which is the expressive phase of the gesture.

Figure 5.1: Illustration of the gesture phases.

5.2.1.2 Gesture Representation

Table 5.1 outlines many of the motion capture formats in use today along with URLs

for additional formatting information.

For the remainder of this section, the BVH file formats are examined in more detail,

which includes an explanation of the formatting of the file and the processes needed

in order to correctly display a given animation. BVH formats have been selected for
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expansion here because the BVH format is the file format provided by the GENEA

2020 and this BVH format tends to be the more common format used and a successful

implementation of the decoder has been achieved. The BVH format succeeded Bio-

Vision’s BVA data format with the noticeable addition of a hierarchical data structure

representing the bones of the skeleton. The BVH file consists of two parts where the

first section details the hierarchy and initial pose of the skeleton and the second section

describes the channel data for each frame, thus the motion section. Illustrations of the

base position and the first frame of an animation are given in the following Figure 5.2,

where the data is listed in Figure 5.2. The example BVH file in Figure 5.2 will be used

to further discuss the BVH file format in the remainder of this section.

Figure 5.2: Skeletal Structure of the sample BVH file; (a) base position; (b) first frame
of the animation

The hierarchical section of the file starts with the keyword HIERARCHY , which is

followed on the next line by the keyword ROOT and the name of the bone that is

the root of the skeletal hierarchy. The ROOT keyword indicates the start of a new

skeletal hierarchical structure and although the BVH file is capable of containing many

skeletons, it is usual to have only a single skeleton defined per file.
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Figure 5.2: Example of BVH file
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The remaining structure of the skeleton is defined in a recursive nature where each

bone’s definition, including any children, is encapsulated in curly braces, which is de-

limited on the previous line with the keyword JOINT (or ROOT in the case of the

root bone) followed by the name of the bone. With the introduction of a left curly

brace, it is good practice to indent the bone’s content (with a tab) and align the closing

curly brace with the corresponding opening one. The bone names identified by the

prefix JOINT or ROOT are not referenced again in the file and hence redundant, how-

ever some parses (for example Character Studio R2.2) require a bone name in order

to correctly parse the file. Furthermore, although the hierarchical indentation is not

absolutely necessary, it does assist in making the file more readable for humans.

Within the definition of each bone, the first line, delimited by the keyword OFFSET ,

details the translation of the origin of the bone with respect to its parent’s origin (or

globally in the case of the root bone) along the x,y,z-axis respectively. The offset serves

a further purpose of implicitly defining the length and direction of the parent’s bone,

however the problem with this is in defining the length and direction of a bone that

has multiple children. Normally a good choice for determining the bone length in this

situation is to use the first child offset definition to infer the parental bone information

and treat the offset data for other child nodes simply as offset values.

The second line of a bone’s definition is prefixed with the keyword CHNNELS which

defines the DOFs for the current bone. The importance of the order that the channels

are presented in two-fold. First, the order that each channel is seen in the hierarchy

section of the file exactly matches the order of the data in the motion section of the file.

For example, the motion section of the file contains information for the channels of the

root bone in the order defined in the hierarchy, followed by the channel data for it’s

first child, followed by the channel data for that child and so on through the hierarchy.

The second point to note with regards to the channel ordering is that the concatenation

order of the Euler angles when creating the bone’s rotation matrix needs to follow



5.2. Related Work 145

the order depicted in the CHANNEL section. It is important to note this because the

Euler order is specified for each bone, therefore it is possible to have different orders

for different bones, which needs to be accounted for in order to get a correct looking

animation. Figure 5.3 illustrates a segment of a BVH file in which rotational channels

are specified differently for different joints.

Figure 5.3: Example BVH fragment containing varying orders of joint rotations

After OFFSET and CHANNEL lines, the next non-nested lines in the bone definition

are used to define child items, starting with the keyword JOINT , however in the case

of end-effectors, a special tag is used, ”EndSite”, which encapsulates an OFFSET

triple that is used to infer the bone’s length and orientation.
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Once the skeletal hierarchy is defined, the second section of a BVH file, which is

denoted with the keyword MOT ION, contains the number of frames in the animation,

frame rate and the channel data. The line containing the number of frames starts with

the keyword ”Frames :” which is followed by a positive decimal integer (as opposed to

hexadecimal or octadecimal) that is the number of frames. The frame rate is on a line

starting with ”FrameTime :” which is followed by a positive float that represent the

duration of a single frame. To convert this into a frames per second format you simply

need to divide 1 by the frame time. Once the number of frames and frame time has

been defined,the rest of the file contains that channel data for each bone in the order

they were seen in the hierarchy definition, where each line of float values represents an

animation frame.

Processing the Data

The first thing that needs to be done in order to display the motion is to determine

each bone’s local transform, for which the general equation was given in Equation 2.3

as M = T RS. Since BVH formats do not contain scaling information we only need

consider the rotation and translation matrices to construct the local transform. The

construction of the rotation matrix, R, can be easily done by multiplying together the

rotation matrices for each of the different channel axes in the order they appeared in the

hierarchy section of the file. For example, consider the following channel description

for a bone:

CHANNELS 3 Zrotation Xrotation Y rotation (5.1)

This would mean that the compound rotation matrix, R, is calculated as illustrated in

Equation 5.2.

R = Rz Rx Ry (5.2)

Once the composite rotation matrix is calculated, using a homogeneous coordinate sys-
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tem, the translation components are simply the first 3 cells of the 4th column (whereas

the rotational components take up the top left 3×3 cells), as illustrated in Equation 5.3.

(Note: If pre-multiplication of the vertices were being used, the translation components

would take up the first 3 cells in the 4th row.) Normally, the root is the only bone that

has per-frame translation data, however each bone has a base offset that needs to be

added to the local matrix stack. Therefore, Tx,Ty and Tz represent the summation of a

bone’s baseposition and frame translation data.

M =



R R R Tx

R R R Ty

R R R Tz

0 0 0 1


(5.3)

The global positions for each bone origin can be calculated and from the origin the

bone is drawn using the offset information in the hierarchy section of the file by the

following equation and the derivations of the local transforms.

Mn
global =

n

∏
i=0

Mi
local (5.4)

where n is the current bone whose parent bone is n−1 and n = 0 is the bone at the root

of the hierarchy.

Equation 5.5 exemplifies this process for the LeftFoot in Figure 5.3, where v
′
0 and v

′
1

are the endpoints of the bone whose local orientation is given by v and Mi are the local

transforms of the bones involved in the hierarchical chain. The vector of the right of

the first expression in Equation, [0,0,0,1]>, represents the local origin of the RightLeg,
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which is transformed into its global position by the equation.

v
′
0 = MHips MRightLeg MRightFoot MRightForeFoot MRightToeBase [0,0,0,1]>

v
′
1 = MHips MRightLeg MRightFoot MRightForeFoot MRightToeBase v

(5.5)

During playback of animations that are in a hierarchical format, if the motion is to be

used multiple times and unchanged then to increase performance the vertices can be

calculated once and then stored for later cycles. However, if real-time modifications are

to be performed on the motion then keeping the data in a hierarchical format greatly

increases the ease with which the character posture can be edited. Therefore pre-

calculating absolute vertex positions of bones provide no advantage over a hierarchical

rending algorithm, in fact, could even result in a loss of performance. This is because

calculating the positions on the fly results in the global transformation being cached

as opposed to pre-calculating the values, storing them and then recalling them from

primary memory, which requires more instruction commands and additional access to

slower memory compared to cache memory.

While this hierarchical data structure may assist in the orientations of bones and the

skeleton as a whole, the computation load required to display the skeleton is far from

efficient. This is because each branch at each level in the hierarchy requires an extra

matrix multiplication as outlined in Equation 5.5, which in turn is made up of multiple

transformation matrices. In order to improve efficiency, the local transforms can be

pre-compiled into a single matrix that is ready for stack multiplication, and for optimal

performance, all of the bone end-points could be pre-calculated using a variant of

Equation 5.5. This would result in simply pushing the absolute vertex positions into

the graphics pipeline, however, this optimal rendering format means that it is virtually

impossible to modify the existing motion with any meaningful results because all of

the hierarchical information has been lost.
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There are a number of problems inherent in the BVH file format. Most noticeable is

the fact that there is no explicit bone orientation. Although the bone lengths can be

inferred from child’s bones, the problem comes with multiple children, as previously

discussed - which child do you use to infer the parent’s bone length? Furthermore, it is

also desirable to have the bone along a single axis and a rotation matrix to orientate it

into its base position for reasons that will be discussed later. Other problems with the

BVH files include the lack of calibration units, such as the scale that the joint offsets

are measured in, and details about the environment, such as orientation - i.e. which

direction points upwards?

5.2.2 Model System

Body motion generation models can be roughly divided into three main classes: rule-

based, statistical, and learning-based. Rule based systems are based on a set of rules,

as the name suggests. Statistical systems typically construct a mapping from speech

to gestures based on the statistics in a given dataset of human gesticulation. Learning-

based models are those whose parameters are learned from data, usually using a ma-

chine learning algorithm. In this section, we only review the learning-based models

because the scope of this thesis is based on neural network model and the others two

has been implicitly mentioned in Chapter 2.

At first sight, the proposed method appears to be similar to the frame-based speech-to-

motion mapping with encoder-decoder DNN proposed by Kucherenko et al. [2019].

The authors applied representation learning to learn a motion embedding z with the

auto-encoder, and then learnt a mapping from the speech features s to the learnt motion

representation z with DNN. The synthesised motion was generated by converting the

predicted z through the decoder. In this work, we built two auto-encoders for speech

and motion respectively, motivated by the fact that some auto-encoder architectures

exhibit good performance in information compression. We followed the same idea
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that predicts motion embedding and converts the predicted motion embedding to the

final motion output through the motion decoder. However, we mapped from the speech

embedding. Furthermore, we employed the same idea of our previous work DCCCAE

in the two auto-encoders, which train with MSE loss and CCA loss between both

targets.

Previous works have proposed to use not only speech to estimate motion (Henter et al.

[2020]) but also text (Yoon et al. [2019]) or the current motion (Ghosh et al. [2017]) to

predict the future motion. These methods demonstrate the potential of using different

types of input to predict body motion in frame-based systems, but body motion is a

continuous and temporal data type. Our proposed method predicts the embedding in

the frame-based system and converts the predicted motion embedding back to sequen-

tial format.

To capture the temporal information of the input and output streams in motion estima-

tion, RNN has been proposed. Ginosar et al. [2019] reported the results of generating

motion sequence in a GAN-RNN system. The proposed generative model learnt to

predict the temporal stack of poses from the given audio input, while an adversarial

discriminator ensured that the predicted motion was both temporally coherent and in

the style of the speaker. However, Hernandez et al. [2019] pointed out that the RNN-

based methods often suffer from error accumulation and thus are not good at predicting

long-term human motion, where a conversation scenario usually last for more than five

minutes. Thus, our proposed method did not consider RNN-based methods in both

auto-encoders and used FNN-based methods only.

Li et al. [2021] proposed latent code learning to resolve the one-to-many mapping be-

tween audio and body motions. They used random sampling to generate the latent code

to replace the motion-specific feature and concatenated with shared features extracted

from speech to estimate body motion. In our work, we did not consider this one-to-
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many mapping problem because we assumed that in real-life conversation, there are

definitely differences in the speech signal in terms of voice, emotion and so on with

the same utterances. This one-to-many mapping problem only occurs in laboratory

experiments as the input is always the same, and it is assumed that there are many

possible outputs.

5.3 Dataset Description

5.3.1 Trinity

We were provided with the Trinity Speech-Gesture Dataset (Ferstl and McDonnell

[2018]) as the database for the GENEA2020 challenge. A male native English speaker

was involved in the collection of the dataset. For the audio, the actor produced sponta-

neous and natural conversational speech without interruptions, that is, without verbal

cues from a conversation partner. Moreover, the actor chose the topic he would like to

speak on in the conversation with a happy disposition and included a large quantity of

gesture motions. Each recording was approximately 10 minutes long. The author cap-

tured 23 takes, totalling 244 minutes of data (provided for training in the challenge).

The author captured the actor’s motion with a 53 marker setup and 20 Vicon cameras

at 59.95 frames per second (FPS). The audio was recorded at 44 kHz.

Speech Feature: First, we down-sampled the audio rate from 44 kHz to 4 kHz. Raw

wave-form vectors were extracted with a window of 125 ms and 67 ms shifting, which

resulted in 500 dimensions. The reason for using such an unusual time window is to

have the same number of data points as the following OpenSMILE MFCC extraction.

Furthermore, we extracted the MFCC12 E D A feature set from OpenSMILE toolkit.

This configuration extracted MFCCs from 100 ms audio frames (sampled at a rate of

50 ms) (Hamming window). It computed 12 MFCCs (1-12) from 26 mel-frequency

bands and applied a cepstral liftering filter with a weight parameter of 22, and the log-
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energy was appended. The 13 delta and 13 acceleration coefficients were appended to

the features as well.

Body Motion: The motion data was stored in the BioVision Hierarchy (BVH) format.

The BVH data describes motion as a time sequence of Euler rotations for each joint in

the defined skeleton hierarchy. In the present study, these Euler angles were converted

to a total of 69 global joint positions in 3D, shown in Figure 5.4. We extracted the upper

body motion only, which included 15 out of 69 global joint positions and excluded the

finger joints. This refers to the joints shown in Figure 5.4, which are above the ’0’.

Since each joint is under Euler angles representation, this means that the dimension

of our body motion is 45. Some recordings had a different frame rate than others;

therefore, we down-sampled all recordings to a common frame rate of 20 FPS as well

as matching the frame rate of the audio. For the purpose of fast convergence in training,

we applied standard normalisation (zero mean and unit variant) to the data at each

rotation of the joints.

Figure 5.4: A sample of 69 joints in BVH format
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5.4 Methodology

In this section, we will first describe the definition of the frame-based system, carrying

on with the pros and cons of the system. After that, we propose a sequential system

in a frame-based manner. We describe and discuss how the proposed system resolves

the problems in the standard frame-based system. Finally, the experimental setup is

detailed as well.

5.4.1 Frame-Based System

A frame-based system refers to a model thattakes a data point, which consists of many

different features, and then outputs only one corresponding result. Accordingly, in

our thesis, the model takes a sliding window of speech information and outputs only

one frame of motion data. The predicted motion data is then concatenated together,

forming a video of motion movement. Examples of this include the work we had done

in Chapter 4 and the work from other researchers (Henter et al. [2020], Yoon et al.

[2019], Ghosh et al. [2017]). This frame-based system can be found in other speech-

related tasks as well (Hinton et al. [2012], Dahl et al. [2012], Yu et al. [2012], Jaitly

et al. [2012]).

There are pros and cons in the frame-based system. First of all, the frame-based system

is easy to construct. The data processing procedure is fast, and the architecture of the

system is simple. Producing a prototype and analyzing the results is done rapidly.

Second, the hardware requirement of a frame-based system for training and inference

is much lesser than a sequential system. Thus, students and researchers can easily use

their personal computer/free cloud platforms to assess the performance. However, we

can not ignore the cons of the frame-based system. In speech-related tasks, both input

and output data are sequential. With a frame-by-frame prediction, the system does not

consider the temporal information of the data without any recurrent unit. Of course,
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we can modify the system to take multiple frames of input and then output multiple

predictions. In such a case, the model can learn the temporal information, but the

complexity of the system increases dramatically.

5.4.2 Proposed System

To resolve the cons and maintain the pros of the standard frame-based system, we

proposed an embedded prediction procedure in our system. Our proposed system can

be separated into three modules: 1) D-DCCCAE for compressing the high-dimension

input (e.g., waveform, body motion) to the distributed embedding of low dimensions,

2) a regression model for predicting the sequential motion embedding from the wave

embedding and 3) a post-filtering auto-encoder for reconstructing smooth head motion.

The overall framework of our proposed model is shown in Figure 5.5. Since the post-

filtering is the same as what we described in Chapter 3 and Chapter 4, we will not

describe it in the following section again.

5.4.2.1 Double DCCCAE

In our previous work, we compressed high-dimension waveforms to low-dimension

and correlated embedding with head motion using a single auto-encoder of CorrNN(Lu

and Shimodaira [2020]). However, our work here is different from the aforementioned

research studies, in which Chandar et al. [2016], Wang et al. [2015] compressed the two

streams into one common and correlated space using two auto-encoders; on the other

hand, we proposed compressing the streams into different spaces with different corre-

lated objects. We expanded our work here to apply two CorrNN auto-encoders since

the dimension of the body motion in this work is much higher than the head motion

in our previous work. We compressed the information into fixed-length embeddings.

Thus, we employed two auto-encoders in which the hidden layers were trained in such

a way as to not only minimise the reconstruction error but also maximise the canoni-
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Figure 5.5: Overview of the proposed system comprised of three modules: (A) embed-
ding with double-DCCCAE, (B) DNN-based sequential motion embedding regression
from the waveform embedded features, (C) post-filter with an autoencoder.
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cal correlation with body motion, shown in Figure 5.5(A). Thus, instead of projecting

the two features to a common subspace, we projected the two features to two separate

subspaces to ensure that the embedded features were well correlated with the objective

features.

We trained each proposed DCCCAE with the following objective function:

ObjDCCCAE = ∑
t
‖XXX t±3− p( f (XXX t±3))‖2

−CCA( f (XXX t±3),YYY t±3) (5.6)

In the above equation, XXX t±3 represents the input feature vector at a time instance t to

the encoder, f () represents the projection with the encoder, p() represents the recon-

struction with the decoder and XXX and YYY denote the whole sequences of feature vectors

and objective feature vectors, respectively.

5.4.2.2 Regression Model

The idea of predicting motion embedding from speech was proposed by Kucherenko

et al. [2019]. This framework first applies representation learning to learn a motion

representation in a frame-based system. Furthermore, it encodes speech to the learnt

motion representation and decodes the same through the motion decoder. We expanded

this idea to a frame-based model in a sequential manner with our highly correlated

features estimated by the proposed D-DCCCAE. We mapped a frame of waveform

embedding to a frame of motion embedding and decoded through the motion decoder,

shown in Figure 5.5(B). The decoded motion was in a sequence of multiple frames.

As shown in Figure 5.5(B), the wave-embedding is 256 dimensions and motion-embedding

is 90 dimensions. Both of them are extracted from Figure 5.5(A). Last, the output of

the regression is 1350 dimensions, which are 30 frames of the body motion stacking

together.
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A simple feed-forward deep neural network was applied here for the regression from

the wave-form embedded vector to the motion-embedded vector. We did not consider

RNN (e.g., LSTM, GRU) because the present study focuses on decoding a sequen-

tial motion movement from a frame-based embedding vector, and the framed-based

mapping between the two embedded features does not have a temporal relationship.

Another reason is that the calculation of inputting a single frame of compressed fea-

ture into RNN is the same as inputting the data into a FNN layer, thus there is no reason

to build an RNN system.

5.4.2.3 Post-Filtering

Under our hypothesis, the decoded motion should not require any post-filtering pro-

cess as if the motion decoder is trained well. Even though we had trained the motion

decoder with a tiny reconstruction error, the decoded motion in Figure 5.5(B) is still

noisy. There are possible reasons, (1) the trade-off between the reconstruction error

objective and the CCA objective during training. This causes the decoder hardly to

be perfect in either way. (2) The generated trajectories have movement with minor

jerkiness due to the fast frequency of the speech as mentioned in Chapter 1. (3) The

two joining points between the two frames require smoothing. Thus, we trained a

neural-network-based post-filter to overcome these problems in the present study Lu

and Shimodaira [2020], Kucherenko et al. [2019]. This filter is similar to the one we

developed for the head motion estimation in Chapter 3. The only difference is that the

input and output contain more rotation joints, which are 1350 dimensions. This differ-

ence in data dimension causes the width of each layer to be different as well, shown in

Figure 5.5(C).
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5.4.3 Experiment Setup

As the challenge only provided a total of 23 training files, we extracted 25 seconds

of the video-audio data from the middle of each provided training file, totalling about

9.5 minutes as the validation data, and the rest of the data were used in training. For

the testing data, another 10 audio files (with transcripts), totalling about 20 minutes,

were provided from the challenge without the motion data. Thus, we could not do any

objective evaluation of the test data because we did not have the ground truth of the

motion data for the test data.

We conducted preliminary experiments to decide the depth and width of the D-DCCCAE,

regression models and the post-filter AE, which are shown in Figure 5.5. Training was

conducted on a GPU machine and a multi-CPU machine with Pytorch version 1.5 by

mini-batch training using Adam optimisation (learning rate 0.0002) (Kingma and Ba

[2015]). The batch size was 4096, and the epoch was 500. Finally, the motion-decoder

was fine-tuned while training with the regression model.

In the evaluation, test data was fed to the trained regression model, and motion em-

bedding was predicted frame by frame and converted to sequential frames through the

motion-decoder. Afterwards, the output of the prediction model was then combined

to form distinct body motion with the overlap-add method and concatenation of 30

time frames, which were fed to the post-filtering autoencoder. The final output for

animation was generated with the overlap-add method again.

5.5 Results

In this section, there are local and remote evaluations. The local evaluation refers to

that we make a comparison with the stacking level of the features. Then, the regression

models trained with the stacking features are evaluated with NMSE and local CCA in

the validation dataset. For remote evaluation, we submitted our system output files
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Table 5.2: Local CCA of stacking multiple frames between speech information and body
motion. Width refers to the stacks of frames.

Feature Width
CCA

Train Valid

Wave-form

1 0.624 0.631
3 0.483 0.490
5 0.418 0.426
7 0. 0.004

MFCC

1 0.481 0.481
3 0.588 0.591
5 0.602 0.609
7 0.566 0.574

DCCCAE
1 0.835 0.887
7 0.687 0.750

D-DCCCAE 7 0.792 0.861

based on the testset audio to GENEA2020 workshop, the organisers performed a sub-

jective evaluation. From the subjective results, we summary between our system and

other participants’ systems.

5.5.1 Feature Analysis

Again, to understand the relationship between the motions and the information within

waveform and MFCC features, we performed the basic correlation analysis between

speech features and body motion in local CCA. This time, we also included the fea-

ture proposed in this Chapter, D-DCCCAE, and the feature we proposed in Chapter

4, DCCCAE. Table 5.2 highlights that the raw waveform feature has a weaker cor-

relation with body motion when stacking more frames. The correlation with MFCC

features remains in the range between 0.4 and 0.5. Our proposed two embedded fea-

tures achieved the highest correlation, a clear and large improvement over the raw

waveform and MFCC. Compared to our previous method (Lu and Shimodaira [2020]),

D-DCCCAE shows improvement over DCCCAE for seven frames but is comparable

for one frame.
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Table 5.3: Comparison of different systems in terms of performance of body motion
prediction, where MSE and local CCA are calculated between predicted body motion
and ground truth. ‘7to7’ refers to using seven frames of the features to estimate seven
frames of the body motion. MX refers to the regression model trained with feature X

Model Stack of Frame
Train Valid

MSE CCA MSE CCA
MMFCC 7to7 0.984 0.545 1.202 0.332

MDCCCAE 7to7 0.974 0.563 1.203 0.330
MD−DCCCAE 7to7 0.989 0.510 1.203 0.334

5.5.2 Motion Estimation Results

To evaluate the results objectively, we further conducted the evaluation of the body

motion estimation for MFCC, DCCCAE and D-DCCCAE features. Table 5.3 shows

the result of different systems with different number of the input and output frames,

where were examined in MSE and local CCA. MD−DCCCAE has the highest MSE and

lowest CCA in the train set, but achieves the highest CCA in the valid set and MSE

is similar among the three models for the valid set. This indicates that our proposed

model has the potential to perform better if the generalisation of the model is better.

Even though we did not have the values of the motions for the test set, we received the

animated videos from the GENEA2020 organisers. We produced some screenshots of

the signature motions over 5 seconds from the selected videos, shown in Figure 5.6.

Under the observation of the screenshots, we noticed that the proposed system might

not be able to estimate the exact motions, but there are similar movement patterns over

time.

5.5.3 Subjective Evaluation

We also submitted our proposed model to the GENEA2020 challenge (Kucherenko

et al. [2020]), and they conducted a perceptual test inspired by the MUSHRA test

(International Telecommunication Union) through the crowd-sourcing platform Pro-

lific (formerly Prolific Academic) in two aspects: human-likeness and appropriateness
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(a) Video File 2 over 0s - 5s. An In-outward movement of hands.

(b) Video File 17 over 5s - 10s. An up-down movement of the left hand.

(c) Video File 32 over 0s - 5s. Forward and backward movements of the body and the
head motions.

Figure 5.6: Screenshots of the signature motions over 5 seconds in the animated videos
between the reference motions and the estimated motions. The top row is the reference
video and the bottom row is the estimated one.
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(Kucherenko et al. [2020]).

There were a total of nine models: five models from the participants (including us),

two baseline models (Kucherenko et al. [2019], Yoon et al. [2019]), one ground truth

model and one anchor model. The following abbreviations were used to represent each

model in the evaluation:

• N : Ground truth.

• M : Anchor (mismatched) natural motion capture from the actor, correspond-

ing to a different speech segment than that played together with the video. This

ensures the production of very high-quality motion (same as N) but whose be-

haviour is completely unrelated to the speech.

• BA: The baseline system (Kucherenko et al. [2019]) that takes only speech audio

into account when generating system output

• BT: The baseline system (Yoon et al. [2019]) that takes text transcript informa-

tion (including word timing information) into account when generating system

output

• S... : Participants’ submissions (ours is SB).

The evaluation was processed such that every participant was assigned about 10 differ-

ent speech segments and the corresponding generated motion videos of each segment

from different systems. Furthermore, each participant was asked to watch each video

and give a score on a 0- to 100-point rating scale that was divided into successive 20-

point intervals, which were labelled (from best to worst) ‘Excellent’, ‘Good’, ‘Fair’,

‘Poor’, and ‘Bad’. A total of 125 participants in each study were recruited and asked

to follow the instructions to rate each video.

The results of the human-likeness and appropriateness evaluations are shown in Ta-

ble 5.4. We are one of the two teams who used audio features only among the submis-
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Table 5.4: Summary statistics of user-study ratings for all conditions in the two studies,
with 0.01-level confidence intervals. The human-likeness of M was not evaluated ex-
plicitly, but is expected to be very close to N since it uses the same motion clips. F:Input
feature, A: Audio feature, T: Text Feature. Our proposed system is SB.

Human-likeness Appropriateness
ID F Median Mean Median Mean
N - 72 ∈ [70,75] 67.6±1.8 81 ∈ [79,83] 73.8±1.8
M - - - 56 ∈ [53,59] 53.3±2.0

BA A 46 ∈ [44,49] 46.2±1.7 40 ∈ [38,41] 40.4±1.8
BT T 55 ∈ [53,58] 54.6±1.8 38 ∈ [35,40] 38.5±1.9

SA A+T 38 ∈ [35,41] 40.1±1.9 35 ∈ [31,37] 36.4±1.9
SB
ours A 52 ∈ [50,55] 52.8±1.9 43 ∈ [40,45] 43.3±2.0

SC A 57 ∈ [55,60] 55.8±1.9 50 ∈ [48,52] 50.6±1.9
SD A+T 60 ∈ [57,61] 58.8±1.7 49 ∈ [46,50] 48.1±1.9
SE A+T 49 ∈ [47,51] 49.6±1.8 47 ∈ [44,49] 45.9±1.8

BT & SB SC SD

SA BT BA SB SE SD SC MAppropriateness

Human-likeness

N

NSA SEBA

Higher median rating

Figure 5.7: Significance of differences between conditions in the two studies. Each
conditions is an ellipse; if two ellipses overlap (or, in one case, coincide), that means
that the corresponding conditions were not statistically significantly different at the 0.01
level after Holm-Bonferroni correction. There is no scale on the axis here since the plot
only is designed to visualise the partial ordering induced by the significance tests (i.e.,
ordinal information only).

sions. Our model (SB) was rated third in human-likeness and fourth in appropriateness

among the participants’ submissions. Interestingly, the mismatched system M ranked a

higher lower bound than all synthesis systems in the appropriateness aspect. This may

be explained by the high gesture rate and low amount of pauses in the dataset in com-

bination with the known fact that the temporal alignment between speech and gesture

is not exact. Moreover, the sample median score of our model was above BA but below

BT in terms of the human-likeness aspect, and it was above both baselines in the appro-

priateness aspect. Figure 5.7 visualises the (partial) ordering of conditions induced by
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the significance tests in each study. In the human-likeness aspect, our model (SB) was

not statistically significantly different from BT, but better than BA. In the appropriate-

ness aspect, there was not much difference between BA and our model, but better than

BT. These results suggest that our proposed embedded features effectively improved

the model generalisation compared to BA, which had a similar model structure and

ideas as ours. Even though we did not make use of the text transcriptions provided

with the challenge, we can observe that our system compares favourably to the BA

model. A benefit that may contribute to our higher naturalness ranking than BA is our

system’s ability to a pair of high correlation embedded features. This pair of features

enables the regression model to learn and generalise well. It is interesting to observe

that our system was rated higher than SA and SE in terms of the human-likeness aspect

but was rated lower than SD in terms of the appropriateness aspect, where both of the

systems made the usage of audio and text information. This could be explained by

the motions themselves being more smooth and more natural when without audio, this

could be beneficial from the motion decoder and the post filter. However, the motions

were not appropriate for the audio. Since the actor was requested to speak and react

faster than usual, our model might not be able to catch the information with the current

frame window.

5.6 Further Considerations

Several aspects of the work presented in this chapter warrant further discussion. First,

the CCA objective function that was used for the motion embedding model in Section

5.4 aimed to maximise the correlation between the extracted motion embedding and

the audio waveform. While this objective function did increase the correlation, there

are some other ways to consider achieving better results in the later regression. It is

possible that this learning objective was not what we wanted as we were not using

waveform to predict those motion embeddings.
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It may be possible to correlate both extracted embedded features instead. The benefit

of correlating both extracted embedded features is that higher the correlation between

both features is, the better the regression result is. A downside to correlating both

embedded features is that during training, it is hard to design the architecture and the

procedure to simultaneously converge both embedding models. Training both embed-

ding models simultaneously could miss the training objective for one or both models.

One of the embedded features may take over another one’s convergence or both em-

bedded features may contradict each other, causing the whole training to fail.

5.7 Conclusion

In this chapter, we expanded our previous work to propose a new architecture. The

proposed model not only creates a highly correlated feature pair, but also generates se-

quential raw motion data in a frame-based manner. From the objective evaluation, we

concluded that D-DCCCAE enables the creation of a more correlated feature pair, di-

minishing the side-effect of stacking multiple blocks of speech information and motion

data. D-DCCCAE achieved the highest CCA in the valid set in the model comparison.

In the subjective evaluation, our model achieved a higher score than the BA in both as-

pects (human-likeness and appropriateness) according to the participants’ preferences,

suggesting that the highly correlated feature pair and the sequential estimation helped

improve the model generalisation. In the future, we can consider exploring higher

stacking to unearth the potential of D-DCCCAE.





Chapter 6

Discussion and Conclusion

6.1 Overall Achievements

This thesis presented experiments that explore how to estimate motion from waveform

and evaluate the predicted motion in a variety of measures ranging from numerical

differences and distribution and subjective tests. This thesis aimed to investigate the

usage of waveform to estimate motion in an end-to-end system, while this technique

has been popular in ASR at the time that this thesis was conceived and written. To

continue using waveform directly for ASR, it may be straightforward to extract the

most useful information, where the waveform itself contains the full information of

the speech. To apply the same on speech-driven motion, the system is supposed to

extract the information correlated with the motion only and then estimate the corre-

sponding motions. Each of the chapters in this thesis has addressed a different angle

of the extracted features and speech-driven motion system. Some of the original mo-

tivation for the feature extraction in this work was inspired by early work in the field

of representation learning, which the model learns a representation of multiple views.

Unlike representation learning for multiple views, which projects to the subspaces, the

objective in this thesis was to extract and correlate the useful information of the speech
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waveform with the motions.

Chapter 3: Speech-driven Head Motion System with Waveform. A new approach

was proposed and tested for speech-driven head motion from waveform using DCC-

CAE. The presented approach was also defined as a type of representation learning

because it retained the useful information, which correlates highly with head motion,

through the CCA objective function. The correlated representations were created and

evaluated at several levels of feature analysis and regression results in different as-

pects. We also proposed a new objective measure to evaluate the predicted head mo-

tion through a detection method in the frequency domain called TWV. In addition to

applying common metrics (such as NMSE and local CCA), we also used movement

distribution (such as velocity, acceleration and jerkness) in the final results evaluation.

The evaluation results found that the proposed feature, WavCCCAE, is more strongly

correlated with motion than WavAE and other popular spectral features such as MFCC

and Fbank among different subjects; in this regard, the analysis of the features distri-

bution among the subjects demonstrated a clear distinct cluster for each subject in the

proposed feature only. In the regression results, the MCCCAE achieved a better score in

NMSE but worse in local CCA than MMFCC; additionally, the analysis based on TWV

indicated that MMFCC and MCCCAE were comparable performance, and the movement

distribution graph indicates that MCCCAE tends to produce smoother and slower move-

ment than MMFCC.

Chapter 4: LSTM-Based Head Motion Estimation with DCCCAE. An advanced

architecture with several variations was introduced in Chapter 4 based on the speech-

driven head motion paradigm and operating on the same data. The objective of using

and modifying the head motion regression model was to improve the handling of se-

quential data information using LSTM-based models. Two LSTM-based models were

developed based on the original FNN-based model. The two model variants were com-

pared to the original FNN-based model for head motion synthesis. The LSTM-based
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regression models were able to boost the overall performance in NMSE and CCA and

adapted better with the proposed feature (WavCCCAE) than MFCC. Subjective tests for

motion naturalness, appropriateness and model comparison as well as objective mea-

sures (NMSE and local CCA) demonstrated that it is possible to estimate head motion

using speech waveform directly with the help of DCCCAE, that achieving SOTA re-

sults.

Chapter 5: Upper Body Motion Estimation Using Double-DCCCAE. In addition

to generating head motion poses, we extended our framework to generate upper body

motions in Chapter 5. Unlike in Chapter 4, not only did we modify the regression

model but we also added another DCCCAE for the motion embedding. The objec-

tive of adding another DCCCAE and modifying the regression model was to adapt

the changes of the model’s output from three dimensions (X,Y,Z-trajectory) to 135

dimensions (45 joints, each joint consisting of X,Y,Z-trajectory) and encourage tem-

poral sequence estimation in the frame-based system. Another DCCCAE for motion

embedding was developed to compress motion data into lower embedded features and

correlate the embedded features highly with speech waveform, motion estimation was

replaced with motion embedding estimation, and then the estimated motion embedding

was decoded back to sequential motion data. This D-DCCCAE was then compared to

the original DCCCAE in Chapter 3 for motion objective evaluation, and we submit-

ted our D-DCCCAE model to the GENEA2020 challenge with four other teams for

subjective evaluation. The proposed D-DCCCAE achieved the highest CCA in the

valid set in the model comparison. In the subjective evaluation, our model achieved

a score that is higher than one of the baselines in both aspects (human-likeness and

appropriateness) according to the participants’ preferences.
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6.2 Limitations

While the work in this thesis provides new insights into speech-driven motion and ex-

citing avenues of future work, it is not without some limitations. Advancements in

the field of encoder-decoder architectures arose after the experiments in Chapter 3 had

already started based on the DCCCAE architecture. In particular, a new type of auto-

encoder has since been published (Défossez et al. [2022]), as well as new generative

models, such as flow (Henter et al. [2020]) and diffusion (Ho et al. [2020]). These

advances were developed at famous laboratories with a multitude of other engineering

resources available. Generally, interest in motion synthesis has been increasing over

the past few years. Even with these recent advancements, there is no single definition

or formalism that defines motion synthesis. The work presented in this thesis demon-

strates why it is so difficult to estimate motion from speech. The DCCCAE method for

representation learning from Chapter 3 may potentially struggle between reconstruc-

tion error and correlation (which would hardly to find a optimal point) or there may be

some aspects to motion synthesis that are fundamentally limiting such as an effective

objective evaluation and lack of large dataset or the one-to-many problem.

6.3 Future Work

In this section, we discuss potential directions in which this thesis could be extended.

Given that the speech-driven motion system and representation learning were success-

ful for the usage of speech waveform directly as input to estimate upper body motion,

it would be interesting to explore an approach that learns correlated embedded fea-

tures for facial expression synthesis as well. This research direction would just require

replacing the current motion dataset with the facial expression dataset. It would be

beneficial to explore a possible solution to create a highly correlated feature for all

types of motions.
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6.4 Concluding Remarks

The view of representation learning presented in this thesis relies on the ability to

evaluate learned representations either intrinsically or as they can be applied in mo-

tion synthesis tasks. To tackle speech-driven motion, this thesis presented a feasible

approach to synthesise motion from speech waveform directly by applying CCA con-

straints in the embedding generation. The principles of the speech-driven motion that

were explored in this thesis can be used as a guide for further work on facial expres-

sion synthesis, especially for cases where speech waveform may be obtained from the

application technology. We also introduced a new objective measure to evaluate the

quality of the generated head motions: peak detection. We gave recommendations as to

how to conduct a subjective test. Overall, by covering these areas, we have contributed

to the field in a structured and experimentally supported manner. In doing so, not only

did we meet the original objective of finding a new method for mapping speech to head

motion but we also improved the supporting areas. Finally, speech-driven motion syn-

thesis is an inherently difficult task, but experiments in this work demonstrated that the

proposed approach enables the creation of a feature that correlates highly with motions

for downstream tasks.
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