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Abstract 

This paper aims to optimize neural network algorithms in order to improve their predictive performance and meet the 

demand for Douyin live sales forecasting. The Douyin live data of Florasis between January 2022 and June 2022 were 

collected from Huitun data and preprocessed. Using the Pearson correlation coefficient, six factors that are highly 

correlated with live sales were selected for subsequent prediction. This paper briefly introduces the back-propagation neural 

network (BPNN) algorithm and analyzes its parameter optimization methods, including particle swarm optimization 

(PSO), the artificial bee colony (ABC) algorithm, and the beetle antler search (BAS) algorithm. Then, an improved beetle 

antennae search (IBAS) algorithm was developed by introducing inertia weight and used to construct an IBAS-BPNN 

model for predicting sales volume in Douyin live streaming. The results showed that compared with the BPNN, PSO-

BPNN, and ABC-BPNN algorithms, the IBAS-BPNN algorithm had better prediction performance, with a root-mean-

square error of 335.6694, a mean absolute percentage error of 0.0532%, an equilibrium coefficient of 0.9889, and a shorter 

training time of 90.07 s. The experimental results demonstrate the reliability of the IBAS-BPNN algorithm for predicting 

sales volume in Douyin live streaming, providing new insights into parameter optimization of BPNN and offering 

references for further research on BPNN parameter optimization. It also provides an effective method with both timeliness 

and high accuracy for predicting sales volume in Douyin live streaming in practical applications. 

Keywords: Neural Network; Douyin; E-Commerce Live; Sales Prediction; Beetle Antennae Search Algorithm. 

 

1. Introduction 

Influenced by the Internet, mobile technology, and other factors, the e-commerce industry has entered a brand-new 

phase of growth. E-commerce live streaming, as an interactive and flexible sales method [1], is increasingly preferred 

by users and can generate significant revenue for e-commerce companies [2]. Douyin, as one of the most popular short 

video platforms [3], has demonstrated enormous potential and value as an e-commerce live streaming platform. Sales 

forecasting plays an important role in inventory control and production plan adjustments. With advancements in machine 

learning and other technologies, sales forecasting has become increasingly intelligent. Sharma et al. [4] used machine 

learning techniques to forecast the auto sales of an Indian automobile company during the COVID-19 pandemic. The 

experiment showed that the model could effectively predict changes in sales, providing guidance for the company’s 

financial preparation. 

Boone et al. [5] forecasted sales for retailers and combined user-generated data from Google Trends search queries 

with operational data. Through experiments, they found that the addition of Google Trends data could reduce the mean 
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absolute percentage error (MAPE) by 2.2% to 7.7%. To predict housing sales in São Paulo, Moro et al. [6] modeled the 

index softening, Box-Jenkins, and artificial neural network models and compared their effects using different 

combinations. Ma et al. [7] applied the genetic algorithm-back-propagation neural network (GA-BPNN) algorithm to 

the sales forecast of electric vehicles. They found out through experiments that A-class electric vehicles will become the 

main potential model in 2020.  

Wang et al. [8] proposed a sales forecasting model, M-GNA-XGBOOST, based on time series prediction that can 

provide short-term predictions for the sales of each product in an online store. Through experiments, it was found that 

the root-mean-square error (RMSE) and mean absolute error (MAE) of this model were approximately 11.9 and 8.23, 

respectively. Raiyani et al. [9] utilized sales data from ten stores and 100 different products over a period of five years 

to compare the effectiveness of several machine learning models in predicting future sales. Through experimentation, 

they found that the hybrid model yielded superior results compared to individual models. Takahashi & Goto [10] 

designed a double exponential smoothing method for predicting the inventory/sales of products. They found that this 

method had high accuracy in forecasting sales for each type of medication. Zhan et al. [11] developed a Bayesian linear 

regression method to predict product sales and found that this method performed well in terms of MAE and RMSE. Liu 

et al. [12] designed a support vector regression model to predict drug sales and improve inventory management, 

achieving an accuracy rate of 91% for this method. 

Current research primarily focuses on sales prediction for physical products, with limited studies on e-commerce 

sales prediction and no mention of live-streaming sales prediction in e-commerce. However, given the rapid development 

of live-streaming in e-commerce, it has become a significant form of online sales, making research on live-streaming 

sales prediction in e-commerce crucial. For Douyin e-commerce live streaming, sales forecasting can help e-commerce 

companies better understand the reasons for changes in sales and adjust their live streaming methods in a timely manner. 

Therefore, this paper designed a neural network-based sales forecasting algorithm for Douyin e-commerce live streaming 

and experimentally proved its effectiveness, providing a new method of sales forecasting for e-commerce live streaming 

in practice. 

2. Douyin E-Commerce Live Analysis 

The sales generated by live streaming are closely related to inventory management and production arrangements for 

e-commerce companies. If sales are good, inventory should be greatly reduced, and production arrangements should be 

increased accordingly. Conversely, if the products are not selling well, production plans should be promptly adjusted to 

avoid greater losses. Accurate sales forecasting can help e-commerce companies better manage product production and 

marketing, thus providing better services for e-commerce live streaming. 

Taking Douyin as an example, e-commerce live streaming generates massive data, such as the number of 

commodities, follower growth, likes, and comments. This article obtained relevant data on Douyin e-commerce live 

streaming from Huitun Data (https://www.huitun.com/) and examined the sales forecast of Florasis, a well-known beauty 

brand. Founded in 2017, Florasis specializes in cosmetics, skin care, and other products and is highly active on the 

Douyin platform. Through collaborations with professionals and internet celebrities, the brand has successfully 

established effective communication and interaction with users. With robust capabilities in product development and 

research, it has achieved excellent results in Douyin live streaming. 

The Douyin live streaming data for Florasis from January to June 2022 was obtained from Huitun Data, with 

duplicates and anomalies removed and missing values filled in with the mean. To facilitate the subsequent sales forecast, 

all data were normalized, and the processed live streaming data is demonstrated in Table 1. 

Table 1. Normalized live data 

Time January 1, 2022 January 2, 2022 January 3, 2022 ...... June 30, 2022 

Duration of live broadcast 0.7468 0.6485 0.6845 ...... 0.7168 

Times of viewing 0.5126 0.6715 0.3158 ...... 0.6874 

Peak number of people 0.8525 0.8568 0.3696 ...... 0.7756 

Per capita stay 0.7878 0.9025 0.4285 ...... 0.2168 

Number of products 0.7965 0.7548 0.1632 ...... 0.3256 

Number of likes 0.3658 0.7744 0.9258 ...... 0.5148 

Number of new fans 0.6952 0.5968 0.2148 ...... 0.4851 

Interaction rate 0.6241 0.5326 0.3236 ...... 0.3658 

Conversion rate 0.3365 0.4958 0.7516 ...... 0.1529 

Live sales 0.7853 0.8222 0.8584 ...... 0.6258 
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The correlation between factors such as the duration of live broadcast and the times of viewing in Table 1 and live 

sales was further analyzed using the Pearson correlation coefficient [13]. The corresponding Equation is: 

𝜌𝑋，𝑌 =
𝑐𝑜𝑣(𝑋,𝑌)

𝜎𝑋𝜎𝑌
  (1) 

where cov(X, Y) refers to the covariance of X and Y and σ is the variance. The results obtained after calculation are shown 

in Table 2. 

Table 2. Results of correlation coefficient calculation 

Factor Correlation coefficient 

Duration of live broadcast 0.0263 

Times of viewing 0.6785 

Peak number of people 0.0745 

Per capita stay 0.6447 

Number of products 0.0321 

Number of likes 0.7158 

Number of new fans 0.6845 

Interaction rate 0.7715 

Conversion rate 0.6162 

For factors with correlation coefficients less than 0.1, they were considered to have a weak correlation with live sales 

and were eliminated, and the remaining six factors were used for subsequent sales forecasting. Therefore, when using 

neural network algorithms for sales forecasting, the input data should include six variables from Table 2: number of 

views, average duration per person, number of likes, increase in followers, interaction rate, and conversion rate. The 

output was the prediction result for live sales. 

3. Sales Forecasting based on Neural Network Algorithm 

3.1. Back-propagation Neural Network Algorithm 

In data prediction, the commonly used methods include linear regression [14], decision trees [15], etc., and the back-

propagation neural network (BPNN) algorithm is also one of them [16]. The BPNN algorithm has good performance in 

processing nonlinear data [17] and is flexible and adaptable, making it widely used in finance and health care for data 

prediction [18]. Therefore, this paper used the BPNN algorithm to implement the prediction of Douyin e-commerce live 

sales. However, during training, the BPNN algorithm is prone to getting stuck in local optima [19], mainly due to the 

influence of weights and thresholds. In order to improve this flaw and enhance the effectiveness of the BPNN algorithm 

in live sales forecasting, this paper analyzed several methods for parameter optimization and validated them using the 

data obtained in the previous section. 

For a simple three-layer BPNN, assume that the 𝑖-th input is 𝑥𝑖, then the input of its implicit layer can be written as: 

𝐻𝑗 = 𝑓(∑ 𝑤𝑖𝑗𝑥𝑖 + 𝑎𝑗
𝑖
𝑗=1 ), where 𝑓 is the activation function, 𝑤𝑖𝑗  is the weight between the input layer and the implied 

layer, and 𝑎𝑗 is the threshold value. 

The output of the output layer can be written as: 𝑂𝑘 = ∑ 𝐻𝑗𝑤𝑖𝑘 +𝑖
𝑗=1 𝑎𝑘, where 𝑤𝑖𝑘  is the weight between the implied 

layer and the output layer and 𝑎𝑘 is the threshold value. 

If the desired output is 𝑌𝑘, then the calculation formula of error is: 𝐸 =
1

2
∑ (𝑌𝑘 − 𝑂𝑘)

2𝑚
𝑘=1 . Denote 𝑌𝑘 − 𝑂𝑘 = 𝑒𝑘, then 

the equation can be rewritten as: 𝐸 =
1

2
∑ 𝑒𝑘

2𝑚
𝑘=1 . The BPNN algorithm updates the weights and thresholds by back-

propagating the errors. The weights are updated by the following equation: 

{
𝑤𝑖𝑗 = 𝑤𝑖𝑗 + 𝜂𝐻𝑗(1 − 𝐻𝑗)𝑥𝑖 ∑ 𝑤𝑗𝑘𝑒𝑘

𝑚
𝑘=1

𝑤𝑗𝑘 = 𝑤𝑗𝑘 + 𝜂𝐻𝑗𝑒𝑘                                     
  (2) 

The threshold value is updated by the following equation: 

{
𝑎𝑗 = 𝑎𝑗 + 𝜂𝐻𝑗(1 − 𝐻𝑗)𝑥𝑖 ∑ 𝑤𝑗𝑘𝑒𝑘

𝑚
𝑘=1

𝑎𝑘 = 𝑎𝑘 + 𝜂𝑎𝑘                                        
  (3) 
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3.2. Optimization Methods of BPNN Parameters 

Several algorithms were used to optimize the parameters of the BPNN algorithm, as follows. 

1)  Particle Swarm Optimization Algorithm 

The particle swarm optimization (PSO) algorithm was developed by studying birds' foraging habits [20]. Each bird 

is considered as a particle and the optimal solution is found by updating the position and velocity of the particle: 

𝑉𝑖
𝑘+1 = 𝑤𝑉𝑖

𝑘 + 𝑐1𝑟1(𝑃𝑖𝑏𝑒𝑠𝑡
𝑘 − 𝑋𝑖

𝑘) + 𝑐2𝑟2(𝑃𝑔𝑏𝑒𝑠𝑡
𝑘 − 𝑋𝑖

𝑘)  (4) 

𝑋𝑖
𝑘+1 = 𝑋𝑖

𝑘 + 𝑉𝑖
𝑘+1  (5) 

where 𝑉𝑖
𝑘 stands for particle velocity at the 𝑘-th iteration, 𝑉𝑖

𝑘+1 stands for particle velocity at the 𝑘 + 1-th iteration, 𝑐1 

and 𝑐2 are acceleration factors, 𝑟1 and 𝑐2 are random numbers in [0,1], 𝑃𝑖𝑏𝑒𝑠𝑡
𝑘  represents the individual extreme, and 

𝑃𝑔𝑏𝑒𝑠𝑡
𝑘  represents the population extreme. 

The parameters of the BPNN algorithm were improved using the PSO algorithm to obtain the PSO-BPNN algorithm. 

The process is as follows. After determining the structure of the BPNN algorithm, the parameters of the PSO algorithm 

were initialized, and continuously updating particles helped obtain optimal weights and thresholds for the BPNN 

algorithm. These weights and thresholds were input into the BPNN algorithm to complete its training. 

2)  Artificial Bee Colony Algorithm 

The artificial bee colony (ABC) algorithm is an imitation of the honey harvesting process of a bee colony [21]. It is 

assumed that the nectar source location is: 𝑋𝑖 = (𝑋𝑖1, 𝑋𝑖2, ⋯ , 𝑋𝑖𝐷), then the initial solution is obtained: 𝑋𝑖
𝑗
= 𝑋𝑗

𝑚𝑖𝑛 +
𝑟𝑖

𝑗
× (𝑋𝑗

𝑚𝑎𝑥 − 𝑋𝑗
𝑚𝑖𝑛), where 𝑋𝑗

𝑚𝑖𝑛 and 𝑋𝑗
𝑚𝑎𝑥 refer to the upper and lower limits of the the 𝑗-th dimensional solution 

space and 𝑟𝑖
𝑗
 refers to a random number in [0,1]. 

The fitness of the 𝑖-th solution can be written as: 𝐹𝑖 = {

1+

1+𝑓𝑖
, 𝑓𝑖 ≥ 0      

1 + |𝑓𝑖|, 𝑓𝑖 < 0
, where 𝑓𝑖 refers to the objective value of the 

problem. 

In the starting phase, scout bees search for nectar sources according to the following formula: 𝑉𝑖
𝑗
= 𝑋𝑖

𝑗
+

𝑟𝑖
𝑗
(𝑋𝑚

𝑗
− 𝑋𝑘

𝑗
), where 𝑟𝑖

𝑗
 represents a random number in [0,1]. Subsequently, the follower bees choose whether to follow 

or not according to the nectar source message shared by the scout bees, and the probability is: 𝑝𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑖
𝑁𝑃
𝑖=1

, where 𝑓𝑖𝑡𝑖 

is the fitness value of possible solution 𝑋𝑖 . 

The scout and follower bees continuously search for nectar sources to find the optimal solution, which is the best nectar 

source. The ABC algorithm was applied to optimize the parameters of the BPNN algorithm, resulting in the ABC-BPNN 

algorithm. 

3)  Beetle Antennae Search Algorithm 

The beetle antennae search (BAS) algorithm is based on the process by which the beetle relies on its tentacles to 

search for food [22]. In the BAS algorithm, a random vector is used to represent the initial orientation of beetle’s 

antennae: 𝑏⃗ =
𝑟𝑎𝑛𝑑𝑠(𝑘,1)

‖𝑟𝑎𝑛𝑑𝑠(𝑘,1)‖
 , where 𝑟𝑎𝑛𝑑𝑠 is the random function and 𝑘 is the spatial dimension. The spatial coordinates 

of the left and right antenna of the beetle can be written as: {
𝑥𝑟𝑡 = 𝑥𝑡 + 𝑑0 ×

𝑏⃗ 

2

𝑥𝑙𝑡 = 𝑥𝑡 − 𝑑0 ×
𝑏⃗ 

2

 , where 𝑡 refers to the number of 

iterations, 𝑥𝑟𝑡 and 𝑥𝑙𝑡  are the coordinates of the left and right beetle antenna, 𝑥𝑡 is the central coordinate of the left and 

right beetle antenna obtained after t times of iterations (the distance between them is d0). 

The beetle antenna find food according to the odor, and the intensity of the odor is recorded as the fitness value. 

According to the intensity of the odor, the process of updating the position of the beetle can be written as: 𝑥𝑡+1 = 𝑥𝑡 −

𝛿𝑡 ∗ 𝑏⃗ ∗ 𝑠𝑔𝑛[𝑓(𝑥𝑟𝑡) − 𝑓(𝑥𝑙𝑡)], where 𝛿𝑡 is the step size factor and is updated in a decreasing manner: 𝛿𝑡+1 = 𝛿𝑡 ∗ 𝑒𝑡𝑎, 

where 𝑒𝑡𝑎 is the decay factor, 𝑒𝑡𝑎 ∈ [0,1]. 

Although the BAS algorithm has the advantage of fast convergence, it also has the disadvantage of easily falling into 

local optimum. To address this point, this paper introduced inertia weight 𝜔 to develop an improved BAS (IBAS) 

algorithm. The beetle position update process is improved as: 
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𝑥𝑡+1 = 𝜔𝑥𝑡 − 𝛿𝑡 ∗ 𝑏⃗ ∗ 𝑠𝑔𝑛[𝑓(𝑥𝑟𝑡) − 𝑓(𝑥𝑙𝑡)]  (6) 

𝜔 = 𝜔𝑚𝑖𝑛 +
(𝜔𝑚𝑎𝑥−𝜔𝑚𝑖𝑛)(𝑡𝑚𝑎𝑥−𝑡)

𝑡𝑚𝑎𝑥
  (7) 

where 𝑡𝑚𝑎𝑥 is the maximum value of the number of iterations and 𝜔𝑚𝑎𝑥  and 𝜔𝑚𝑖𝑛  are the maximum and minimum 

values of 𝜔. 

The IBAS algorithm was used to optimize the parameters of the BPNN algorithm to obtain the IBAS-BPNN 

algorithm. The flowchart of the designed Douyin live sales prediction method is shown in Figure 1. 
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Figure 1. The IBAS-BPNN-based Douyin live sales prediction method 

As shown in Figure 1, after determining the structure of the BPNN algorithm, the optimal parameters of the BPNN 

algorithm were obtained through the IBAS algorithm and input into the BPNN algorithm. The prediction of Douyin live 

sales volume prediction was realized by constantly updating the error. 

4. Results and Analysis 

4.1. Experimental setup 

For the experimental data in Table 1, 80% of them were used for training and 20% for testing. It was seen from Table 

2 that the input of the BPNN algorithm consisted of the remaining six indicators after removing three indicators with 

low correlation coefficients. Therefore, the number of nodes in the input layer of the BPNN algorithm was 6, and the 

number of nodes in the output layer was 1, i.e., live sales. The number of nodes for the implied layer was determined as 

5 using a trial-and-error method, resulting in a BPNN algorithm structure of 6-5-1. The Tansig function was used in the 

implied layer, while the RULE function was used in the output layer. The learning rate was 0.005, and the maximum 

number of iterations was limited to 1,000. 

After repeated training of the PSO-BPNN algorithm, the population size with the smallest MSE value in the training 

set was used as the population size for testing. The MSE of the corresponding population size is shown in Table 3. 
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Table 3. The training error of the PSO-BPNN algorithm under different population sizes 

Population size MSE 

10 0.0083 

20 0.0076 

30 0.0072 

40 0.0075 

50 0.0077 

60 0.0081 

70 0.0084 

80 0.0079 

90 0.0083 

100 0.0082 

According to Table 3, the population size of the PSO-BPNN algorithm was 30, acceleration factors c1 and c2 were 

both 1.5, and the maximum iteration count was set at 3,000. 

Considering the complexity of the ABC-BPNN algorithm, the population size was determined within the range of 

[10,50]. Through repeated training, the training errors are shown in Table 4. 

Table 4. The training error of the ABC-BPNN algorithm under different population sizes 

Population size MES 

10 0.0075 

20 0.0061 

30 0.0068 

40 0.0069 

50 0.0071 

According to Table 4, the population size of the ABC-BPNN algorithm was determined as 20, and the maximum 

iteration count was set at 2,000. 

For the BAS-BPNN and IBAS-BPNN algorithms, to ensure the search ability of the beetle, the initial step length 

should be as large as possible. Therefore, the initial step length of the beetle was set at 1, eta was set at 0.95, ωmax was 

set as 0.9, and ωmin was set at 0.4. 

4.2. Evaluation Indicators 

For 𝑚 samples, let the live sales predicted by the algorithm be 𝑦̂ and the actual live sales be y. The evaluation 

indicators used in this paper are as follows. 

1)  Root mean square error (RMSE): it evaluated the accuracy of the algorithm's prediction of live sales, and the 

corresponding equation is: 

𝑅𝑀𝑆𝐸 = √
1

𝑚
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑚
𝑖=1   (8) 

2)  MAPE: it was used to describe the accuracy of the algorithm's prediction of live sales, and the corresponding 

equation is: 

𝑀𝐴𝑃𝐸 =
1

𝑚
∑ |

𝑦𝑖−𝑦̂𝑖

𝑦𝑖
| × 100%𝑚

𝑖=1   (9) 

3)  Equilibrium coefficient (EC): it was used to describe the trend fit of the predicted value curve to the actual value 

curve, and the corresponding formula is: 

𝐸𝐶 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)

2𝑚
𝑖=1

∑ (𝑦𝑖+𝑦̂𝑖)
2𝑚

𝑖=1

  (10) 
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4.3. Analysis of Results 

Firstly, to determine the performance of several parameter optimization methods, tests were conducted on five single-

peak functions and five multi-peak functions on the CEC2013 test set [23] to understand the performance of PSO, ABC, 

BAS, and IBAS for optimization search. The dimension of the search space was set to 30, and the search range was [-

100,100]. The results are presented in Table 5. 

Table 5. Results of the average fitness value of the algorithms for the test set (bold refers to the optimal result) 

 𝒇𝟏 𝒇𝟐 𝒇𝟑 𝒇𝟒 𝒇𝟓 

PSO 1.45E+00 5.77E+06 2.44E+07 7.88E+02 3.88E+00 

ABC 8.37E-15 9.48E+05 1.81E+06 1.82E+02 5.95E+01 

BAS 1.27E-03 4.26E+06 1.56E+07 1.87E+02 8.55E-01 

IBAS 0.00E+00 1.87E+06 1.52E+07 4.54E+01 0.00E+00 

 𝒇𝟔 𝒇𝟕 𝒇𝟖 𝒇𝟗 𝒇𝟏𝟎 

PSO 9.98E+01 7.46E+01 2.35E+01 4.87E+01 1.07E-01 

ABC 4.84E-04 2.85E+01 2.13E+01 2.36E+01 2.16E+01 

BAS 3.38E+01 4.55E+01 2.09E+01 1.45E+01 9.18E-02 

IBAS 1.21E+01 3.84E+00 2.09E+01 9.81E+00 6.85E-02 

From Table 5, it can be observed that IBAS achieved the best average results among the functions, except for 𝑓2 and 

𝑓3. This indicated that the IBAS algorithm performed well on both single-peak and multi-peak functions, demonstrating 

excellent capabilities in solving optimization problems and outperforming other parameter optimization methods. 

The effectiveness of the BPNN, PSO-BPNN, ABC-BPNN, BAS-BPNN and IBAS-BPNN algorithms in live sales 

prediction was compared. Firstly, the comparison of the RMSE is displayed in Figure 2. 

 

Figure 2. Comparison of the RMSE 

From Figure 2, it was seen that in Douyin live streaming sales forecasting, when the BPNN algorithm was used, the 

RMSE reached its highest value at 567.8594. However, after optimizing the parameters, the RMSE decreased 

significantly. The RMSE of the PSO-BPNN algorithm was reduced by 12.41% compared with the traditional BPNN 

algorithm, while the ABC-BPNN algorithm showed a reduction of 19.55%, and the BAS-BPNN algorithm demonstrated 

a reduction of 30.88%. These results highlight the effectiveness of parameter optimization in improving the accuracy of 

the BPNN algorithm. The BAS algorithm was proven to have the best performance among these parameter optimization 

methods. Furthermore, the RMSE of the IBAS-BPNN algorithm was 335.6694, which decreased by 40.89% compared 

to the BPNN algorithm and by 14.48% compared to the BAS-BPNN algorithm, demonstrating the reliability of 

improvement achieved by using the BAS algorithm. 

The comparison of the MAPE among the five algorithms is shown in Figure 3. 
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Figure 3. Comparison of the MAPE 

From Figure 3, it was seen that these algorithms showed similar results for MAPE, and the MAPE value of the BPNN 

algorithm reached its highest value at 0.1469%, indicating its poor performance in forecasting Douyin live streaming 

sales. Among the comparison of several optimization methods, the MAPE value of the BAS-BPNN algorithm was 

0.0674%, which was much lower than that of the PSO-BPNN and ABC-BPNN algorithms, resulting in a reduction of 

0.0795% compared to the BPNN algorithm. Finally, the comparison between the BAS-BPNN and IBAS-BPNN 

algorithms showed that the latter had an MAPE value of 0.0532%, which was 0.0142% lower than the former, 

demonstrating the effectiveness of the IBAS-BPNN algorithm in forecasting Douyin live streaming sales. 

The comparison of the EC is illustrated in Figure 4. 

 

Figure 4. Comparison of the EC 

The closer the EC value was to 1, the closer the predicted result of the algorithm was to the actual value. According 

to Figure 4, the EC value of the BPNN algorithm was 0.9674, which was the lowest, while the EC value of the IBAS-

BPNN algorithm was 0.9889, which was the highest and represented a 2.22% improvement over to the BPNN algorithm 

and a 0.57% improvement over the BAS-BPNN algorithm. This demonstrated that the IBAS-BPNN algorithm had 

superior predictive performance in Douyin live streaming forecasting. 

Finally, the training time of these algorithms was compared, and the results are presented in Figure 5. 
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Figure 5. Comparison of the training time 

The BPNN algorithm had the shortest training time, only 3.77 s, as observed from Figure 5. After parameter 

optimization, the training time of the BPNN algorithm increased significantly. However, it was found that the training 

time of the BAS-BPNN algorithm was much lower than that of the PSO-BPNN and ABC-BPNN algorithms. In addition, 

no significant difference was seen in the training time between IBAS-BPNN and BAS-BPNN algorithms, indicating that 

the improvement of the BAS algorithm did not increase the computational burden and demonstrating the reliability of 

this method. 

The IBAS-BPNN algorithm was compared with other data prediction methods: Bayesian neural network [24], 

probability graph convolution model (PGCM) [25], and multi-dimensional recurrent neural network (MDRNN) [26]. 

The prediction performance of different algorithms for the same dataset is displayed in Table 6. 

Table 6. Comparison results of the IBAS-BPNN algorithm and other data prediction methods 

 RMSE MAPE EC 

BNN 401.2362 0.0677 0.9837 

PGCM 375.1254 0.0578 0.9852 

MDRNN 345.1285 0.0551 0.9884 

IBAS-BPNN 335.6694 0.0532 0.9889 

From Table 6, it can be observed that compared to other data prediction methods, the IBAS-BPNN algorithm 

demonstrated superior performance in terms of RMSE, MAPE, and EC. Taking the comparison with the MDRNN model 

as an example, the IBAS-BPNN algorithm exhibited a reduction of 2.74% in RMSE, a decrease of 3.45% in MAPE, and 

an improvement of 0.0005 in EC. This further confirmed the advantage of the designed IBAS-BPNN model in data 

prediction and its ability to achieve high accuracy in live sales forecasting. 

5. Conclusion 

This article focused on predicting sales for Douyin live streaming. Using Florasis's Douyin live streaming data as an 

example, an experimental analysis was conducted using the BPNN method. An improved IBAS-BPNN method was 

designed to optimize the parameters. A comparison was made between the IBAS-BPNN method and traditional methods 

such as BPNN, PSO-BPNN, ABC-BPNN, and BAS-BPNN. The results showed that the IBAS-BPNN algorithm 

outperformed traditional methods such as BPNN, PSO-BPNN, ABC-BPNN, and BAS-BPNN in all aspects. Specifically, 

the IBAS-BPNN algorithm achieved an RMSE of 335.6694, an MAPE of 0 .0532, and an EC of 0 .9889, which were 

significantly better than those obtained by the other algorithms. This indicated that the sales forecast obtained by the 

IBAS-BPNN algorithm was very close to the actual values, i.e., it provided accurate predictions for Douyin live 

streaming sales. Additionally, this method had a short training time of 90.07 s, demonstrating its ability to offer real-

time results efficiently and quickly in practical applications. The performance comparison with other data prediction 

methods further demonstrated the superiority of the IBAS-BPNN algorithm. This study proved the effectiveness of 

improving BAS and provides a new method for parameter optimization of the BPNN algorithm, which is conducive to 
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conducting more comprehensive and in-depth research on parameter optimization for the BPNN algorithm. The 

feasibility of improving the performance of the BPNN algorithm by further optimizing the optimization algorithm was 

discussed in this article. Additionally, a reliable method for predicting sales on the Douyin live streaming platform was 

provided. In future research, further analysis and screening can be conducted on Douyin live streaming data to compare 

the performance of additional prediction methods in live sales forecasting. This will deepen the study in this field and 

provide a theoretical basis for better promoting e-commerce livestreaming. 
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