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Abstract 

The popularity of the e-commerce system has increased, especially under the COVID scenario. Consumer product reviews 

from the past have had a significant impact on influencing consumers' purchasing decisions. Fake reviews—those written 

by humans and computers that engage in dishonest behavior—are consequently generated to increase product sales. The 

fake reviews hurt consumers and are dishonest. The goal of this research is to examine and evaluate the performance of 

various methods for identifying fake reviews. The well-known and widely-used Amazon Review Data (2018) dataset was 

used for this research. The first 10 product categories on Amazon.com with favorable feedback will be provided in the data 

section. After that, perform fundamental data preparation procedures such as special character trimming, bag of words, TF-

IDF, etc. The models are trained to create a dataset for detecting fake reviews. This research compares the performance of 

four different models: GPT-2, NBSVM, BiLSTM, and RoBERTa. The hyperparameters of the models are also tuned to 

find the optimal values. The research concludes that the RoBERTa model performs the best overall, with an accuracy of 

97%. GPT-2 has an overall accuracy of 82%, NBSVM has an overall accuracy of 95%, and BiLSTM has an overall accuracy 

of 92%. The research also calculates the Area Under the Curve (AUC) for each model and finds that RoBERTa has an 

AUC of 0.9976, NBSVM has an AUC of 0.9888, BiLSTM has an AUC of 0.9753, and GPT-2 has an AUC of 0.9226. It 

can be observed that the RoBERTa model has the highest AUC value, which is close to 1. Therefore, it can be concluded 

that this model provides the most accurate prediction for detecting fake reviews, which is the main focus of this research. 

Keywords: Fake Reviews Detection; GPT-2; NBSVM;, BiLSTM; RoBERTa. 

 

1. Introduction 

E-commerce systems have continued to gain popularity [1]. The worse the COVID-19 situation, the more clearly 

its popularity has increased. This is because people cannot travel outside their homes. As for companies, they benefit 

from trading on the e-commerce system; that is, they can reduce operating costs, such as rental fees for trading 

establishments. It is also possible to easily expand their business to allow foreigners to trade with them. As for 

customers, they benefit from trading on the e-commerce system, namely by saving time traveling. Customers can 

compare products quickly and easily. 
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There are many factors that influence a customer's decision to purchase products or services on the e-commerce 

system, such as price, quality, reliability, service, and payment security. There is also another factor that is very important 

nowadays: reviews and opinions from previous customers or consumers. Such customer reviews and opinions are seen 

as more neutral and credible as compared to the promotional content created by the company. If the reviews are positive, 

customers will have confidence until they finally decide to buy the product [2]. 

On social media, however, there are both true and fake reviews and opinions from prior clients or consumers. Fake 

customer reviews and opinions may be created by a business to boost sales of its goods and services, decrease sales of 

those of its competitors' goods and services, or even by customers who have never used the product in question. Fake 

customer reviews and opinions will harm the company that sells the goods and services [3], resulting in the deterioration 

of the company's reputation and the loss of sales. As for the customers, they will receive a product that does not meet 

their needs, wasting money and losing their feelings. 

Many techniques have been attempted to detect fake customer reviews and opinions, such as sentiment analysis [4], 

reviewer profile analysis [5], language and text analysis [6], review duration and integrating reviews [7], machine 

learning algorithms [8], and image analysis [9]. One of the most popular techniques is the sentiment analysis method. 

This includes checking the original content in order to distinguish emotions or hidden feelings [10]. This helps detect 

fake reviews. This often reveals inconsistencies between the textual content and the emotions or ratings expressed [11]. 

There are several techniques used in sentiment analysis, such as Generative Pretrained Transformer 2 (GPT-2) [12], 

Naive Bayes Support Vector Machine (NBSVM) [13], Robustly Optimized BERT Pretrained Approach (RoBERTa) 

[14], and Bi-Directional. Long Short-Term Memory Model (BiLSTM) [15]. 

However, there has been no research that has analyzed, compared, and evaluated the effectiveness of various 

techniques used in sentiment analysis. In this study, a comparative analysis and evaluation of the effectiveness of various 

techniques used in sentiment analysis were performed. It helps to gain a better understanding of those techniques, 

including the pros and cons of each technique under different circumstances, using data preparation techniques such as 

word wrapping, special letter wrapping, and word splitting before comparative evaluation. 

The subsequent sections of this paper are organized in the following manner: Sections 1 and 2 provide an introduction 

to the subject matter and present relevant literature studies. Section 3 provides a comprehensive description of the 

experimental setup and technique employed in the study. Section 4 presents a comprehensive analysis of the efficacy of 

the recommended methodologies. Section 5 of this paper presents an analysis of the study's findings and compares them 

with those of other relevant studies. In conclusion, Section 6 provides a comprehensive overview of the primary 

outcomes derived from the study. 

2. Background and Related works 

2.1. Background 

2.1.1. Sentiment Analysis 

Sentiment analysis [16, 17] entails the examination of emotions and sentiments, both positive and negative, conveyed 

through various forms of communication, such as movie reviews, restaurant reviews, online product feedback, and more. 

It is an effective method for evaluating written or spoken language to determine whether a thought expression is positive, 

negative, neutral, or potentially designed to deceive or persuade for various purposes. Sentiment analysis has significant 

value in the business world because it enables companies and brands to gauge consumer sentiments regarding their 

products or services. This invaluable insight contributes to the development and enhancement of offerings, resulting in 

increased consumer satisfaction. Sentiment analysis is a subset of Natural Language Processing (NLP), a technique used 

to classify text based on the emotional content it conveys. E-commerce platforms commonly use sentiment analysis to 

gauge consumer opinion about products and determine their preferences and inclinations. Additionally, to conventional 

sentiment analysis, many other techniques are used to assess emotions and attitudes within the text [18]. These 

approaches include emotion detection, which identifies specific emotions like happiness or anger, and aspect-based 

sentiment analysis, which dissects text into distinct attributes for separate analysis. Deep learning models [8] such as 

RNNs and transformers are used for understanding complex nuanced contexts. Lexicon-based analysis [19] uses 

predefined sentiment scores. 

Sentiment analysis is the practice of interpreting and removing content from text that expresses emotions or opinions 

using structured methods. This procedure comprises several stages as shown in Figure 1. 
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Figure 1. Sentiment analysis process 

Initially, pertinent text data is gathered from a variety of sources, including social media, consumer reviews, polls, 

and other text-based sources. After that, the data are cleaned and prepared for analysis through a procedure named text 

pre-processing. This stage includes tasks such as removing punctuation, changing text to lowercase, addressing special 

characters, and tokenizing the text by separating it into distinct words or phrases. 

The next step is featuring extraction, which involves finding important textual characteristics or words that are 

indicative of sentiment. Methods such as bag-of-words (BoW) [20] and term frequency-inverse document frequency 

(TF-IDF) [21] are two examples of techniques that could be used to capture the data. The classification of emotions is 

the fundamental building block of sentiment analysis. In this stage, a bespoke machine learning model is trained to 

analyze the text into several sentiment categories, such as positive, negative, or neutral. After training, the sentiment 

analysis model labels and scores each text element in the dataset. Finally, sentiment analysis informs changes to the 

input, model, or methodology to increase accuracy and relevance for future assessments. 

2.1.2. Tokenization 

Tokenization is the process of preparing data by dividing text or sentences into words. Put it in the form of a single 

word or group of words [8]. It then clusters different words and counts the number of words of interest in the dataset. 

This is named a token and is often used for other linguistic analyses. In tokenization, words or phrases have intrinsic 

meaning but when joined with others, new meanings can be created. In addition, the sequence patterns of tokens can be 

analyzed using the N-gram method. Commonly used in such analyses are 1-gram, or mono-gram tokens, for analyzing 

individual words, and 2-gram, or bi-gram tokens, for two adjacent words. 

2.1.3. Bag of Words 

The Bag of Words (BoW) technique [20] is a text feature extraction method that employs the concept of One-Hot 

Encoding to represent the information contained in a dataset's words. In this approach, each word in the dataset is 

associated with a unique token. When a word appears in the dataset, it is represented by a token with a value of 1. 

Conversely, when a word does not appear in the dataset, its corresponding token is set to 0 during encoding, effectively 

indicating its absence. This encoding method is also applied in encryption to transform text data for various purposes. 

As shown in Figure 2. 

 

 

 

 

Figure 2. Example of encoding using One-Hot Encoding technique 

The Bag of Words (BoW) method transforms text into a format that is easily processed by computers and serves as 

the foundation for various algorithms. BoW involves tokenization, which is the process of breaking text into individual 

units or tokens. These tokens are then statistically analyzed to gather information about the words present in the text. 

This process results in the creation of a vocabulary based on the dataset being used. Typically, words are ranked by 

frequency, with the most frequently occurring tokens given the highest priority as the primary keys for representation in 

further analysis. 

BoW offers versatility in its application. It can be employed for tasks such as data analysis, where it helps in 

constructing a vocabulary or a collection of words relevant to the dataset. However, BoW has limitations in counting 

occurrences. Specifically, it can count the frequency of words but cannot determine how many documents contain a 

particular word. This limitation becomes problematic when certain words appear frequently or rarely in a single 

document. In such cases, the data analytic precision may be compromised. 
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2.1.4. Term Frequency – Invert Document Frequency 

The TF-IDF [21] method is a statistical approach used for determining the relevance of words in a document. The 

calculation is derived by multiplying the term frequency variable with the inverse document frequency variable. The 

phrase "term frequency" (TF) denotes the frequency at which a specific word occurs in a document. As an illustration, 

the definite article "the" may appear ten times in a given document, whereas the noun "dog" may be present twice. The 

inverse document frequency (IDF) is a metric that quantifies the rarity of a word in a given corpus of documents. The 

word "the" is frequently used and has a relatively low inverse document frequency (IDF), indicating its high occurrence 

across various texts. Conversely, the term "dog" is less commonly used and has a larger IDF, suggesting its lower 

prevalence in different contexts. The calculation of the TF-IDF value for a word involves the multiplication of its term 

frequency by its inverse document frequency. As an illustration, the term frequency-inverse document frequency (TF-

IDF) value of the word "the" in a document can be computed as follows: 

𝑇𝐹– 𝐼𝐷𝐹 = (𝑡𝑒𝑟𝑚 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦) × (𝑖𝑛𝑣𝑒𝑟𝑠𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦) = 10 × (1 / 𝑙𝑜𝑔(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠)) (1) 

The weighting of a word in a document can be determined by calculating its TF-IDF score. Words with a high term 

frequency-inverse document frequency (TF-IDF) are more likely to be evaluated significant compared to words with 

low TF-IDF values. 

2.1.5. Word Embedding 

Word embedding is an indispensable natural language processing technique that converts textual data such as words, 

sentences, and documents into numerical feature vectors [21]. These vectors depict the semantic meaning and 

relationships of words, which facilitates mathematical operations and calculations in language-based tasks. Typically, 

the process begins with the encoding of words using methods such as One-Hot Encoding or advanced techniques such 

as Word2Vec and GloVe, yielding feature vectors the dimensions of which are determined by the vocabulary size and 

embedding method. These vectors facilitate the measurement of word similarity across various linguistic contexts, 

thereby making word embedding a valuable resource for numerous language-related applications. 

2.1.6. Bidirectional Long Short-Term Memory 

A Bidirectional Long Short-Term Memory (BiLSTM) [15] is a specialized type of recurrent neural network (RNN) 

architecture designed to enhance the capabilities of traditional LSTMs (Long Short-Term Memory networks). What sets 

BiLSTMs apart is their ability to process input sequences in two directions: both forward and backward. During the 

forward pass, the input sequence is analyzed from beginning to end, similar to a regular LSTM, capturing information 

from past time steps. Simultaneously, a second LSTM processes the input sequence in reverse, from the end to the 

beginning, capturing information from future time steps. Afterward, the outputs of these two LSTMs are typically 

combined or concatenated to provide a holistic representation of the sequence. Bi-LSTM cells feature numerous layers 

for each iteration T, including an input layer 𝑋𝑡, an output layer ℎ 𝑡 and a hidden layer ℎ 𝑡−1. Every cell shares some 

states with other cells during training or parameter updates as shown in Figure 3. 

 

Figure 3. Bidirectional Long Short-Term Memory Architecture [22] 

The Bi-LSTM architecture has demonstrated promising performance in a variety of NLP tasks, such as sentiment 

analysis, named entity recognition, and machine translation. The mathematical model of a Bi-LSTM consists of the 

forward and backward LSTM equations as well as the concatenation of their outputs. The backward LSTM equations 

are similar to the forward LSTM equations, but with distinct weight matrices and bias terms. The final result of the Bi-

LSTM model is obtained by concatenating the outputs of the forward and backward LSTMs at each time phase. During 

the training process, the model parameters (weights and biases) are learned using techniques such as backpropagation 

through time (BPTT) and gradient descent. Its capacity for capturing information from both past and future contexts 

makes it suitable for tasks where comprehending the input sequence requires knowledge of the surrounding context. 
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2.1.7. Generative Pre-trained Transformer 2 

GPT-2 [12], also known as Generative Pre-trained Transformer 2, is a large language model developed by OpenAI. 

This model is a part of the fundamental series of GPT models. The training data utilized by GPT-2 encompassed the 

BookCorpus dataset, which encompassed a vast collection of more than 7,000 unpublished works of fiction spanning 

several genres. Additionally, the training data included a dataset encompassing a staggering 8 million web pages. The 

initial partial release of the model took place in February 2019, and it was then followed by the full release of the 1.5-

billion-parameter version on November 5, 2019. GPT-2, similar to its preceding and subsequent models, is constructed 

based on a generative pre-trained transformer architecture. The architectural design of this system incorporates a deep 

neural network, more specifically a transformer model, which leverages attention mechanisms as opposed to traditional 

recurrence- and convolution-based methodologies. The attention mechanism allows the model to focus on selected 

segments of input text that it deems most relevant. GPT-2 offers various model size options (124 M, 774 M, etc.) that 

are distinguished primarily by the number of transformer decoders layered in the model; however, all models have the 

same core component, which consists of a series of transformer decoders, each of which has an identical architectural 

structure, as shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 4. GPT-2 architecture [23] 

2.1.8. Robustly Optimized BERT Approach 

RoBERTa (Robustly Optimized BERT Approach) [14] is a transformer-based language model that employs self-

attention to evaluate input sequences and construct contextualized representations of sentence terms. RoBERTa was 

developed by University of Washington researchers using a training dataset comprised of > 10 times the text in BERT's 

training dataset. RoBERTa's training technique was also significantly more effective. In addition, when training the 

model, RoBERTa employs a dynamic masking strategy. This technique enables the model to acquire more trustworthy 

and generalizable word representations. RoBERTa was trained on multiple text datasets, such as the English Wikipedia, 

the BOOK CORPUS, CC-NEWS, and OPENWEBTEXT. STORIES was employed as well. The cumulative size of 

these diverse textual datasets was in the tens of terabytes. By providing several tens of terabytes of data, they supplied 

the model with a solid linguistic foundation. 

The BERT [24] architecture was modified to create RoBERTa, which included several substantial modifications to 

enhance performance on natural language comprehension tasks. RoBERTa is a variant of the BERT architecture that 

underwent enhancement. RoBERTa eliminated the Next Sentence Prediction (NSP) objective that was part of BERT's 

training procedure. This modification maintained or marginally enhanced subsequent task performance, indicating that 

NSP is not a crucial element of the training. In the second phase of RoBERTa's training, increased quantities and longer 

sequences were utilized. The training for RoBERTa consisted of 125,000 steps with 2,000 sequences and 31,000 steps 

with 8,000 sequences, resulting in increased task complexity and precision. BERT was trained using 256 sequences per 

cohort and one million steps. Additionally, this strategy simplified and enhanced parallelization., RoBERTa utilized 

dynamic masking for data preparation in contrast to BERT, which utilized a static masker. Over forty epochs, the same 
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data was replicated and disguised ten times using a variety of masking techniques. This was done for each era to have a 

distinct selection of masking patterns. Consequently, RoBERTa’s performance was significantly enhanced by this 

dynamic training data diversification technique. 

2.1.9. Naive Bayes Support Vector Machine 

A Naive Bayes Support Vector Machine, or NBSVM [13], is a hybrid approach to machine learning that combines 

Naive Bayes and Support Vector Machines that can be advantageous in certain situations. Naive Bayes, which is 

renowned for its simplicity and efficiency, can be utilized for initial classification or feature selection. This method is 

especially useful for text classification problems and situations where the assumption of feature independence remains 

reasonably true. Conversely, SVM, a robust algorithm for discovering complex patterns, can be used to extract more 

intricate representations or patterns from the data. By integrating the strengths of Naive Bayes and SVM, this hybrid 

method seeks to improve classification performance overall. Typically, the process involves feature engineering, where 

pertinent features are extracted from the dataset or created. Then, a Naive Bayes classifier is trained, and SVM is used 

to further process or refine the data, perhaps with a different subset of features. The predictions or representations from 

both models are then typically combined using stacking or ensemble methods. This combination's efficacy is highly 

dependent on the specific dataset and problem at hand. It is essential to perform a comprehensive data analysis, 

experiment with various approaches, and use cross-validation to determine whether the hybrid approach offers 

advantages over other ensemble methods or using each algorithm individually. 

2.2. Related Works 

Currently, there exist various approaches to analyzing emotions and sentiments from textual data. There are various 

approaches to analyzing emotions and sentiments from textual data, including rule-based Sentiment Analysis [18], 

lexicon-based sentiment analysis [19], as well as machine learning and deep learning models [8]. Currently, there are 

various approaches to analyzing emotions and sentiments from textual data. These include rule-based Sentiment Analysis 

[18], lexicon-based sentiment analysis [19], as well as machine learning and deep learning models [8]. This study 

employed machine learning and deep learning models for sentiment analysis and identification of fake reviews. The 

investigation’s primary objective was to develop algorithms capable of effectively discerning fake reviews. Additional 

information regarding the subject matter can be found in Table 1. 

As Table 1 shows, numerous empirical investigations were conducted, yielding a range of modeling methodologies 

that efficiently and accurately forecasted the detection of fake reviews across diverse datasets including e-commerce 

platforms, hotels, and restaurants. Furthermore, the researchers conducted analyses on standardized review datasets 

obtained from various platforms, including Yelp, Amazon, Kaggle, Github, Google Play Store, AppStore, and 

TripAdvisor.  

Several researches incorporate sentiment analysis and feature selection techniques in order to improve the 

performance of models. Vidanagama et al. [25] conducted a study with the objective of identifying fake reviews in the 

field of e-commerce. Their approach involved the utilization of ontology-based techniques and linguistic features. The 

study conducted a comparative examination of predictive performance by evaluating the association between significant 

features. The findings revealed that integrating linguistic features with word classification and sentiment analysis yielded 

a prediction accuracy of 88.98%. Rathore et al. [29] used a semi-supervised methodology to identify groups of fake 

reviewers through the utilization of a semi-supervised methodology. The investigation employed a dataset sourced from 

the Google Play Store. The study evaluated the respective performance of the SVM, K Nearest Neighbor (kNN), Random 

Forest (RF), and J48 algorithms.  

Notably, their performance surpassed that of comparable alternatives. In a study using a dataset from Yelp, which 

included 20 hotel reviews, Tufail et al. [30] examined the effects of detecting fake reviews. The prediction models 

employed for performance comparison in this work included SVM, logistic regression (LR), and kNN. The research 

revealed that the highest level of practical efficiency was attained by integrating all three algorithms, leading to a notable 

accuracy rate of 95%. Qayyum et al. [26] produced the FRD-LSTM, a deep learning-based method for detecting fake 

reviews, by using the DCWR algorithm to compute deep features and PCA to reduce the feature space. Training the Bi-

LSTM helps to detect fake reviews. The results indicate that this method has a recall rate of 97.24% precision of 96.0%, 

an F1-Score of 96.6%, and accuracy of 97.21%. In addition, recent research has also focused on large language models 

such as GPT-2 [27], RoBERT [27], and BERT [31], which exhibit a remarkable level of accuracy and remain of great 

interest for the foreseeable future. 
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Abbreviation:  

BiLSTM= Bidirectional Long Short-Term Memory/LSTM= Long Short-Term Memory/NB= Naive Bayes/SVM= Support Vector Machines/NBSVM= Naive 

Bayes (NB) and Support Vector Machines/DT= Decision Tree/GRU= Gated Recurrent Unit/CNN= Convolutional Neural Network/MLP= Multilayer 

Perceptron/GNB= Gaussian Naive Bayes/ RoBERTa= A Robustly Optimized BERT Pretraining Approach. OpenAI or GPE-2= Generative Pre-trained 

Transformer 2/LR= Logistic Regression/ SKL= K-Nearest Neighbor, and logistic regression /AB= AdaBoost). 
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3. Methods 

The main objective of this study was to compare various models and provide methodologies for detecting fake 

reviews in e-commerce platforms by using machine-learning and deep-learning techniques. As depicted in Figure 5, the 

study's conceptual framework consists of two primary phases: data preparation for computation and model training for 

detection. 

 

Figure 5. Conceptual framework 

3.1. Data Preparation Process 

Data preprocessing is an essential part of this study that aims to enhance the efficiency of data analysis and reduce 

the complexity of the model. In the domain of sentiment analysis, the process of data preparation encompasses multiple 

stages. These stages include the cleansing of data by eliminating special characters or symbols, transforming all letters 

to lowercase, segmenting sentences into individual words, removing sentence-ending words, and discerning various 

word categories, including nouns and verbs. This study employed an English-based methodology for data preparation. 

This process consists of three stages, as shown in Figure 5. 

In the initial stage, the textual dataset must be transformed into encrypted numerical representations that are 

computationally feasible, therefore, this step entails text cleaning, which involves eliminating errors and inconsistencies 

in the text dataset. It also involves correcting misspelled words and establishing consistent formatting between uppercase 

and lowercase letters. Additionally, the process eliminates symbols and unnecessary elements from the collection. The 

subsequent stage establishes a lexicon for analysis. This process encompasses collecting words from phrases and using 

varied terminology to expand one's vocabulary. Quantifying the frequency of the terms that most significantly influence 

the dataset, can determine the scope of the term. This process helps to exclude extraneous data during the analysis phase. 

The final stage is text transformation which includes converting words into a format compatible with computer systems, 

to allow processing. 

3.2. Dataset 

The dataset included in this study was curated by Ni & McAuley [37]. It comprises product reviews sourced from 

Amazon.com. The study centered on the ten product categories with the most reviews in 2018 including Beauty (5,269), 

Automotive (1,711,519), Gift Cards (2,972), Magazine Subscriptions (2,375), Fashion (3,176), CDs & Vinyl 

(1,443,755), Groceries & Gourmet (1,143,860), Musical Instruments (231,392), Appliances (2,277), Cell Phones & 

Accessories (1,128,437), Industry and Science (77,071), Office products (800,357), Handicrafts and Sewing (494,485), 

Digital Music (169,781), Luxury and Beautiful Products (34,278), and Yard, Lawn, and Garden (798,415). 

The data was separated into a variety of categories, such as Toys and Games, Kindle Store, Pet Supplies, Sports and 

Outdoors, Tools and Home Improvement, and Books, Clothing, Shoes, and Jewelry. Other categories were Electronics, 

Home and Kitchen, Movies and TV, and the Kindle Store. In total, 40,432 samples were divided between the two 

categories after being analyzed. The first batch consisted of fake reviews that were generated by a machine and were 

labeled as computer-generated (CG). The second group included genuine evaluations written by individuals in their own 

words. These reviews were designated as original reviews (OR). The contents of Table 2 are presented in two sets, each 

of which consists of 20,216 rows and four columns. 
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Table 2. Examples of dataset used in study 

Category Rating Label Text 

Home_and_Kitchen_5 1 CG Missing information on how to use it, but it is a great product for the price! I 

Clothing_Shoes_and_Jewelry_5 3 OR Fits well and easy to convert with semi formal wear 

Electronics_5 5 CG Easy to install even without a power supply. Easy to use. Great product! Works 

Pet_Supplies_5 2 CG The holes are too big the fence receiver slipped out 

Toys_and_Games_5 3 OR Smaller than we thought. Granddaughter enjoyed painting it. 

3.3. Training the Model 

After converting the dataset into a computer compatible format, training proceeded using deep-learning and machine-

learning techniques. Four models, GPT-2, NBSVM, RoBERTa, and BiLSTM were utilized to assess the effectiveness 

of detecting false reviews. For effective training, the model environment and parameters must be appropriately 

established. The following steps outline the procedures required to achieve optimal results. 

3.3.1. GPT-2 Setup 

This study employed GPT-2, a large language model designed for unsupervised multitask learning and supervised 

learning. To eliminate inconsistencies, the dataset was pre-processed and annotated appropriately. To begin, a Keras 

tokenization library was invoked to generate the Bag of Words (BoW), which represented the entire vocabulary, from 

the supplied text. Python's tokenizer function was used to determine the maximum length of a word in a phrase. To 

achieve uniformity in sentence length, a numerical representation was assigned to each word in a sentence, with zeros 

added to complete the phrase. Before feeding the data into the model, it was divided into two subsets: the training set, 

which consists of 80% of the data, and the test set, which consists of 20% of the data. 

3.3.2. NBSVM Setup 

The NBSVM model is widely employed in the field of natural language processing (NLP) due to its exceptional 

robustness. The study utilized additional techniques, such as the removal of unusual characters from the review text and 

the implementation of a BoW approach to classify groups of words or text. The transformation of label features into 

target values ultimately resulted in the production of target features. The numerical value of 1 was allocated to OR 

(representing real reviews), whereas CG (representing fake reviews) was assigned a numerical value of 0. The dataset 

was then divided into two sets: the training set, which comprised 80% of the data, and the test set, which comprised the 

remaining 20%. 

3.3.3. RoBERTa Setup 

The initial value of the RoBERTa model was determined based on the information presented in Table 3 during the 

training phase. This function initiated the training process with a 0.10 dropout rate. The model was fine-tuned by 

incorporating various hyperparameters to evaluate its performance. This study intended to identify the optimal model 

for detecting fake reviews. The Results section elaborates on the findings in complete detail. The dataset was divided 

into two subsets, with 80% of the data designated for training and 20% reserved for testing. 

Table 3. The initial hyperparameter values for the RoBERTa algorithm's firstround model 

Hyperparameter Initial Value 

Optimizer Adam 

Learning Rate 0.00001 

Epochs 1 

Batch Sizes 8 

3.3.4. BiLSTM Setup 

he BiLSTM model was selected as the method for detecting fake evaluations in this study. Bidirectional learning was 

implemented by the model to produce precise results to reduce data loss and enhance performance analysis. The data 

underwent pre-processing by removing special characters and frequently occurring stop terms. Before being input into 

the model, the data was partitioned into a training set containing 80% of the total data and a testing set containing the 

remaining 20%. The model’s parameters were then set, and it was trained with a 0.5 percent dropout rate. Table 4 

contains additional parameter specifications. In the last step, the number of training cycles and dropout rate were 

modified for more in-depth analysis and to improve the model's overall performance. 
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Table 4. The initial hyperparameter values for the BiLSTM a algorithm's firstround model 

Hyperparameter Initial Value 

Loss Function Binary Cross Entropy 

Optimizer Adam 

Learning Rate 0.01 

Epochs 5 

Batch Sizes 128 

3.3.5. Defining the BiLSTM and RoBERTa Models for Fine-tuning 

To establish the model, the chosen configuration is Sequential, and the Adam optimizer is employed to determine the 

arrangement of the layers, which will be sequentially organized as follows. 

 The input layer receives the incoming data. 

 The embedding layer encapsulates word representations. 

 The bidirectional layer utilizes parameter 150, which was employed by the BiLSTM. 

 The dimension size of the dense layer was set to 32, and Rectified Linear Unit (ReLU) was the activation function. 

 Dropout layer: Dropout is a technique used to reduce the information in a system by randomly deactivating certain 

nodes. 

 Dense layer: This layer decreases the dimensionality of the input by reducing it to a single dimension. 

 The second dropout layer also randomly deactivates nodes. 

 The batch normalization layer normalizes data to address the problem of overfitting. 

 The activation function for the dense layer, which serves as the output layer, should be set to sigmoid. This 

activation function ensures that the output values fall within the range of 0 to 1. 

The Bidirectional Layer mitigates in accordance with the model's definition serves the purpose of that may occur the 

process of weight adjustment. Furthermore, the batch normalization layer and particularly the activation function, ReLU, 

effectively addresses the vanishing gradient problem and overfitting. Incorporating the dropout layer additionally serves 

to reduce these concerns. 

4. Results and Discussion 

4.1. Results 

This section presents the findings of evaluating the performance of the GPT2, BiLSTM, RoBERTa, and NBSVM, 

models including the hyperparameter tuning process. The results are reported in three sections: 1) the performance test, 

2) the hyperparameter tuning process, and 3) the receiver operating characteristic (ROC) curves and calculating the area 

under the curve (AUC). 

The first section applies four metrics: accuracy, precision, recall, and F1-score. The dataset used for evaluation was 

the Amazon Review Data (2018) standard dataset [37]. The performance test results are presented in Table 5. 

Table 5. The result of the performance test for each algorithms 

Model Accuracy Precision Recall F1-Score 

GPT-2 0.82 0.83 0.82 0.82 

NBSVM 0.95 0.95 0.95 0.95 

BiLSTM 0.92 0.93 0.93 0.92 

RoBERTa 0.97 0.97 0.97 0.97 

With the GPT-2 algorithm, the model's overall performance had an accuracy of 82.00%, with a precision of 76.00% 

for CGs and an accuracy of 90.00% for ORs. The recall rate for CGs was 92.00% and 72.00% for ORs. Additionally, 

the F1-score for CGs was 84.00%, and the F1-score for ORs was 80.00%. The NBSVM algorithm had an accuracy of 

95.0%, a CG accuracy of 96.00%, and an OR precision of 94.00%. The recall rate for CGs was 93.00%, and the recall 

rate for ORs was 96.00%. The F1-score for CGs and ORs was 95.0%. 

The BiLSTM algorithm exhibited a level of accuracy of 92.00% and precision of 91.00% in identifying CGs and 

precision of 93.00% in identifying ORs. The recall rate for identifying CGs was found to be 93.00%, while the recall 
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rate for identifying ORs was 91.00%. The F1-score achieved for distinguishing between CGs and ORs was 92.00%. The 

accuracy was classified according to its type. The category with the highest accuracy, namely 91.911162%, was in the 

"Books" category. This accuracy rate surpassed that of the other categories, which had an average accuracy of 

91.05348%. 

The experimental investigation of identifying CGs with the RoBERTa algorithm yielded noteworthy findings. 

Specifically, the results presented in Table 5 demonstrated excellent overall accuracy of 97.00%. The detection rate for 

identifying CGs was found to be 97.00% regarding precision, while the identification rate for ORs was determined to be 

98.00% in terms of accuracy. The recall rate for identifying CGs was found to be 98.00%, while the recall rate for 

identifying ORs was 97.00%. The F1-score achieved for the classification of CGs and ORs was 97.00%. 

The second section presents the results of the hyperparameter tuning process. For the BiLSTM and RoBERTa models, 

this study also fine-tuned the model by tuning hyperparameters to find the optimal values. The RoBERTa model had an 

initial dropout value of 0.1, and the BiLSTM had an initial dropout value of 0.5. The related hyperparameters are 

presented in Table 6. 

Table 6. Initial Hyperparameter value setting of RoBERTa and BiLSTM model 

Model Parameter Fine-tuning Loss Function Accuracy 

BiLSTM 

Learning Rate 
0.01 0.2579 92.3564 

0.001 0.3697 91.0597 

Epochs 
5 0.2579 92.3564 

10 0.5927 91.0102 

Batch Size 
128 0.2579 92.3564 

120 0.7806 90.8742 

RoBERTa 

Learning Rate 
0.00001 0.1202 97.0276 

0.0001 0.6987 50.8822 

Epochs 
1 0.1202 97.0276 

5 0.1175 96.3645 

Batch Size 
8 0.1202 97.0276 

16 0.1196 94.7322 

Tests were conducted on several hyperparameters to fine-tune the BiLSTM algorithm. The adjustment of the learning 

rate to 0.001 caused the model's accuracy to decline from 92.3564% to 91.0597%, and loss to increase from 0.2579 to 

0.3697. Hence, the inferred ideal learning rate for the BiLSTM model is 0.01. The subsequent phase involved optimizing 

the number of epochs for training by manipulating the epochs parameter. After a series of tests involving different 

numbers of epochs, the model was found to perform best when trained for five epochs. Finally, batch sizes of 128 and 

120 were compared to ascertain the number of iterations required for the model to learn the data prior to weight 

adjustment. The study revealed that the BiLSTM model achieved higher accuracy with a batch size of 128, rather than 

120. 

Therefore, in assessing the Amazon Reviews Dataset (2018) using the BiLSTM model, the best hyperparameters for 

obtaining the most accurate results were: learning rate = 0.01, epochs = 5, and batch size = 128. The resulting accuracy 

achieved with these hyperparameters was 92.35%. 

In evaluating the RoBERTa model, optimal performance was attained when trained with a learning rate of 0.00001 

compared with a 0.0001 learning rate. The subsequent step involved modifying the batch size, which was initially set at 

8, to a new value of 16. The result revealed that altering the batch size to 16 resulted in its efficiency declining from 

97.0276 to 94.7322. Hence, 8 was determined to be the best batch size for the RoBERTa model. Subsequently, the epoch 

value was adjusted to 5 to find the most favorable number of training cycles for the model. The data presented in the 

table indicates that there was a drop in model efficiency when the value of epochs was changed from 1 to 5. 

Based on these findings, the optimal hyperparameters for the RoBERTa model applied to the Amazon Reviews 

Dataset (2018) are: a learning rate of 0.00001, a single epoch, and a batch size of 8. These hyperparameters yield an 

accuracy of 97.0276%. 

Finally, the predictive ability of each model was evaluated using the ROCs and calculating the AUC. The results, are 

shown in Figure 6. 
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Figure 6. ROC cure in each distinct model 

Figure 6 shows that the RoBERTa model demonstrated the best performance in detecting fake reviews, as evidenced 

by its AUC value of 0.9976, which among all, is the closest to 1. The NBSVM model achieved an area under the receiver 

operating characteristic (ROC) curve of 0.9888. Subsequently, the BiLSTM model demonstrated an AUC of 0.9753, 

while the GPT-2 model exhibited an AUC of 0.9226. The RoBERTa model is conclusively more accurate in detecting 

fake reviews than the others used as benchmarks in this study. 

4.2. Discussion 

This study also includes a performance comparison with the previous study that compared related works that only 

used the Amazon dataset for evaluation. These performance details as shown in Table 7. 

Table 7. Comparison of Model Performance 

Model Accuracy Precision Recall F1-Score AUC 

FRDLSTM [26] 97.21% 96.00% 97.24% 96.61% - 

fakeRoBERTa [27] 96.64% 97.00% 97.00% 97.00% 96.62 

BERT+SVM [31] 87.81% - - 88.00% - 

CNN-LSTM [33] 89.00% 90.00% - 89.00% - 

GRU [34] 92.00% - - - - 

Propose Model (RoBERTa) 97.00% 97.00% 97.00% 97.00% 99.76% 

This study examined the GPT2, NBSVM, and RoBERTa, algorithms, which are similar to the ones investigated in 

the Joni Salminen et al. study on closeness [27]. It is worth noting that both studies utilized the same dataset, namely the 

Amazon Review Data (2018) [37]. Comparing the three models in this research paper and in Salminen et al. [27], 

confirms that the three models in this research paper and those in Salminen et al. [27] perform slightly worse than the 
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proposed model when measured by precision, recall, and F1-score, as shown in Table 7. In addition, when compared 

with the AUC metric, it is noteworthy that the proposed RoBERTa model, achieved the highest AUC score of 0.9976, 

while the NBSVM model closely followed with a score of 0.9888. The GPT-2 model’s AUC score was determined to 

be 0.9226. In contrast, the three models examined in Salminen et al. [27] had notably lower scores in terms of AUC, 

with values of 0.696, 0.575, and 0.595, respectively. 

A comparative study conducted by Shetgaonkar et al. [34] aimed to identify CGs using sentiment analysis and deep 

learning neural networks such as GRU, Bi-LSTM, and LSTM. The study used a dataset of mobile phone products from 

GitHub, which already had positive and negative reviews categorized into separate files. To prepare the data, that study 

proposed a model that tokenized the text reviews into smaller words or lines. Additionally, the study utilized the GloVe 

word embedding approach to provide clear word contexts throughout the entire text corpus. After a performance test on 

the proposed model, it was discovered that the RoBERT and BiLSTM models in this study had higher accuracy when 

compared to the Shetgaonkar et al. [34] study. Specifically, the RoBERT and BiLSTM models achieved accuracy values 

of 97% and 92%, respectively, which is higher than the 91% accuracy achieved by the Bi-LSTM model in the 

Shetgaonkar et al. [34] study. 

However, the model proposed in the present study has a lower performance when compared with the FRDLSTM 

model of Qayyum et al. [26]. The FRDLSTM model applied the DCWR algorithm to compute deep features, used PCA 

to reduce the feature space, and identified fake reviews by training the Bi-LSTM model, which presents an interesting 

challenge for future work. 

5. Conclusion 

Checking if the reviews and opinions from customers are fake. It is considered a challenge. Because it allows 

customers to make a decision to buy products and services that are not mistaken. It also helps good business owners 

prevent fake customer reviews and opinions that damage the reputation of their business. In this study, the effectiveness 

of different sentiment analysis techniques is compared. These methods include RoBERTa, BiLSTM, GPT-2, NBSVM, 

etc. Amazon Review Data (2018) is the used dataset. The RoBERTa model, according to the results, performs the best 

overall. the GPT-2 model, the NBSVM model, the BiLSTM model, and the model with an overall efficiency of 97%, 

82%, 95%, and 92%, respectively. However, the fake customer reviews and feedback data used in this study are 

computer-generated. In the future, we should continue to test human-generated fake customer reviews and opinions. 
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