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#### Abstract

In this paper, we introduce a new generalization of Renyi's entropy $R_{\beta}^{\alpha}(P)$ and the most important feature of this generalized entropy $R_{\beta}^{\alpha}(P)$ is that it derives most important entropies that are well known and influence information theory and applied mathematics. Some significant properties of $R_{\beta}^{\alpha}(P)$ has been undertaken in this article. In addition, we introduce a new generalized exponentiated mean codeword length $L_{\beta}^{\alpha}(P)$ in this article then determine how $R_{\beta}^{\alpha}(P)$ and $L_{\beta}^{\alpha}(P)$ are related in terms of source coding theorem.
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## 1 Introduction

Consider a discrete random variable $X$ having values $X=\left\{x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right\}$ with respective probabilities $P=\left\{p_{1}, p_{2}, p_{3}, \ldots, p_{n}\right\}$. Claude Shannon [1] defined the entropy $H(P)$ for a discrete random variable $X$ as:

$$
\begin{equation*}
H(P)=-\sum_{i=1}^{n} p_{i} \log _{D} p_{i} \tag{1}
\end{equation*}
$$

The unit of entropy measure is determined by the base of the logarithm $D$, if $D=2$, then the entropy measure is known as bit, if $D=e$, then the entropy measure is known as nat and if $D=10$, then the entropy measure is known as hartley. Various generalized versions of Shannon's entropy under discrete random variable have been introduced in the literature of information theory. These generalized entropies are classified among parametric,
trigonometric and weighted entropies. Firstly Renyi [2] gave the idea of parametric entropy and defined the entropy of order $\alpha$ as:

$$
\begin{equation*}
R^{\alpha}(P)=\frac{1}{1-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\alpha}\right], \alpha \neq 1, \alpha>0 \tag{2}
\end{equation*}
$$

After Renyi [2], other researchers viz., Havrda and Charvat [3], Sharma and Mittal [4], Bhat and Baig[5,6,7, $8,9,10,11]$, Bhat et.al [12] etc., developed various generalized entropy measures to the literature of information theory and the application of entropy measures have been discussed in different aspects in statistics and mathematics see papers [13, 14, 15, 16, 17].

[^0]
## 2 Generalization of Renyi's entropy

In this article we define we define a new generalization of Renyi's entropy $R_{\beta}^{\alpha}(P)$, for a random variable $X=\left\{x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right\}$ with respective probabilities $P=\left\{p_{1}, p_{2}, p_{3}, \ldots, p_{n}\right\}$ as:

$$
\begin{equation*}
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right], \alpha>0, \beta>0, \alpha \neq \beta \tag{3}
\end{equation*}
$$

The following interpretation of $\alpha$ and $\beta$ is interesting from an application point of view. Considering a cybernetic system $\left[x_{i}, p_{i}\right]$, where $x_{i}$ are the events and $p_{i}$ be the corresponding probabilities, then $\alpha$ and $\beta$ can be taken as flexibility parameters or as a pre-determined numbers linked to several cybernetic systems. Suppose two cybernetic systems, having same set of $x_{i}, \quad p_{i}$, but may have different informations (with regard to the same aim) for different values of $\alpha$ and $\beta$. The parameters $\alpha$ and $\beta$ can be considered as the environment factors, such as temperature, humidity, etc. Moreover, a variety a factors affects the diversity in cost. Let $\alpha$ and $\beta$ are such factors upon which the information regarding a cybernetic system $\left[x_{i}, p_{i}\right]$ depends.

## Particular cases (c.f., (3))

I. For $\beta=1$, equation (3) reduces to Renyi’s [2] entropy of order $\alpha$ given in equation (2) i.e.,

$$
R_{\beta=1}^{\alpha}(P)=R^{\alpha}(P)=\frac{1}{1-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\alpha}\right]
$$

II. For $\alpha=1$, equation (3) reduces to Renyi's [2] entropy of order $\frac{1}{\beta}$ i.e.,

$$
R_{\beta}^{\alpha=1}(P)=R^{\frac{1}{\beta}}(P)=\frac{1}{1-\frac{1}{\beta}} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{1}{\beta}}\right]
$$

III. For $\alpha=2 \beta$, equation (3) reduces to Collision entropy (Also called Renyi's quadratic entropy) i.e.,

$$
R^{\alpha=2 \beta}(P)=R^{2}(P)=-\log _{D}\left[\sum_{i=1}^{n} p_{i}^{2}\right]
$$

IV. For $\beta=1$ and $\alpha \rightarrow 1$, then by applying L' Hopital's rule, equation (3) reduces to entropy given by Shannon [1] i.e.,

$$
R_{\beta=1}^{\alpha \rightarrow 1}(P)=H(P)=-\sum_{i=1}^{n} p_{i} \log _{D} p_{i}
$$

V. For $\alpha=1, \beta \rightarrow 1$, then by applying L'Hopital's rule, equation (3) reduces to entropy given by Shannon[1] i.e.,

$$
R_{\beta \rightarrow 1}^{\alpha=1}(P)=H(P)=-\sum_{i=1}^{n} p_{i} \log _{D} p_{i}
$$

VI. For $\alpha \rightarrow \beta$, then by applying L'Hopital's rule equation (3), reduces to entropy given by Shannon [1] i.e.,

$$
R^{\alpha \rightarrow \beta}(P)=H(P)=-\sum_{i=1}^{n} p_{i} \log _{D} p_{i}
$$

VII. For $\alpha>0, \beta>0$ and $\alpha \neq \beta$, if all the events are equally likely, i.e., $p_{i}=\frac{1}{n} \forall i=1,2, \ldots, n$, then we have

$$
R_{\beta}^{\alpha}\left(\frac{1}{n}\right)=H\left(\frac{1}{n}\right)=\log _{D} n
$$

Which is maximum entropy.

## 3 Properties of our proposed measure

Some significant aspects of our generalized entropy measure $R_{\beta}^{\alpha}(P)$ have been investigated in this section:
Property 1: $R_{\beta}^{\alpha}(P)>0$ for $\alpha$ and $\beta$ (c.f., (3)).
Proof: We have

$$
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right], \alpha>0, \beta>0, \alpha \neq \beta
$$

## Case-I: For $\alpha>\beta$.

For $\alpha>\beta$, we have $\frac{\alpha}{\beta}>1$. Since, $0 \leq p_{i} \leq 1 \forall i=$ $1,2, \ldots, n$ and $\sum_{i=1}^{n} p_{i}=1$, which implies that

$$
p_{i}{ }^{\frac{\alpha}{\beta}}<p_{i}
$$

After some mathematical manipulation, it follows that:

$$
\begin{equation*}
\log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]<0 \tag{4}
\end{equation*}
$$

As we have $\alpha>\beta$, which implies that $\beta-\alpha<0$. Also for $\beta>0$, so we have

$$
\begin{equation*}
\frac{\beta}{(\beta-\alpha)}<0 \tag{5}
\end{equation*}
$$

Combining equation (4) and (5), we have
For $\alpha>\beta$

$$
\begin{equation*}
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]>0 \tag{6}
\end{equation*}
$$

Case-II: For $\alpha<\beta$.
For $\alpha<\beta$, we have $\frac{\alpha}{\beta}<1$. Since, $0 \leq p_{i} \leq 1 \forall i=$ $1,2, \ldots, n$ and $\sum_{i=1}^{n} p_{i}=1$, which implies that

$$
p_{i}{ }^{\frac{\alpha}{\beta}}>p_{i}
$$

After some mathematical manipulation, it follows that:

$$
\begin{equation*}
\log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]>0 \tag{7}
\end{equation*}
$$

As we have $\alpha<\beta$, which implies that $\beta-\alpha>0$. Also for $\beta>0$, so we have

$$
\begin{equation*}
\frac{\beta}{(\beta-\alpha)}>0 \tag{8}
\end{equation*}
$$

Combining equation (7) and (8), we get
For $\alpha<\beta$

$$
\begin{equation*}
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]>0 \tag{9}
\end{equation*}
$$

From equation (6) and (9), we observe that $R_{\beta}^{\alpha}(P)$ is positive for the defined values of the parameters $\alpha$ and $\beta$ i.e.,

$$
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]>0 .
$$

For $\alpha>0, \beta>0, \alpha \neq \beta$.
Property 2: $R_{\beta}^{\alpha}(P)$ is a symmetric function on every $p_{i}, i=1,2,3, \ldots, n$.
Proof: This property is trivially true, i.e.,

$$
R_{\alpha}^{\beta}\left(p_{1}, p_{2}, \ldots, p_{n-1}, p_{n}\right)=P_{\alpha}^{\beta}\left(p_{n}, p_{1}, p_{2}, \ldots, p_{n-1}\right)
$$

Property 3: The maximum value of $R_{\beta}^{\alpha}(P)$ is attained when the chance of happening of all the events are equal.
Proof: We have

$$
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right], \alpha>0, \beta>0, \alpha \neq \beta
$$

Suppose the chance of happening of all the events are equal i.e., $p_{i}=\frac{1}{n} \forall i=1,2, \ldots, n$, then we have

$$
R_{\beta}^{\alpha}(P)=\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n}\left(\frac{1}{n}\right)^{\frac{\alpha}{\beta}}\right]
$$

After some mathematical manipulation, it follows that:

$$
R_{\beta}^{\alpha}(P)=\log _{D} n
$$

Which is the maximum entropy.
Property 4: The additive property is satisfied by $R_{\beta}^{\alpha}(P)$ in the following mathematical context:

$$
R_{\alpha}^{\beta}(P * Q)=R_{\alpha}^{\beta}(P)+R_{\alpha}^{\beta}(Q)
$$

Where

$$
(P * Q)=\left(p_{1} q_{1}, \ldots, p_{1} q_{m}, p_{2} q_{1}, \ldots, p_{n} q_{1}, \ldots, p_{n} q_{m}\right)
$$

is the joint probability mass function of two independent discrete random variables.

## Proof:

Let
$(P * Q)=\left(p_{1} q_{1}, \ldots, p_{1} q_{m}, p_{2} q_{1}, \ldots, p_{n} q_{1}, \ldots, p_{n} q_{m}\right)$, be the joint probability mass function of two independent discrete random variables, then we have

$$
\begin{gathered}
R_{\alpha}^{\beta}(P * Q)=\frac{\beta}{\beta-\alpha}\left[\log _{D}\left(\sum_{i=1}^{n} \sum_{j=1}^{m}\left(p_{i} q_{j}\right)^{\frac{\alpha}{\beta}}\right)\right] \\
=\frac{\beta}{\beta-\alpha}\left[\log _{D}\left(\sum_{i=1}^{n} \sum_{j=1}^{m} p_{i}^{\frac{\alpha}{\beta}} q_{j}^{\frac{\alpha}{\beta}}\right)\right] \\
=\frac{\beta}{\beta-\alpha}\left[\log _{D}\left(\left(\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right)\left(\sum_{j=1}^{m} q_{j}^{\frac{\alpha}{\beta}}\right)\right)\right] \\
=\frac{\beta}{\beta-\alpha}\left[\log _{D}\left(\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right)+\log _{D}\left(\sum_{j=1}^{m} q_{j}^{\frac{\alpha}{\beta}}\right)\right] \\
=\frac{\beta}{\beta-\alpha} \log _{D}\left(\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right)+\frac{\beta}{\beta-\alpha} \log _{D}\left(\sum_{j=1}^{m} q_{j}^{\frac{\alpha}{\beta}}\right) \\
=R_{\alpha}^{\beta}(P)+R_{\alpha}^{\beta}(Q) .
\end{gathered}
$$

This completes the proof.

## 4 Source Coding theorems

Consider a finite input source symbols $X=\left\{x_{1}, x_{2}, x_{3}, \ldots, x_{n}\right\}$ with respective probabilities of transmission as $P=\left\{p_{1}, p_{2}, p_{3}, \ldots, p_{n}\right\}$ and suppose these input source symbols have to be transmitted to the receiver, before communicating these input source symbols to the receiver, the sender first encode these input source symbols by using any encoding procedure. Let us suppose that these each input source symbol have been encoded using alphabet of $D$ symbols by any encoding procedure. Let $L=\left\{l_{1}, l_{2}, l_{3}, \ldots, l_{n}\right\}$ be the code-word lengths corresponding to encoded symbols, then Shannon [1] defined the mean code-word length of the source encoder as:

$$
\begin{equation*}
L(P)=\sum_{i=1}^{n} p_{i} l_{i} \tag{10}
\end{equation*}
$$

A code is said to be a uniquely decipherable code over an alphabet of $D$ symbols with lengths $L=\left\{l_{1}, l_{2}, l_{3}, \ldots, l_{n}\right\}$ iff the Kraft's inequality holds i.e.,

$$
\begin{equation*}
\sum_{i=1}^{n} D^{-l_{i}} \leq 1 \tag{11}
\end{equation*}
$$

For all codes satisfying the inequality (11), then the mean code-word length $L(P)$ defined at (10), lies between $H(P)$ and $H(P)+1$ i.e.,

$$
\begin{equation*}
H(P)<L(P)<H(P)+1 \tag{12}
\end{equation*}
$$

Shannon's noiseless coding theorem is another name of this result.

Campbell [18] defined the exponentiated mean codeword length for a discrete channel as:

$$
\begin{equation*}
L^{\alpha}(P)=\frac{\alpha}{1-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-1}{\alpha}\right)}\right], \alpha>0, \alpha \neq 1 \tag{13}
\end{equation*}
$$

Campbell [18] generalizes the Shannon's source coding theorem and showed that $L^{\alpha}(P)$ lies between $R^{\alpha}(P)$ and $R^{\alpha}(P)+1$ under the condition that if the codes satisfy inequality (11), i.e.,

$$
R^{\alpha}(P)<L^{\alpha}(P)<R^{\alpha}(P)+1
$$

Various generalized source coding theorems under the condition of unique decipherability have been developed by various scholars over the last few decades; see, for example, publications $[19,20,21,22,23,24,25,26,27,28$, 29].

We introduce a new generalized exponentiated mean codeword length $L_{\beta}^{\alpha}(P)$ in this article as:

$$
\begin{equation*}
L_{\beta}^{\alpha}(P)=\frac{\alpha}{\beta-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right], \alpha>0, \beta>0, \alpha \neq \beta \tag{14}
\end{equation*}
$$

Where, $D$ is the number of alphabets used to code the input source symbols.

## Particular cases (c.f., (14))

I. For $\beta=1$, (14) reduces to Campbell [18] mean codeword length i.e.,

$$
L_{\beta=1}^{\alpha}(P)=L^{\alpha}(P)=\frac{\alpha}{1-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-1}{\alpha}\right)}\right]
$$

II. For $\alpha=1$, (14) reduces to Campbell [18] mean codeword length with parameter $\frac{1}{\beta}$ i.e.,

$$
L_{\beta}^{\alpha=1}(P)=L^{\frac{1}{\beta}}(P)=\frac{\frac{1}{\beta}}{1-\frac{1}{\beta}} \log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\frac{1}{\beta}-1}{\frac{1}{\beta}}\right)}\right]
$$

III. For $\beta=1$ and $\alpha \rightarrow 1$, then by applying L'Hopital's rule (14) reduces to optimum mean code-word length given by Shannon [1] i.e.,

$$
L_{\beta=1}^{\alpha \rightarrow 1}(P)=L(P)=\sum_{i=1}^{n} p_{i} l_{i}
$$

IV. For $\alpha=1$ and $\beta \rightarrow 1$, then by applying L'Hopital's rule (14) reduces to optimum mean codeword length given by Shannon [1] i.e.,

$$
L_{\beta \rightarrow 1}^{\alpha=1}(P)=L(P)=\sum_{i=1}^{n} p_{i} l_{i}
$$

V. For $\alpha \rightarrow \beta$, then by applying L'Hopital's rule (14) reduces to optimum mean codeword length given by Shannon [1] i.e.,

$$
L^{\alpha \rightarrow \beta}(P)=L(P)=\sum_{i=1}^{n} p_{i} l_{i}
$$

Now we derive the relationship between (3) and (14) in terms of source coding theorem.
Theorem 1: For all alphabets of $D>1$ symbols, if the codeword lengths $L=\left\{l_{1}, l_{2}, l_{3}, \ldots, l_{n}\right\}$ satisfy the Kraft's inequality, then the relationship between $R_{\beta}^{\alpha}(P)$ and $L_{\beta}^{\alpha}(P)$ is as follows:

$$
R_{\alpha}^{\beta}(P) \leq L_{\alpha}^{\beta}(P)
$$

The equality i.e., $R_{\alpha}^{\beta}(P)=L_{\alpha}^{\beta}(P)$ holds iff

$$
\begin{equation*}
l_{i}=-\log _{D}\left[\frac{p_{i}^{\frac{\alpha}{\beta}}}{\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}}\right] \tag{15}
\end{equation*}
$$

## Proof:

For all $a_{i}, b_{i}>0, i=1,2,3, \ldots, n$ and $\frac{1}{\gamma}+\frac{1}{\delta}=1, \gamma<$ $1(\neq 0), \delta<0$ or $\delta<1(\neq 0), \gamma<0$, then by reverse of Holder's inequality we have

$$
\begin{equation*}
\left(\sum_{i=1}^{n} a_{i}^{\gamma}\right)^{\frac{1}{\gamma}}\left(\sum_{i=1}^{n} b_{i} \delta\right)^{\frac{1}{\delta}} \leq \sum_{i=1}^{n} a_{i} b_{i} \tag{16}
\end{equation*}
$$

The equality of (16) holds if $\exists c>0$, such that:

$$
\begin{equation*}
a_{i}^{\gamma}=c b_{i}^{\delta} \tag{17}
\end{equation*}
$$

Let

$$
\begin{aligned}
& a_{i}=p_{i}^{\frac{\alpha}{\alpha-\beta}} D^{-l_{i}}, b_{i}=p_{i}^{\frac{\alpha}{\beta-\alpha}} \\
& \gamma=\frac{\alpha-\beta}{\alpha} \text { and } \delta=\frac{\beta-\alpha}{\beta}
\end{aligned}
$$

Substitute these values into (16), and after some mathematical manipulation, we get

$$
\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right]^{\frac{\alpha}{\alpha-\beta}}\left[\sum_{i=1}^{n} p_{i} \frac{\alpha}{\beta}\right]^{\frac{\beta}{\beta-\alpha}} \leq \sum_{i=1}^{n} D^{-l_{i}}
$$

By using the inequality (16), and after some mathematical manipulations, we get

$$
\left[\sum_{i=1}^{n} p_{i}{ }^{\frac{\alpha}{\beta}}\right]^{\frac{\beta}{\beta-\alpha}} \leq\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right]^{\frac{\alpha}{\beta-\alpha}}
$$

By applying logarithms on both sides with base $D$ to the above inequality and after performing the necessary mathematical manipulations, it follows that

$$
\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right] \leq \frac{\alpha}{\beta-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right]
$$

Or we can write the above inequality as:

$$
R_{\alpha}^{\beta}(P) \leq L_{\alpha}^{\beta}(P)
$$

Now we will show the equality i.e., $R_{\alpha}^{\beta}(P)=L_{\alpha}^{\beta}(P)$ holds if and only if

$$
l_{i}=-\log _{D}\left[\frac{p_{i}^{\frac{\alpha}{\beta}}}{\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}}\right]
$$

After suitable mathematical manipulations one gets

$$
D^{-l_{i}}=\left[\frac{p_{i}^{\frac{\alpha}{\beta}}}{\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}}\right]
$$

By applying the appropriate mathematical operations one gets

$$
D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}=p_{i}^{\frac{\alpha}{\beta}-1}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]^{\frac{\beta-\alpha}{\alpha}}
$$

Multiply above equation throughout by $p_{i}$, and after appropriate mathematical operations it follows that:

$$
\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}=\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]^{\frac{\beta}{\alpha}}
$$

More interestingly, after some mathematical steps, it is implied that
$\frac{\beta}{(\beta-\alpha)} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]=\frac{\alpha}{\beta-\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right]$
Or we can write the above equality as:

$$
R_{\alpha}^{\beta}(P)=L_{\alpha}^{\beta}(P)
$$

Theorem 2: For every codeword with lengths $L=\left\{l_{1}, l_{2}, l_{3}, \ldots, l_{n}\right\}$ satisfy the Kraft's inequality, then $R_{\beta}^{\alpha}(P)$ and $L_{\beta}^{\alpha}(P)$ are related as follows:

$$
L_{\beta}^{\alpha}(P)<R_{\alpha}^{\beta}(P)+1 . \text { For, } \alpha>0, \beta>0, \alpha \neq \beta
$$

Proof: From the theorem 1 we see that $R_{\alpha}^{\beta}(P)=L_{\alpha}^{\beta}(P)$ is satisfied iff

$$
l_{i}=-\log _{D}\left[\frac{p_{i}^{\frac{\alpha}{\beta}}}{\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}}\right]
$$

The above expression can also be written as:

$$
l_{i}=-\log _{D} p_{i}^{\frac{\alpha}{\beta}}+\log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]
$$

Consider the codeword lengths $L=\left\{l_{1}, l_{2}, l_{3}, \ldots, l_{n}\right\}$ in such a manner that the following inequalities hold:
$-\log _{D} p_{i}^{\frac{\alpha}{\beta}}+\log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right] \leq l_{i}<-\log _{D} p_{i}^{\frac{\alpha}{\beta}}+\log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]_{(18)}+1$
From the left of inequality (18), it is easy to see that the code-word length $L=\left\{l_{1}, l_{2}, l_{3}, \ldots, l_{n}\right\}$ satisfies the Kraft's inequality.

From R.H.S of inequality (18), we have

$$
l_{i}<-\log _{D} p_{i}^{\frac{\alpha}{\beta}}+\log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]+1
$$

After suitable mathematical manipulation above inequality can be written as:

$$
\begin{equation*}
D^{l_{i}}<p_{i}^{-\frac{\alpha}{\beta}}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right] D \tag{19}
\end{equation*}
$$

Consider the following two cases:
Case-I: For $\alpha>\beta$.
For given values of $\alpha$ and $\beta$ and for $\alpha>\beta$, we have $\frac{\beta-\alpha}{\alpha}<0$, raising power $\frac{\beta-\alpha}{\alpha}<0$ on both sides to the inequality (19) and after suitable mathematical manipulations, we get

$$
\begin{equation*}
D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}>p_{i}^{\frac{\alpha}{\beta}-1}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]^{\frac{\beta-\alpha}{\alpha}} D^{\frac{\beta-\alpha}{\alpha}} \tag{20}
\end{equation*}
$$

Multiply $p_{i}>0$, on both sides to the inequality (20), and then by applying suitable mathematical operations we get the following inequality:

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}>\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]^{\frac{\beta}{\alpha}} D^{\frac{\beta-\alpha}{\alpha}} \tag{21}
\end{equation*}
$$

By the inequality (21), combined with the increasability property of the logarithmic function and applying suitable mathematical operations, we get

$$
\begin{equation*}
\log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right]>\frac{\beta}{\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]+\frac{\beta-\alpha}{\alpha} \tag{22}
\end{equation*}
$$

Since $\frac{\beta-\alpha}{\alpha}<0$, then $\frac{\alpha}{\beta-\alpha}<0$, multiply $\frac{\alpha}{\beta-\alpha}<0$ both sides to the inequality (22), and after suitable mathematical manipulations it follows that:

$$
L_{\beta}^{\alpha}(P)<R_{\alpha}^{\beta}(P)+1
$$

## Case-II: For $\alpha<\beta$.

For given values of $\alpha$ and $\beta$ and for $\alpha<\beta$, we have $\frac{\beta-\alpha}{\alpha}>0$, raising power $\frac{\beta-\alpha}{\alpha}>0$, on both sides to the inequality (19) and after suitable mathematical manipulations, we get

$$
\begin{equation*}
D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}<p_{i}^{\frac{\alpha}{\beta}-1}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]^{\frac{\beta-\alpha}{\alpha}} D^{\frac{\beta-\alpha}{\alpha}} \tag{23}
\end{equation*}
$$

Multiply $p_{i}>0$, on both sides to the inequality (23), and then by applying suitable mathematical operations we get, the following inequality:

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}<\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]^{\frac{\beta}{\alpha}} D^{\frac{\beta-\alpha}{\alpha}} \tag{24}
\end{equation*}
$$

By the inequality (24) combined with the increasability property of the logarithmic function and after suitable mathematical operations, we get

$$
\begin{equation*}
\log _{D}\left[\sum_{i=1}^{n} p_{i} D^{-l_{i}\left(\frac{\alpha-\beta}{\alpha}\right)}\right]<\frac{\beta}{\alpha} \log _{D}\left[\sum_{i=1}^{n} p_{i}^{\frac{\alpha}{\beta}}\right]+\frac{\beta-\alpha}{\alpha} \tag{25}
\end{equation*}
$$

Since $\frac{\beta-\alpha}{\alpha}>0$, then $\frac{\alpha}{\beta-\alpha}>0$, multiply $\frac{\alpha}{\beta-\alpha}>0$ both sides to the inequality (25) and after suitable mathematical manipulations, the following inequality holds

$$
L_{\beta}^{\alpha}(P)<R_{\alpha}^{\beta}(P)+1 .
$$

Thus based on the above two source coding theorems, $R_{\beta}^{\alpha}(P)$ and $L_{\beta}^{\alpha}(P)$ are related as follows:

$$
R_{\alpha}^{\beta}(P) \leq L_{\alpha}^{\beta}(P)<R_{\alpha}^{\beta}(P)+1 . \text { For, } \alpha>0, \beta>0, \alpha \neq \beta .
$$

## 5 Conclusion and Future Research

The current study introduces a novel generalization of Renyi's entropy and the most important feature of this generalized entropy is that it generalizes most important entropies that are well known and influences information theory and applied mathematics. The study of some significant properties of this novel generalization of Renyi's entropy has been undertaken in this paper. Additionally, we introduced a new generalized exponentiated mean code-word length in this article then determine the relation between $R_{\beta}^{\alpha}(P)$ and $L_{\beta}^{\alpha}(P)$ in terms
of source coding theorem. The next phase of this research includes replacing expression by other higher-level entropy functionals, for example, Ismail's entropy, namely [13]. Also the results presented in this paper can be used to discuss more insights on quantum algorithms [30,31,32,33,34,35].

## Acknowledgement

We are very thankful to Editor of this journal and the anonymous referees for their valuable comments to improve the quality of this paper.

## References

[1] Shannon C. E, A mathematical theory of communication. Bell System Technical Journal 27, 379-423, 623-659 (1948).
[2] Renyi, A, On measures of entropy and information. In Proceedings of the Fourth Berkeley Symposium on Mathematical Statistics and Probability, Volume 1: Contributions to the Theory of Statistics, University of California Press 4, 547-562 (1961).
[3] Havrda J and Charvat F, Quantification method of classification processes. Concept of structural a-entropy. Kybernetika 3(1), 30-35 (1967).
[4] Sharma B. D and Mittal D. P , New non-additive measures of entropy for discrete probability distributions. J. Math. Sci., 10, 28-40 (1975).
[5] Bhat, A. H and Baig, M. A. K, Characterization of new two parametric generalized useful information measure. Journal of Information Science Theory and Practice 4(4), 64-74 (2016).
[6] Bhat, A. H and Baig, M. A. K, Noiseless coding theorems on new generalized useful information measure of order and type. Asian Journal of Fuzzy and Applied Mathematics 4(6), 73-85 (2016).
[7] Bhat, A. H and Baig, M. A. K, New Generalized Measure of Entropy of Order $\alpha$ and type $\beta$ and Its Coding Theorems. International Journal of Information Science and System 5(1), 1-7 (2016).
[8] Bhat, A. H and Baig, M. A. K, Some coding theorems on new generalized fuzzy entropy of order $\alpha$ and type $\beta$. Appl. Math. Inf. Sci. Lett.,5, 63-69 (2017).
[9] Bhat, A. H., Baig, M. A. K and Dar, M. H, New Generalized Entropy Measure and its Corresponding Codeword Length and Their Characterizations. International Journal of Advance Research in Science and Engineering 6(1), 863-873 (2017).
[10] Bhat, A. H and Baig, M. A. K, Coding Theorems On New Additive Information Measure Of Order $\alpha$. Pakistan Journal Of Statistics 34(2), 137-146 (2018).
[11] Bhat, A. H, Bashir, K anbd Baig, M. A. K, Bounds of Two Parametric New Generalized Average Codeword Length In Terms of New Generalized Inaccuracy Measure.Journal of Applied Probability 13(2), 61-76 (2018).
[12] Bhat, A. H, Manzoor, S, Peerzada, S and Baig, M. A. K, Characterization of Two Parametric New Generalized Information Measure and Its Corresponding Codeword Length. Sohag Journal of Mathematics 5(2), 71-78 (2018).
[13] Mageed, I. A and Zhang, Q, An Information Theoretic Unified Global Theory for a Stable \$ M/G/1\$ Queue With Potential Maximum Entropy Applications to Energy Works. Global Energy Conference, 300-305 (2022).
[14] Mageed, I. A and Zhang, Q, Inductive Inferences of Z-Entropy Formalism (ZEF) Stable $M / G / 1$ Queue with Heavy Tails. International Conference on Automation and Computing, 1-6 (2022).
[15] Kouvatsos, D. D, Mageed, I. A, Anisimov, V and Limnios, N, Non-Extensive Maximum Entropy Formalisms and Inductive Inferences of Stable M/G/1 Queue with Heavy Tails. Advanced Trends in Queueing Theory Vol. 2. Sciences by ISTE and J. Wiley, (2021).
[16] Mageed, I. A and Kouvatsos, D. D, The Impact of Information Geometry on the Analysis of the Stable M/G/1 Queue Manifold. ICORES, 153-160 (2021).
[17] Mageed, I. A and Bhat, A. H, Generalized Z-Entropy (Gze) and Fractal Dimensions. Appl. Math. Inf. Sci., 16(5), 829-834 (2022).
[18] Campbell, L. L, A coding theorem and Renyi's entropy. Information and control 8(4), 423-429 (1965).
[19] Hooda, D. S and Bhaker, U. S, A generalized useful information measure and coding theorems. Soochow Journal of Mathematics 23(1), 53-62 (1997).
[20] Kumar, S and Choudhary, A, Some coding theorem on generalized Havrda-Charvat and Tsallis's entropy. Tamkang Journal of Mathematics 43(3), 437-444 (2012).
[21] Kumar, S and Choudhary, A, Coding Theorems on a NonAdditive Generalized Entropy of Havrda-Charvat and Tsallis. Applications and Applied Mathematics: An International Journal (AAM) 7(1), 365-373 (2012).
[22] Sofi, S. M, Peerzada, S, and Bhat, A. H, Two Parametric Generalized Useful R-Norm Information Measure and Its Coding Theorem. Pakistan Journal of Statistics, 35(2), 109126 (2019).
[23] Bhat, A. H., Dar, M. J., and Baig, M. A. K, TWO PARAMETRIC NEW GENERALIZED AVERAGE CODEWORD LENGTH AND ITS BOUNDS IN TERMS OF NEW GENERALIZED INACCURACY MEASURE AND THEIR CHARACTERIZATION. Pakistan Journal of Statistics, 34(2), 147-162 (2018).
[24] Bhat, A. H and Baig, M. A. K, Coding Theorems on Generalized Useful Fuzzy Inaccuracy Measure. International Journal of Modern Mathematical Sciences, 14(1), 54-62 (2016).
[25] Bhat, A. H., Baig, M. A. K and Salam, A, Bounds on two parametric new generalized fuzzy entropy. Mathematical Theory and Modeling, 6(7), 7-17 (2016).
[26] Bhat, A. H and Baig, M. A. K,GENERALISED USEFUL FUZZY INACCURACY MEASURES AND THEIR BOUNDS. International Journal of Advanced Research in Engineering Technology \& Sciences, 3(6), 28-33 (2016).
[27] Sofi, S. M, Peerzada, S, and Bhat, A. H, Coding Theorems on New Useful Fuzzy Information Measure of Order $\alpha$ and Type $\beta$. International Journal of Advance Research in Science and Engineering, 7(1), 112-120 (2018).
[28] Bhat, A. H, Bhat, M. A, Baig, M. A. K and Sofi, S. M, Noiseless Coding Theorems of Generalized Useful Fuzzy Inaccuracy Measure of Order $\alpha$ and Type $\beta$. International Journal of Fuzzy Mathematical Archive, 13(2), 135-143 (2017).
[29] Peerzada, S, Sofi, S. M, Baig, M. A. K and Bhat, A. H, Coding Theorems on New Fuzzy Information Theory of Order $\alpha$ and Type $\beta$. Progress in Nonlinear Dynamics and Chaos, 6(1), 1-9 (2018).
[30] Logesh, K and Srinivasa Rao Madane, Improved CLC Routing Protocol with Node Classification Algorithm for MANET. Appl. Math. Inf. Sci., 12(5), 1013-1019 (2018).
[31] S. Ayshwarya Lakshmi and S. A. Sahaaya Arul Mary, Group Mosquito Host Seeking Algorithm Based Self Organizing Technique for Genetic Algorithm. Appl. Math. Inf. Sci., 13(2), 231-238 (2019).
[32] O. E. Emam, Manal A. Abdel-Fattah and Safaa.M. Azzam, A Decomposition Algorithm for Solving Multi-Level LargeScale Linear Programming Problems With Neutrosophic Parameters in the Constrains. Appl. Math. Inf. Sci., 14(5), 913-919 (2020).
[33] Mohammed Zidan, Saeed Aldulaimi and Hichem Eleuch, Analysis of the Quantum Algorithm based on Entanglement Measure for Classifying Boolean Multivariate Function into Novel Hidden Classes: Revisited. Appl. Math. Inf. Sci., 15(5) 643-647 (2021).
[34] Mohamed A. Tawhid, Garrett Paluck, Solving Linear Bilevel Programming via Particle Swarm Algorithm with Heuristic Pattern Search. Inf. Sci. Lett., 6(1) 1-13 (2017).
[35] Wael Mustafa, Shrink, An Efficient Construction Algorithm for Minimum Vertex Cover Problem. Inf. Sci. Lett., 10(2) 255-261 (2021).


Ashiq Hussain Bhat (A H Bhat) is a researcher in the field of Statistics (Information Theory, Coding theory, Fuzzy measures) and presently acting as a Scientist-C in the ICMR-RMRIMS, Patna, (Bihar), India. He has completed his Ph.D from Department of Statistics, University of Kashmir, Srinagar (J\&K), India on topic entitled "Generalization of Fuzzy Divergence Measures and Their Applications". He has four year teaching experience in statistics/Biostatistics at college and University level. He has done three online courses regarding Probability and statistics from Swayam. He has published several research articles in reputed national and international journals of statistical and mathematical sciences with good indexing like Sci, Scopus, Copernicus, Zentralblatt and so on. He is also a reviewer to several prestigious journals. He has attended more than five training programs and workshops regarding Statistical Software learning for biological and other applied fields of data analysis which include R Studio, SPSS, Minitab, Python, Epi Info, Advanced Excel, Latex software learning for different practical fields. He has attended and presented in more than ten national and international conferences.


Niyamat Ali Siddiqui is working in ICMR since last 33 years and at ICMR-RMRIMS, Patna since 1993. Currently, he is Scientist-E \& HOD, Department of Biostatistics \& Computing. He is Ph.D. (Statistics) from T.M. Bhagalpur University, Bhagalpur, and Bihar. He has Specialized experience in operational health research studies such as Epidemiological/ Socio-behavioral/ Health Systems Research/ Programme evaluation/ Programme Implementation etc. He had lead WHO/TDR sponsored projects on "Implementation strategies of VL treatment in India from Phase-I to Phase-VI". Additionally, leaded various projects supported by WB/NVBDCP and conducted "In-depth Review of "kala-azar program of the country, initiated in the year 2006-2007. Host Supervisor of University of Warwick, under Newton Bhabha Fund (DST, DBT \& British Council) on VL disease modelling. In the program perspectives, a numbers of important studies were conducted by him as PI viz., a study comparing "Snowball technique" and "House-to-house Survey" for measuring annual incidence of kala-azar, treatment outcomes of single dose AmBisome, strengthening of Health Systems for Visceral Leishmaniasis and aassessment of diagnostic services available for PKDL. He has published approximately 65 research papers in Peer Reviewed Journals.

Ismail A Mageed
 completed his doctorate in Applied Probability at The University of Bradford, United Kingdom. His current research interests include the unification of queueing theory with information theory and information geometry. His leading research on the relativisation of queuing theory and discovering the geodesic equation of motion for transient queues was greatly received by the world research community. Mageed's research on finding the analytic solutions of the longstanding simulative approach of The Pointwise Stationary Fluid Flow Approximation theory (PSFFA) was an exceptional discovery to advance PSFFA theory.Dr Mageed has published numerous papers in many highly reputable journals and IEEE conferences. He is also a reviewer to several prestigious journals. Mageed's research has been internationally recognized as being revolutionary by providing several breakthroughs. He is currently an active member at the NetPen Research Group, which is the strongest research group in queueing networks in the world. Dr Mageed has published a chapter in a book of the best eight queueing theorists in
the world by ISTE WILLEY. He is currently leading several research teams in UK, India, Africa, Iraq, and Saudi Arabia. He is also a fellow of the Royal Statistical Society (RSS), a member of INTISCC (Austria), IEANG (world council of engineering) and a life member of the Islamic Society of Statistical Sciences.

Vidyanand Rabi Das is working in ICMR since last 31 years and at ICMR-RMRIMS, Patna since 1993. Currently, He is Scientist-G \& HOD, Department of Clinical Medicine (Indoor \& Outdoor). He has donee M.B.B.S. degree from Patna Medical College, Patna University, Patna and Bihar. His specialized experience in operational health research studies such as Epidemiological, clinical, clinical control trials, implementation research, etc. He had had worked in various WHO/TDR studies on implementation strategies of VL treatment in India. In addition, managed \& collaborated various studies sponsored by WB/NVBDCP through Ministry of Health \& Family Welfare, Govt. Of India. He Coordinated and lead Grand Challenge Canada funded project on VL \& PKDL. In the program perspectives, good numbers of important studies were conducted by him as PI. Few were strengthening of Health Systems for Visceral Leishmaniasis and aassessment of diagnostic services available for PKDL. Published approximately 86 research papers in Peer Reviewed Journals.


## Mirza Abdul Khalique

 Baig (M. A. K. Baig) completed his Graduation, Masters and Doctorial degree from A.M.U Aligarh (India). He was gold Medalist both in Graduation and Post-Graduation, currently he is working in University of Kashmir Srinagar (India), as Professor in Department of statistics. He has supervised Nine (9) Ph.D and Fifteen (15) M.Phil Scholars. He served as Head of the Statistics Department University of Kashmir Srinagar (India). His research interest includes Information Theory, Fuzzy Measures, Informatic Reliability. He has published more than 60 research papers in reputed national and international journals of statistical and mathematical sciences with good indexing like Sci, Scopus, Copernicus, Zentralblatt and so on. He is also a reviewer to several prestigious journals. He has attended more than five training programs and workshops regarding Statistical Software learning for biological and other applied fields of data analysis. He has attended and presented in more than ten national and international conferences.
[^0]:    * Corresponding author e-mail: ashiqhb14@gmail.com

