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Abstract: The confusion matrix is a specific table used in 

machine learning to describe and assess the performance of a 

classification model (e.g., an artificial neural network) for a set 

of test data whose actual distinguishing features are known. The 

confusion matrix for an n-class classification problem is square, 

with n rows and n columns. The rows represent the class actual 

samples (instances), which are the classifier inputs, and the 

columns represent the class predicted samples, which are the 

classifier outputs. Binary class classifiers have been presented in 

a previous paper, where in this paper, we are concerned with 

three-class classification performance measures. We also clarify 

the concept with numerical examples to make it close to the 

reader mind.  
Keywords— Machine Learning; Confusion matrix; Accuracy; 

Recall; Three-class classifier, Specificity; Precision; True 

Negative; False Positive. 

1. INTRODUCTION 

The performance of a classifier is measured using different 

measures such as accuracy, recall and precision. The classifier 

is said to be efficient if its performance scores are high. These 

measures are widely used in the literature in different 

problems [1-6, 8, 9, 10]. In our previous work [7], we defined 

the binary classification performance measures. In this current 

paper, we will discuss the three-class classifiers. They have 

the same concepts as in the binary classification, however, the 

equations will be based on three classes instead of just two..   

Formally, comparing the actual classifications to the 

predicted classifications reveals four distinct outcomes: 

• The actual classification is positive, as is the predicted 

classification. This is known as a 'true positive,' 

abbreviated TP, because the classifier correctly 

identified the positive sample. • The actual classification 

is negative, and the predicted classification is negative. 

This is a "true negative" (TN) result because the 

classifier correctly identified the negative sample. 

• The predicted classification is positive, while the actual 

classification is negative. This is a 'false positive' (FP) 

result because the classifier incorrectly identified the 

negative sample as positive. 

• The predicted classification is negative, while the actual 

classification is positive. This is a 'false negative' (FN) 

result because the classifier incorrectly identified the 

positive sample as negative. 

These four outcomes, with the above interpretation, 

pertain in fact to the positive class, provided this class is 

particularly important and deserves emphasis; it 

accommodates what can be called 'relevant' samples, while 

the negative class is regarded as 'irrelevant'. The outcomes TP, 

TN, FP, and FN are of primary importance and are referred to 

as the 'building blocks' because they are used to formulate all 

performance measures. 

2. THREE-CLASS CLASSIFICATION 

The concepts of the confusion matrix and relevant 

performance measures discussed in [7] for binary 

classification can readily be extended to multiple-class 

classification. As a starting step in this generalization process, 

we consider a 3-class classification problem (n= 3). The 

confusion matrix has three rows and three columns, as shown 

in Fig. 1. The classes are labeled A, B, and C. A matrix cell at 

the intersection of the ith row and jth column is designated Cij. 

The cell values indicated in Fig. 1 are just examples for 

classification results; there is a total of N = 150 tested samples 

in the nine cells. 

The first question to answer is: How can we determine the 

four building blocks: TP (true positive), TN (true negative), 

FP (false positive), and FN (false negative for each of the three 

classes?  

For class A, we define: 

 TPA: Class-A samples classified correctly as class A. 

This is the value of cell c11 alone, at the intersection of 

row A and column A. See Fig. 1. 

 TNA: Not class-A samples (i.e. samples of class B or 

class C) classified correctly or incorrectly as not class 

A. This is the sum of the four cells c22, c23, c32, and c33, 

the part of the matrix remaining after removing row A 

and column A. 

 FPA: Not class-A samples classified incorrectly as class 

A. This is the sum of the two cells c21, and c31, the 

portion of column A remaining after removing cell c11 

(TPA). 

 FNA: Class-A samples classified incorrectly A as not 

class A. This is the sum of the two cells c12, and c13, the 

portion of row A remaining after removing cell c11 

(TPA).  

 
Predicted 

Actual 

 A B C  

A 
c11 

32 

c12 

10 

c13 

8 
Row A 

B 
c21 

9 

c22 

38 

c23 

4 
Row B 

C 
c31 

12 
c32 

9 
c33 

28 
Row C 

  Column 

A 

Column 

B 

Column 

C 

 

Fig. 1: Confusion matrix for 3-class classification 
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Predicted 

Actual 

 A B C 

A TPA FNA FNA 

B FPA TNA TNA 

C FPA TNA TNA 

Fig. 2: Building blocks for class A in 3-class classification 

 

Actual 

 A B C 

A TNB FPB TNB 

B FNB TPB FNB 

C TNB FPB TNB 

Fig. 3: Building blocks for class B in 3-class classification 

 

Actual 

 A B C 

A TNC TNC FPC 

B TNC TNC FPC 

C FNC FNC TPC 

Fig. 4: Building blocks for class C in 3-class classification 

 

Figure 2 shows, on the confusion matrix, the building 

blocks TPA, TNA, FPA, and FNA, for class A. Through similar 

arguments, we define the building blocks for classes B and C. 

See Figs. 3 and 4. For convenience, when considering one 

class, we regard this class as positive and the other two classes 

as negative. 

Numerically, for class A, 

TPA = c11 = 32 

TNA = c22 + c23 + c32 + c33 = 38 + 4 + 9 + 28 = 79 

FPA = c21 + c31 = 9 + 12 = 21 

FNA = c12 + c13 = 10 + 8 = 18 

For class B, 

TPB = c22 = 38 

TNB = c11 + c13 + c31 + c33 = 32 + 8 + 12 + 28 = 80 

FPB = c12 + c32 = 10 + 9 = 19 

FNB = c21 + c23 = 9 + 4 = 13 

For class C, 

TPC = c33 = 28 

TNC = c11 + c12 + c21 + c22 = 32 + 10 + 9 + 38 = 89 

FPC = c13 + c23 = 8 + 4 = 12 

FNC = c31 + c32 = 12 + 9 = 21 

 

Note particularly that TPA = 32, TPB = 38, and TPC = 28 

are the diagonal elements of the confusion matrix of Fig. 1. 

The building blocks for the three classes A, B, and C are 

summarized in Fig. 5. The sum TP +TN + FP + FN for each 

class is, as expected, equal to the total number a samples, N= 

150. As is clear in Fig. 1, NA = 50, NB = 51, and NC = 49. 

Of interest is the fact that a 3x3 confusion matrix can be 

decomposed into three 2x2 confusion matrices (analogous to 

those defined for binary classification). Using the values of 

the building blocks for classes A, B, and C indicated in Fig. 5, 

the 3x3 confusion matrix of Fig. 1 is decomposed into three 

component 2x2 confusion matrices for classes A, B, and C, 

respectively, as shown in Fig. 6. 

 
 TP TN FP FN  

Class A 32 79 21 18 N = 150 

Class B 38 80 19 13 N = 150 

Class C 28 89 12 21 N = 150 

Fig. 5: Building blocks for classes in 3-class classification of Fig. 1 

 
  Predicted  

  A Not A  

Actual 
A TPA = 32 FNA = 18 NA= 50 

Not A FPA = 21 TNA =79 NB+ NC =100 

(a) Class A 

  Predicted  

  B Not B  

Actual 
B TPB = 38 FNB = 13 NB = 51 

Not B FPB = 19 TNB = 80 NA+ NC = 99 

(b) Class B 

  Predicted  

  C Not C  

Actual 
C TPC = 28 FNC = 21 NC= 49 

Not C FPC = 12 TNC = 89 NA+ NB =101 

(c) Class C 

Fig. 6: Three component 2X2 confusion matrices for 3X3 

confusion matrix of Fig. 1. 

The cell values of the three 2X2 confusion matrices of Fig. 

6 yield the same information as the three rows of the table of 

Fig. 5 — the building blocks of the individual classes. Here, 

in a sense, we can visualize that the 3-class classification 

problem is converted into three binary classification problems. 

Example 1 

A 3-class classification problem has the confusion matrix 

shown in Fig. 7, where the three classes are labeled K, L, and 

M. 

(a) How man samples does the test set contain? How are 

these samples distributed among the three classes? 

b) How many samples are correctly classified?  

(c) How man samples are incorrectly classified as class 

K? Class L? Class M? 

(d) Determine the values of the building blocks or each 

class. Construct the corresponding three 2X2 

confusion matrices. 

 
  Predicted 

  K L M 

Actual 

K 50 20 0 

L 0 60 4 

M 1 5 54 

Fig. 7. Confusion matrix for Example 1 
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Solution 

The test set contains 

N= 50 + 20 + 0 + 0 + 60 + 4 + 1 +5 + 54 = 194 samples 

These samples are distributed among the three classes as 

NK = 50 + 20 + 0 = 70 

NL = 0 + 60 + 4 = 64 

NM = 1+ 5 + 54 = 60 

The number of samples correctly classified is 

50 + 60 + 54 = 164 

The number of samples incorrectly classified as class K is 

0 + 1 =1 

The number of samples incorrectly classified as class L is 

20 + 5 = 25 

The number of samples incorrectly classified as class M is 

0 + 4 = 4 

For class K, we have  

TPK = 50 

TNK = 60 + 4 + 5 + 54 = 123 

FPK = 0 + 1 = 1 

FNK = 20 + 0 = 20 

For class L, we have  

TPL = 60 

TNL = 50 + 0 + 1 + 54 = 105 

FPL = 20 + 5 = 25 

FNL = 0 + 4 = 4 

For class M, we have  

TPM = 54 

TNM = 50 + 20 + 0 + 60 = 130 

FPM = 0 + 4 = 4 

FNM = 1 + 5 = 6 

The building blocks for the three classes K, L, and M are 

summarized in Fig. 8. The corresponding three 2X2 

confusion matrices are shown in Fig. 9. 

 
 TP TN FP FN 

Class K 50 123 1 20 

Class L 60 105 25 4 

Class M 54 130 4 6 

Fig. 8. Values of building blocks for Example 1 

 
  Predicted 

  K Not K 

Actual 

K 50 20 

Not K 1 123 

    
  Predicted 

  L Not L 

Actual 

L 60 4 

Not L 25 105 

 
  Predicted 

  M Not M 

Actual 

M 54 6 

Not M 4 130 

Fig. 9. Three 2X2 confusion matrices for Example 1 

Example 2 

For the 3-class classification problem of example 1, 

assume the confusion of Fig. 7 is rearranged as shown in  

(a) Fig. 10.a  (b) Fig. 10.b  

Verify that the form of Fig. 10.a is valid (equivalent to that 

of Fig. 7) while the form in Fig. 10.b is not, and justify your 

answer. Check that the building blocks for the three classes as 

obtained from Fig. 10.a are the same as those obtained in 

example 1.  
  Predicted 

  K M L 

Actual 

K 50 0 20 

M 1 54 5 

L 0 4 60 

(a) 

  Predicted 

  K M L 

Actual 

K 50 20 0 

M 1 5 54 

L 0 60 4 

(b) 

Fig. 10. Rearrangement of Fig. 7 in Example 1 

Solution 

The form of Fig. 10.a is valid because it conveys the 

same information as Fig. 7; rows L and M interchanged with 

interchanging columns L and M. The building blocks for the 

three classes are calculated from Fig. 10.a as: 

For class K, we have  

TPK = 50 

TNK = 54 + 5 + 4 + 60 = 123 

FPK = 1 + 0 = 1 

FNK = 0 + 20 = 20 

For class L, we have  

TPL = 60 

TNL = 50 + 0 + 1 + 54 = 105 

FPL = 20 + 5 = 25 

FNL = 0 + 4 = 4 

For class M, we have  

TPM = 54 

TNM = 50 + 20 + 0 + 60 = 130 

FPM = 0 + 4 = 4 

FNM = 1 + 5 = 6 

These values of the building blocks are seen to be identical 

to the corresponding values obtained in Example 1.  The 

matrix form of Fig. 10b, however, does not convey the same 

information as Fig. 7; rows L and are interchanged but 

columns L and M are not. For example, the number of 

class_M samples correctly classified is 5 in Fig. 10b while it 

is 54 in Fig. 7, and the number of class_L samples incorrectly 

classified as class M is 60 in Fig. 10b while it is 4 in Fig. 7. 

Therefore, Fig. 10b is not equivalent to Fig. 7. 

3. PERFORMANCE MEASURES FOR THREE-

CLASS CLASSIFICATION 

In our previous work [7], we discussed in some detail a 
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group of performance measures for binary classification 

models based on the relevant confusion matrix. Such 

measures are here extended as 3-class classifiers. The 

definitions and their implications, as will be evident, are the 

same in principle, taking into account that the confusion 

matrix is of order 3X3 and the building blocks for the three 

classifiers are determined as explained in Section 2. 

For classes A, B, and C, the confusion matrix takes the 

general form of Fig. 11, with the three component 2X2 

confusion matrices of Fig. 12. The symbol EAB represents 

class A samples incorrectly classified as class B, and so on. 

 
  Predicted  

  A B C  

Actual 

A TPA EAB EAC NA 

B EBA TPB EBC NB 

C ECA ECB TPC NC 

Fig. 11: General form of 3x3 confusion matrix 

 

  Predicted 

  A Not A 

Actual 
A TPA FNA = EAB + EAC  

Not A FPA = EBA + ECA TNA = TPB + EBC + ECB + TPC 

(a) Class A 

  Predicted 

  B Not B 

Actual 

B TPB FNB = EBA + EBC  

Not B FPB = EAB + 

ECB 

TNB = TPA + EAC + ECA + 

TPC 

(b) Class B 

  Predicted 

  C Not C 

Actual 

C TPC FNC = ECA + ECB  

Not C FPC = EAC + 

EBC 

TNC = TPA + EAB + EBA + 

TPB 

(a) Class C 

Fig. 12: Three 2X2 confusion matrices for 3X3 confusion matrix  

of Fig. 11. 

The total number of tested samples is 

NA + NB + NC = PA + PB + PC = N                              (1) 

The class actual samples are 

NA = TPA + EAB + EAC = TPA + FNA                        (2a) 

NB = TPB + EBA + EBC = TPB + FNB                         (2b) 

NC = TPC + ECA + ECB = TPC + FNC                         (2c) 

The class predicted samples are 

PA = TPA + EBA + ECA = TPA + FPA                        (3a) 

PB = TPB + EAB + ECB = TPB + FPB                         (3b) 

PC = TPC + EAC + EBC = TPC + FPC                         (3c) 

The first measure to consider is the accuracy of the 

classification model as a whole. It is defined as the ratio of the 

number of correctly classified samples to the total number of 

tested samples. Referring to Fig. 11, it is found that 

Accuracy =  
TPA+TPB+TPC

N
                               (4) 

where the numerator is the sum of the three diagonal 

elements of the confusion matrix.  

Note that the model accuracy can also be determined 

from the three 2x2 confusion matrices of Fig. 12, where TPA, 

TPB, and TPC already appear at the intersection of the first 

row and first column in Figs. 12a, b, and c, respectively. 

For example, in Fig. 1 (or Fig. 6), where TPA = 32, TPB = 

38, TPC = 28, and N = 150, we have 

Accuracy =  
32 +  38 + 28

150
= 0.653 

Next, we consider the other performance measures. 

5.1 Precision, recall, and specificity for three-class 

classification  

The forms of the three expressions in Table 1 defining the 

precision, recall (sensitivity), and specificity for either class 

in binary classification are also applicable for the classes of 3-

class classification. That is, 

Precision =
TP

TP + FP 
           (5) 

Recall =
TP

TP + FN 
               (6) 

Specificity =
TN

TN + FP 
            (7) 

To clarify, consider the confusion matrix of Fig. 1 and the 

building blocks of Fig. 5. The class precisions are 

Precision𝐴 =
TP𝐴

TP 𝐴+ FP𝐴 
 =  

TP𝐴

𝑃𝐴
=

32

32+21
= 0.604          

Precision𝐵 =
TP𝐵

TP 𝐵+ FP𝐵 
 =  

TP𝐵

𝑃𝐵
=

38

38+19
= 0.667          

Precision𝐶 =
TP𝐶

TP 𝐶+ FP𝐶 
 =  

TP𝐶

𝑃𝐶
=

28

28+12
= 0.7          

The class recalls are 

Recall𝐴 =
TP𝐴

TP 𝐴+ FN𝐴 
 =  

TP𝐴

𝑁𝐴
=

32

32+18
= 0.64          

Recall𝐵 =
TP𝐵

TP 𝐵+ FN𝐵 
 =  

TP𝐵

𝑁𝐵
=

38

38+13
= 0.745          

Recall𝐶 =
TP𝐶

TP 𝐶+ FN𝐶 
 =  

TP𝐶

𝑁𝐶
=

28

28+21
= 0.571          

The class specificities are 

Specificity𝐴 =
TN𝐴

TN 𝐴+ FP𝐴 
 =  

TN𝐴

𝑁𝐵+𝑁𝐶
=

79

79+21
= 0.79          

Specificity𝐵 =
TN𝐵

TN 𝐵+ FP𝐵 
 =  

TN𝐵

𝑁𝐴+𝑁𝐶
=

80

80+19
= 0.808          

Specificity𝐶 =
TN𝐶

TN 𝐶+ FP𝐶 
 =  

TN𝐶

𝑁𝐴+𝑁𝐵
=

89

89+12
= 0.88          

Figure 13 summarizes these results. 

 
 Precision Recall Specificity 

Class A 0.604 0.64 0.79 

Class B 0.667 0.745 0.808 

Class C 0.7 0.571 0.881 

Fig. 13: Precision, recall (sensitivity), and specificity for classes in 3-

class classification of Fig. 1 
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A glance at Fig. 6 reveals that the above results can be 

obtained from the three 2X2 confusion matrices of classes A, 

B, and C as is done in binary classification. 

In terms of the notation of Fig. 11, Fig. 12 indicates that 

class A has 

Precision𝐴 =
TP𝐴

TP𝐴 + E𝐵𝐴+ E𝐶𝐴 
           (5) 

Recall 𝐴 =
TP𝐴

TP𝐴 + E𝐴𝐵+ E𝐴𝐶  
               (6) 

Specificity 𝐴 =
TN𝐴

TN𝐴 +E𝐵𝐴+ E𝐶𝐴 
            (7) 

Expressions similar to (8), (9), and (10) are written for 

classes B and C. 

Example 3 

In Example 1, determine the model accuracy as well as 

the precision recall, and specificity for classes K, L, and M.  

Solution 

From the confusion matrix of Fig. 7 and Eq. (4), 

Accuracy =
50+60+54

194
=   0.845  

Using the values of the building blocks of Fig. 8 and Eqs. 

(5), (6), and (7), we obtain: 

For class K,  

Precision𝐾 =
50

50 + 1
 = 0.98          

Recall 𝐾 =
50

50 + 20 
= 0.714                

Specificity 𝐾 =
123

123 +1 
= 0.992             

For class L,  

Precision𝐿 =
60

60 + 25
 = 0.706          

Recall 𝐿 =
60

60 + 25 
= 0.938                

Specificity 𝐿 =
105

105 +25 
= 0.808             

For class M,  

Precision𝑀 =
54

54 + 4
 = 0.931          

Recall 𝑀 =
54

54 + 6 
= 0.9                

Specificity 𝑀 =
130

130 +4 
= 0.97             

Figure 14 summarizes these results. 

 
 Precision Recall Specificity 

Class K 0.98 0.714 0.992 

Class L 0.706 0.938 0.808 

Class M 0.931 0.9 0.97 

Fig. 14: Precision, recall, and specificity for classes in example 3 

The same values for precision, recall, and specificity are 

obtained from the three 2x2 confusion matrices of Fig. 9. 

Having formulated the precision, recall, and specificity of 

each individual class, it is required to define such measures 

for the 3-class classification model as a whole. To this end, 

we perform averaging operations (as we did in binary 

classification). We have three sorts of averaging; namely, 

macro-, micro-, and weighted-averages. 

For a model with classes A, B, and C, the macro-averages 

for precision, recall, and specificity are 

Precision𝑚𝑎𝑐𝑟𝑜 =
Precision𝐴+Precision𝐵+Precision𝐶

3
        (11) 

Recall𝑚𝑎𝑐𝑟𝑜 =
Recall𝐴+Recall𝐵+Recall𝐶

3
        (12) 

Specificity𝑚𝑎𝑐𝑟𝑜 =
Specificity𝐴+Specificity𝐵+Specificity𝐶

3
        

(13) 

The micro-averages are: 

For precision, 

Precision𝑚𝑖𝑐𝑟𝑜 =
TP𝐴+TP𝐵+TP𝐶

TP𝐴 +TP𝐵+TP𝐶+ FP𝐴+ FP𝐵+FP𝐶
   =

 
TP𝐴+TP𝐵+TP𝐶

N
           (14) 

For recall, 

Recall𝑚𝑖𝑐𝑟𝑜 =
TP𝐴+TP𝐵+TP𝐶

TP𝐴 +TP𝐵+TP𝐶+ FN𝐴+ FN𝐵+FN𝐶
   =

 
TP𝐴+TP𝐵+TP𝐶

N
           (15) 

The denominator is N in Eqs. (14) and (15) because Figs. 

2, 3, and 4 show that 

FP𝐴 +  FP𝐵 + FP𝐶 = FN𝐴 + FN𝐵 + FN𝐶 = N − (TP𝐴  +
TP𝐵 + TP𝐶)         (16) 

Note that Eq. (16) implies that the sum of false positives 

is equal to the sum of false negatives of. Eq. (8). Comparing 

Eqs. (4), (14), and (15), we find that 

Accuracy = Precision𝑚𝑖𝑐𝑟𝑜 = Recall𝑚𝑖𝑐𝑟𝑜           (17) 

For specificity, 

Specificity𝑚𝑖𝑐𝑟𝑜 =
TN𝐴 + TN𝐵 + TN𝐶

TN𝐴 + TN𝐵 + TN𝐶 + FP𝐴 +  FP𝐵 + FP𝐶
   

=  
TN𝐴 + TN𝐵 + TN𝐶

2N
 

=
N+TP𝐴+TP𝐵+TP𝐶

2N
                       (18) 

The forms of the numerators and denominators in (18) 

are valid since, by (16), 

Numerator = TN𝐴 + TN𝐵 + TN𝐶= N − (TP𝐴  + FP𝐴 +
FN𝐴) + 𝑁 − (TP𝐵  + FP𝐵 + FN𝐵) + 𝑁 − (TP𝐶  + FP𝐶 +
FN𝐶) 

= 3N − (TP𝐴 + TP𝐵 + TP𝐶) − (FP𝐴 + FP𝐵 + FP𝐶) − (FN𝐴

+  FN𝐵 + FN𝐶) 

= 3N − (TP𝐴 + TP𝐵 + TP𝐶) − 𝑁 + (TP𝐴 + TP𝐵 + TP𝐶)
− 𝑁 + (TP𝐴 + TP𝐵 + TP𝐶) 

= N + TP𝐴 + TP𝐵 + TP𝐶  

and Denominator = TN𝐴 + TN𝐵 + TN𝐶 + (FP𝐴 + FP𝐵 +
FP𝐶)= N + (TP𝐴 + TP𝐵 + TP𝐶) + 𝑁 − (TP𝐴 + TP𝐵 +
TP𝐶) = 2N 

Equation (18), by Eq. (14), is written as 

Specificitymicro =
1

2
+ 

TP𝐴+TP𝐵+TP𝐶

2N
=

1

2
(1 +

Precisionmicro)     (19a) 

Or 

Precisionmicro = 2 ∗ Specificitymicro − 1        (19b) 

Note that, unlike binary classification, Specificitymicro, is 

not equal to Precisionmicro; that is, Specificitymicro is not 

eligible to be included in (17).  

The weighted -averages are 
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Precisionweighted

=
NA ∗ (PrecisionA) + NB ∗ (PrecisionB) + NC ∗ (PrecisionC)

N
 

=

N𝐴
PA

∗(TP𝐴)+
N𝐵
PB

∗(TPB)+
N𝐶
PC

∗(TP𝐶)

N
             (19) 

Recallweighted

=
NA ∗ (RecallA) + NB ∗ (RecallB) + NC ∗ (RecallC)

N
 

=
TPA+TPB+TPC

N
                             (20) 

Specificityweighted

=
NA ∗ (SpecificityA) + NB ∗ (SpecificityB) + NC ∗ (SpecificityC)

N
 

=

N𝐴
NB+NC

∗(TN𝐴)+
N𝐵

NA+NC
∗(TNB)+

N𝐶
NA+NB

∗(TN𝐶)

N
             (21) 

The form of Eq. (20) indicates that Recallweighted readily 

be added to (17) so that we have: 

Accuracy = Precision𝑚𝑖𝑐𝑟𝑜 = Recall𝑚𝑖𝑐𝑟𝑜 = Recallweighted   (22) 

For example, consider Fig. 1 along with Figs. 5 and 13. 

From Eqs. (11), (12), and (13), 

Precision𝑚𝑎𝑐𝑟𝑜 =
0.604 + 0.667 + 0.7

3
   = 0.657 

Recall𝑚𝑎𝑐𝑟𝑜 =
0.64 + 0.745 + 0.571

3
   = 0.652 

Specificity𝑚𝑎𝑐𝑟𝑜 =
0.79 + 0.808 + 0.881

3
   = 0.826 

From Eqs. (14), (17) , and (19a), 

Precision𝑚𝑖𝑐𝑟𝑜 =
32 + 38 + 28

150
   = 0.653 

Recall𝑚𝑖𝑐𝑟𝑜 = Precision𝑚𝑖𝑐𝑟𝑜 = 0.653 

Specificity𝑚𝑖𝑐𝑟𝑜 =
1

2
(1 + Precision𝑚𝑖𝑐𝑟𝑜) =

1

2
(1 + 0.653) = 0.827 

From Eqs. (19), (21), and (22), 

Precision𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
(50 ∗ 0.604) + (51 ∗ 0.667) + (49 ∗ 0.7)

150
   

= 0.657 

Recall𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 = Recall𝑚𝑖𝑐𝑟𝑜 = 0.653 

Specificity𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
(50 ∗ 0.79) + (51 ∗ 0.808) + (49 ∗ 0.811)

150
   

= 0.826 

Fig. 15 summarizes these results. 

 
 Precision Recall Specificity 

Macro-average 0.657 0.652 0.826 

Micro-average 0.653 0.653 0.827 

Weighted-average 0.657 0.653 0.826 

Fig. 15: Average values of precision recall, and specificity for classifier 

of Fig. 1 

Example 4 

A three-class classifier with classes K, L, and M has the 

confusion matrix shown in Fig. 16. Use the macro-, micro-, 

and weighted-averaging to determine the classifier precisions, 

recalls, and specificities. 

 
  Predicted 

  K M L 

Actual 

K 10 2 4 

M 6 11 7 

L 22 13 266 

Fig. 16: Confusion matrix for Example 4 

Solution 

The building blocks for classes K,L, and M are 

For class K, we have  

TPK = 10 

TNK = 11 + 7 + 13 + 266 = 297 

FPK = 6 + 22 = 28 

FNK = 2 + 4 = 6 

For class L, we have  

TPL = 11 

TNL = 10 + 4 + 22 + 266 = 302 

FPL = 2 + 13 = 15 

FNL = 6 + 7 = 13 

For class M, we have  

TPM = 266 

TNM = 10 + 2 + 6 + 11 = 29 

FPM = 4 + 7 = 11 

FNM = 22 + 13 = 35 

See Fig. 17. 

 
 TP TN FP FN 

Class K 10 297 28 6 

Class L 11 302 15 13 

Class M 266 29 11 35 

Fig. 17: Building blocks for classes in Example 4 

The precisions, recalls, and. specificities of classes K, L, 

and M are 

PrecisionK =
10

10 + 28 
= 0.263            

Recall K =
10

10 + 6 
= 0.625  

Specificity K =
297

297 +  28 
= 0.914 

PrecisionL =
11

11 + 15 
= 0.423            

Recall L =
11

11 + 13 
= 0.458  

Specificity L =
302

302 +  15 
= 0.953 

PrecisionM =
266

266 + 11 
= 0.96            

Recall M =
266

266 +  35 
= 0. .884 

Specificity M =
29

29 +  11 
= 0.725 

See Fig. 18. 
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 Precision Recall Specificity 

Class K 0.263 0.625 0.914 

Class L 0.423 0.458 0.953 

Class M 0.96 0.884 0.725 

Fig. 18: Precision, recall, and specificity for classes in Example 4 

Using Eqs. (11), (12), and (13), the macro-averages are 

Precision𝑚𝑎𝑐𝑟𝑜 =
0.263 + 0.423 + 0.96

3
   = 0.549 

Recall𝑚𝑎𝑐𝑟𝑜 =
0.625 + 0.458 + 0.884

3
   = 0.656 

Specificity𝑚𝑎𝑐𝑟𝑜 =
0.914 + 0.953 + 0.725

3
   = 0.864 

From the confusion matrix of Fig. 16, 

NK = 10 + 2 + 4 = 16 

NL = 6 + 11 + 7 = 24 

NM = 22 + 13 + 266 = 301 

N = 16 + 24 + 301 = 341 

Using Eqs. (14), (19a), and (22), the micro—averages are 

Precision𝑚𝑖𝑐𝑟𝑜 =
10 + 11 + 266

341
   = 0.842 

Recall𝑚𝑖𝑐𝑟𝑜 = Precision𝑚𝑖𝑐𝑟𝑜 = 0.842 

Specificity𝑚𝑖𝑐𝑟𝑜 =
1

2
+ (1 + Precision𝑚𝑖𝑐𝑟𝑜) =  

1

2
+ (1 + 0.842)

= 0.921 

Using Eqs. (19), (21), and (22), the weighted- averages are 

Precision𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑

=
(16 ∗ 0.263) + (24 ∗ 0.423) + (301 ∗ 0.96)

341
 = 0.89 

Recall𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 = Recall𝑚𝑖𝑐𝑟𝑜 = 0.842 

Specificity𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑

=
(16 ∗ 0.914) + (24 ∗ 0.953) + (301 ∗ 0.725)

341
= 0.75 

See Fig. 19.  

 
 Precision Recall Specificity 

Macro-average 0.549 0.656 0.864 

Micro-average 0.842 0.842 0.921 

Weighted-average 0.89 0.842 0.75 

Fig. 19: Average values of precision, recall, and specificity for classifier 

in Example 4 

Example 5 

A three-class classifier with classes K, L, and M receives 

a group of tested samples, where 

NK = 53 , NL =110 , NM = 37 

The true positives and true negatives for the classes are 

found to be 

TPK = 30     ,    TPL =52     , TPM = 22   , TNK = 38   ,    

TNL = 73  , TNM = 133 

Determine the macro-, micro-, anal weighted-average 

precisions, recalls, and specificities of the classifier. 

Solution 

The total number of tested samples is 

N = 53 + 110 + 37 = 200 

The 3x3 confusion matrix is decomposed into three 2x2 

confusion matrices as shown in Fig. 20. 

 
  Predicted  

  K Not K  

Actual 

K TPK = 30 FNK  NK= 53 

Not K FPK  TNK =98 NL+ NM =147 

(a) Class K (N = 200) 

  Predicted  

  L Not L  

Actual 
L TPL = 52 FNL NL = 110 

Not L FPL TNL = 73 NK+ NM = 90 

(b) Class L (N= 200) 

  Predicted  

  M Not M  

Actual 
M TPM = 22 FNM NM = 37 

Not M FPM TNM = 133 NK+ NL =163 

(c) Class M (N= 200) 

Fig. 20: Three 2x2 confusion matrices in Example 5 

We have  

FNK = 53 – 30 = 23 

FNL = 110 – 52 = 58 

FNM = 37 – 22 = 15 

and 

FPK = 200 - 53 – 98 = 49 

FPL = 200 - 110 – 73 = 17 

FPM = 200 - 37 – 133 = 30 

The precisions, recalls, and specificities of classes K, L, and 

M are obtained from Fig. 20. From Fig. 20a,  

PrecisionK =
30

30 + 49 
= 0.38            

Recall K =
30

30 + 23
= 0.566  

Specificity K =
98

98 +  49 
= 0.667 

From Fig. 20b, 

PrecisionL =
52

52 + 17 
= 0.754            

Recall L =
52

52 + 58 
= 0.473  

Specificity L =
73

73 +  17 
= 0.811 

From Fig. 20c, 

PrecisionM =
22

22 + 30 
= 0.423            

RecallM =
22

22 +  15 
= 0.595 

SpecificityM =
133

133 +  30 
= 0.816 

See Fig. 21. 

The macro-averages are 

Precision𝑚𝑎𝑐𝑟𝑜 =
0.38 + 0.754 + 0.423

3
 = 0.519 

Recall𝑚𝑎𝑐𝑟𝑜 =
0.566 + 0.473 + 0.595

3
 = 0.545 

Specificity𝑚𝑎𝑐𝑟𝑜 =
0.667 + 0.811 + 0.816

3
 = 0.765 
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 Precision Recall Specificity 

Class K 0.38 0.566 0.667 

Class L 0.754 0.473 0.811 

Class M 0.423 0.595 0.816 

Fig. 21: Precision, recall, and specificity for classes in Example 5 

The micro-averages are 

Precision𝑚𝑖𝑐𝑟𝑜 =
TPK + TPL + TPM

N
=

30 + 52 + 22

200
   = 0.52 

Recall𝑚𝑖𝑐𝑟𝑜 = Precision𝑚𝑖𝑐𝑟𝑜 = 0.52 

Specificity𝑚𝑖𝑐𝑟𝑜 =
1

2
+ (1 + Precision𝑚𝑖𝑐𝑟𝑜) =  

1

2
+ (1 + 0.52) 

                          = 0.76 

The weighted- averages are 

Precision𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
(53 ∗ 0.38) + (110 ∗ 0.754) + (37 ∗ 0.423)

200
 

= 0.594 

Recall𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 = Recall𝑚𝑖𝑐𝑟𝑜 = 0.52 

Specificity𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
(53 ∗ 0.667) + (110 ∗ 0.811) + (37 ∗ 0.816)

200
= 0.774 

See Fig. 22. 

 
 Precision Recall Specificity 

Macro-average 0.519 0.545 0.765 

Micro-average 0.52 0.52 0.76 

Weighted-average 0.594 0.52 0.774 

Fig. 22: Average values of precision, recall, and Specificity for classifier 

in Example 5 

As in binary classification, recall and specificity in three-

class classification are referred to as TPR (true positive rate) 

and TNR (true negative rate), respectively, and FNR (false 

negative rate) is 1-TPR and FPR (false positive rate) is 1-TNR. 

5.2 Average accuracy and balanced accuracy for three-class 

classification  

When the datasets of the three classes are imbalanced, the 

accuracy of the classification model defined in Eq. (4) can be 

misleading, as we mentioned in [7] for binary classification. 

In this respect, two measures are defined: the average 

accuracy and the balanced accuracy. 

The average accuracy is the arithmetic average of the 

accuracies of the three classes. That is, for classes A, B, and 

C, 

Average accuracy =
AccuracyA+AccuracyB+AccuracyC

3
=

  
1

3
(

TPA+TNA

N
+

TPB+TNB

N
+

TPC+TNC

N
)  

=
TPA+TNA+TPB+TNB+TPC+TNC

3N
   (23) 

where the numerator is the sum of true positives plus the sum 

of true negatives, and the denominator is 3 times the total 

number of tested samples.  

  Predicted  

  A B C  

Actual 

A 4 0 1 NA = 5 

B 10 65 16 NB = 91 

C 1 1 9 NC = 11 

Fig. 23: Confusion matrix with imbalanced datasets 

To illustrate, consider the 3x3 confusion matrix of Fig. 

23. The datasets of the classes are seen to be imbalanced since 

the number of samples of class B, NB = 91, is much greater 

than that of class A or class C. 

The total number of tested samples is 

N = NA + NB + NC = 5 + 91 + 11 = 107 

The classifier accuracy is 

Accuracy =
4 + 65 + 9

3
= 0.729 

The true positives and true negatives are 

TPA = 4, TNA = 91, TPB = 65, TNB = 15, TPC

= 9, TNC = 79 
By Eq. (23), 

Average accuracy =
4 + 65 + 9 + 91 + 15 + 79

3 ∗ 107
= 0.819 

The average accuracy can also be thought of in terms of 

the three component 2X2 confusion matrices shown in Fig. 

24, from which we have, 

Accuracy A =
4 + 91

107
= 0.888 

Accuracy B =
65 + 15

107
= 0.748 

Accuracy C =
9 + 79

107
= 0.822 

which is of course the same value calculated from Fig. 23. 

  
  Predicted  

  A Not A  

Actual 

A 4 1 NA = 5 

Not A 11 91 NB + NC = 

102 

(a) Class A (N = 107) 

  Predicted  

  B Not B  

Actual 
B 65 26 NB = 91 

Not B 1 15 NA + NC = 16 

(a) Class B (N = 107) 

  Predicted  

  C Not C  

Actual 
C 9 2 NC = 11 

Not C 17 79 NA + NB = 96 

(a) Class C (N = 107) 

Fig. 24: Three 2x2 confusion matrices for confusion matrix of Fig. 23 

It's worth noting that the average accuracy for binary 

classification is nothing but the accuracy of the classifier. The 

balanced accuracy, from a rather different perspective, is the 

arithmetic average of recalls of the three classes. This means 
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that this measure is the macro-average recall of the model, Eq. 

(2). We thus write, for classes A, B, and C, 

Balanced accuracy = Recallmacro =
RecallA + RecallB + RecallC

3
   (24) 

Note that definition (24) guarantees that all of the three 

rows of the confusion matrix take pare in calculating the 

balanced accuracy, and the three classes are regarded to be of 

the same weight (unity) and same importance. Remember that, 

in binary classification, Eq. (47), the balanced accuracy is 

likewise equal to Recallmacro, the arithmetic average of recalls 

of the two classes.  

Referring to Fig. 23, recalls of the classes are 

Recall A =
4

5
= 0.8 

Recall B =
65

91
= 0.714 

Recall C =
9

11
= 0.818 

By Eq. (24), 

Balanced accuracy =
0.8 + 0.714 + 0.818

3
= 0.777 

The balanced accuracy, like the average accuracy, can 

readily be derived from the component 2x2 confusion 

matrices of Fig. 24, where 

Recall A =
4

5
  ,    Recall B =

65

91
,      Recall C =

9

11
 

which are, as is well expected, the same results obtained from 

Fig. 23. 

We remark that the values of accuracy, average accuracy, 

and balanced accuracy will be very close fs each other when 

the datasets are balanced. 

5.3 Fβ measure and F1 score for three-class classification 

The forms of Fβ measure and F1 score for three-class 

classification are not different from those formulated for 

binary classification. But the pertinent building blocks are 

calculated on the basis of a 3x3 confusion matrix; see Figs. 2, 

3, and 4.  

For each of the three classes A, B, and C, the Fβ measure, 

where 0<β<1, is the weighted harmonic average of precision 

and recall. The Fil score, on the other hand, is the harmonic 

average of precision and recall; it is in essence the same as Fβ 

when β =0.5. For class A, similar to Eqs. (54) and (55), we 

have 

FβA =
Precision𝐴 × Recall𝐴

β(Recall𝐴) + (1 − β)Precision𝐴
 

=
TP𝐴

TP𝐴 +  β(FP𝐴) + (1 − β)FN𝐴
    (25) 

 

F1A =
2×Precision𝐴 ×Recall𝐴

Precision𝐴 +Recall𝐴
 =

TP𝐴

TP𝐴+ 0.5(FP𝐴+FN𝐴)
  (26) 

 

Similar expressions are written for classes B and C. Again 

as in binary classification, Eqs. (56) and (57), the 3-class 

classification model has 

Fβmodel =
Precisionmodel × Recallmodel

β(Recallmodel)+(1−β)Precisionmodel
        (27)  

  F1model =
2×Precisionmodel×Recallmodel

Precisionmodel+ Recallmodel
        (28) 

Equations (27) and (28) express the macro-, micro-, or 

weighted-average Fβ and F1 of the model, respectively, where 

Precisionmodel denotes, correspondingly, the model macro-, 

micro-, or weighted-average precision, and Recallmodel is 

similarly interpreted. Since, by Eq. (17), Recallmodel = 

Precisionmodel, Eqs. (27) and (28) imply that Eq. (58)- is also 

here valid. We can write 

Fβmicro = F1micro = Precision micro          (29) 

It turns out that 

Accuracy = Precision micro = Recall micro = Recall weighted = 

Fβmicro = F1micro = 
TP𝐴+TP𝐵+TP𝐶

N
            (30) 

Six measures are thus defined by one and the same expression, 
TP𝐴+TP𝐵+TP𝐶

N
. Note particularly that, in comparison with Eq. 

(60), the term Specificity micro is absent in Eq. (30). 

To illustrate, consider the 3X3 confusion matrix of Fig. 23. 

The necessary calculations are carried out for determining the 

class building blacks, class precisions and recalls, and model 

average precisions and recalls, and the results are listed in Figs. 

25, 26, and 27, respectively. 

 
 TP TN FP FN 

Class A 4 91 11 1 

Class B 65 15 1 26 

Class C 9 79 17 2 

Fig. 25: Building blocks for classes with confusion matrix of Fig. 23 

 Precision Recall 

Class A 0.267 0.8 

Class B 0.985 0.714 

Class C 0.346 0.818 

Fig. 26: Precision and recall for classes with confusion matrix of Fig. 23 

It follows that 

Fβ𝑚𝑎𝑐𝑟𝑜(β = 0.8 for example)

=
Precisionmacro × Recallmacro

β(Recallmacro) + (1 − β)Precisionmacro

=
0.533 × 0.777

(0.8 × 0.777) + (0.2 × 0.533)
= 0.569 

 
 Precision Recall 

Macro-average 0.533 0.777 

Micro-average 0.729 0.729 

Weighted-average 0.886 0.729 

Fig. 27: Average values of precision and recall for model with confusion 

matrix of Fig. 23 

F1macro =
2 × Precisionmacro × Recallmacro

Precisionmacro + Recallmacro

=
2 × 0.533 × 0.777

0.533 +  0.777

= 0.632 

Fβmicro = Precision micro = 0.729   (independent of β)         
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F1micro = Fβmicro = 0.729    
Fβweighted(β = 0.8)

=
Precisionweighted × Recallweighted

β(Recallweighted) + (1 − β)Precisionweighted

=
0.886 × 0.729

(0.8 × 0.729) + (0.2 × 0.886)
= 0.849 

F1weighted =
2 × Precisionweighted × Recallweighted

Precisionweighted + Recallweighted

=
2 × 0.886 × 0.729

0.886 +  0.729
= 0.8 

Figure 28 summarizes the average values of Fβ and F1 for 

the model. 
 Fβ F1 

Macro-average 0.569 0.632 

Micro-average 0.729* 0.729 

Weighted-average 0.849 0.8 

Fig. 28: Average values of Fβ and F1 for model with confusion matrix 

of Fig. 23 

If we are interested in the values of Fβ and F1 or each of 

the individual classes, then Eqs. (25) and (26) will give us 

FβA(β = 0.8) =
0.267 × 0.8

(0.8 × 0.8) + (0.2 × 0.267)
= 0.308 

F1A =
2 × 0.267 × 0.8

0.267 +  0.8
= 0.4 

FβB(β = 0.8) =
0.985 × 0.714

(0.8 × 0.714) + (0.2 × 0.985)
= 0.916 

F1A =
2 × 0.985 × 0.714

0.985 +  0.714
= 0.828 

FβC(β = 0.8) =
0.346 × 0.818

(0.8 × 0.818) + (0.2 × 0.346)
= 0.391 

F1C =
2 × 0.346 × 0.818

0.346 +  0.818
= 0.486 

5.4. Summary of results for three-class classification 

The expressions of the performance measures for 3-class 

classification with classes A, B, and C are summarized in 

Table 2 for the individual classes and Table 3 for the whole 

classification model. In the rows of Table 2, the subscript 

‘class’ refers to either class A, B, or C. In rows 13 and 14 of 

Table 3, the subscript ‘model’ refers to either macro-, micro-, 

or weighted-average. The points of similarity and dissimilarly 

between binary and 3-class classifications should be evident 

and well understood. 
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Table 2: Performance measures for individual classes A, B, and C in 3-

class classification 

# Measure for class 

1 
Accuracyclass =  

TPclass + TNclass

N
 

2 
Precisionclass =

TPclass

TPclass  + FPclass 
   

3 
Recallclass  =

TPclass

TPclass + FNclass

 

4 
Specificityclass =

TNclass

TNclass  + FPclass

 

5 
Fβclass =

Precisionclass × Recallclass

β(Recallclass) + (1 − β)Precisionclass

=
TPclass

TPclass +  β(FPclass) + (1 − β)FNclass

 

 

6 
F1class =

2 × Precisionclass  × Recallclass

Precisionclass +Recallclass

=
TPclass

TPclass +  0.5(FPclass + FNclass)
 

 

Table 3: Performance measures for 3-class classification with classes A, 

B, and C 

# Measure for class 

1 
Accuracy =  

TPA + TPB + TPC

N
 

2 Precisionmacro =
PrecisionA+PrecisionB+PrecisionC

3
         

3 Recallmacro =
Recall𝐴+Recall𝐵+Recall𝐶

3
         

4 Specificitymacro

=
Specificity𝐴 + Specificity𝐵 + Specificity𝐶

3
 

5 Precisionweighted

=
NA ∗ (PrecisionA) + NB ∗ (PrecisionB) + NC ∗ (PrecisionC)

N
 

=

N𝐴
PA

∗(TP𝐴)+
N𝐵
PB

∗(TPB)+
N𝐶
PC

∗(TP𝐶)

N
  

6 Recallweighted

=
NA ∗ (RecallA) + NB ∗ (RecallB) + NC ∗ (RecallC)

N
 

=
TPA + TPB + TPC

N
= Accuracy 

7 Specificityweighted

=
NA ∗ (SpecificityA) + NB ∗ (SpecificityB) + NC ∗ (SpecificityC)

N
 

=

N𝐴
NB+NC

∗(TN𝐴)+
N𝐵

NA+NC
∗(TNB)+

N𝐶
NA+NB

∗(TN𝐶)

N
              

8 Average accuracy =
AccuracyA+AccuracyB+AccuracyC

3
=

TPA+TNA+TPB+TNB+TPC+TNC

3N
    

9 
Balanced accuracy =

RecallA + RecallB + RecallC

3
 

= Recallmacro 

1
0 

Fβmodel =
Precisionmodel × Recallmodel

β(Recallmodel) + (1 − β)Precisionmodel

 

1

1 
F1model =

2 × Precisionmodel  × Recallmodel

Precisionmodel +Recallmodel

 

1

2 

Fβmicro = F1micro = Precision micro 

1
3 

Accuracy = Precision micro = Recall micro = Recall weighted = 

Fβmicro = F1micro = 
TP𝐴+TP𝐵+TP𝐶

N
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