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A B S T R A C T   

Ultraviolet (UV) treatment is widely used for water disinfection. The recent development and improvement of the 
light emitting diodes (LEDs) in the UVC range makes them an alternative to the traditional mercury vapor UV 
lamps in the middle or long term. Determining the UV intensity applied by a reactor is essential for evaluating its 
efficacy. Although doing so is relatively straightforward in simple laboratory reactors, such as a collimated beam 
reactor (CBR), its calculation for more complex devices, such as a flow-through reactor (FTR), requires indirect 
approaches. The objective in this study is determining the UV intensity in FTRs equipped with UV-C LEDs by 
utilizing indirect approaches such as the geometrical modeling of the intensity distribution, chemical actinom-
etry, and biodosimetry using a CBR as a reference. With this method, the inactivation of four bacterial indicators 
in both the CBR and FTR have also been addressed. The three approaches that were used reported similar values 
of mean intensity with an average value of 0.86 mW cm− 2. Determining the mean intensity enabled calculating 
the UV doses that were applied to the target water and then determining the inactivation kinetics parameters. 
The UV dose that was necessary to achieve four-log reductions from the initial bacterial concentration ranged 
from 5.8 to 17.5 mJ cm− 2 depending on the target species. Additionally, the geometrical model developed in this 
study introduces new possibilities into the optimization of the reactor design.   

1. Introduction 

The use of ultraviolet (UV) irradiation has been increasing in the 
recent decades as a method to inactivate waterborne organisms [1–3]. 
UV is considered to be an effective treatment that avoids the use of 
chemical reagents and the formation of harmful disinfection byproducts 
[4]. The sources of germicidal UV radiation in the UVC range have 
traditionally been the low-pressure (LP) or medium-pressure (MP) 
mercury lamps. Although these lamps have high output power for 
germicidal radiation, they demonstrate several disadvantages such as 
the necessity of warming up, low energetic efficiency, relatively short 
lifetime, and the use of mercury in manufacturing that is harmful in the 
event of leakage or if the lamp breaks [5]. The recent development of UV 
light-emitting diode (UVC-LED) technology presumably poses the end of 
the use of mercury lamps for disinfection in the medium to long term. 

The current primary disadvantage of the UVC-LED as disinfection 
technology is its low output power; however, this issue is being 
addressed by research with promising advances [6]. On the other hand, 
UVC-LED shows several benefits regarding the traditional UV lamps 
such as less electric consumption, no necessity of a warming up period, 
longer lifetime, greater flexibility in the wavelengths of emission, and 
possibilities for configuration in a disinfection reactor. 

To evaluate the inactivating efficacy of an UV reactor, it is necessary 
to obtain the inactivation curves (survival vs UV dose) that can be fitted 
to inactivation models and subsequently determine the inactivation ki-
netics parameters [7]. The mean UV dose that is applied is defined as the 
product of the reactor mean intensity (Im) and the exposure time. 
Determining both factors depends on the reactor features. UV validation 
processes are based on collimated beam reactors (CBRs) because of their 
design, 2D, with collimated beams of light, parallel to each other and 
perpendicular to the surface of the reactor, which makes it easy to 
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characterize the light distribution in the reactor. CBRs allows deter-
mining Im directly by means of irradiance measurements, the 
morphometry of the reactor, and the water UV transmittance [8,9] and 
enables direct control of the exposure time. On the other hand, the most 
industrial applications require treating large volumes of water and then 
a flow-through reactor (FTR) becomes necessary. The challenge with 
FTRs is that the geometry is more complex, and therefore, the direct 
determination of Im is not possible as occurs in CBRs; therefore, it must 
be calculated by means of different approaches such as geometrical 
modeling, actinometry, and biodosimetry [10,11]. Diverse geometrical 
models of the UV intensity distribution have been developed for tradi-
tional UV Hg lamps and recently for LED lamps [12]. Whereas the in-
tensity pattern in Hg lamps is homogeneous along the length of the 
lamp, the discrete nature of each LED as an individual source of radia-
tion forces the intensity pattern to be heterogeneous and dependent on 
the position of each LED. Nonetheless, the information obtained through 
a theoretical approach such as the geometrical modeling must be vali-
dated experimentally. Chemical actinometry allows determining the 
photon flux in a reactor based on a photochemical reaction rate of which 
the quantum yield is known [13,14]. Biodosimetry is used to determine 
the UV intensity in complex reactors, such as FTRs, by means of 
comparing the inactivation level achieved with respect to a CBR with 
known intensity. In this case, the range of UV doses in which the bio-
dosimetry is applicable depends on the UV resistance of the organisms, 
and it is usually affected by “shouldering” and “tailing” phenomena [7] 
as time intensity reciprocity may not always apply. 

According to recent studies such as [11], two of the current chal-
lenges in UV-LED disinfection are the identification of appropriate target 
organisms for emerging waterborne pathogens and application sce-
narios as well as addressing the complex geometries for the model 
simulation that pose the UV-LEDs imply with respect to the conventional 
UV sources. USEPA recommends the model simulation to evaluate the 
reactor performance and the different operational conditions [7]. 

Models are divided in two main groups: mathematical models to simu-
late the optical field in the reactor and prediction of fluid field based the 
computational fluid dynamics. The emerging light sources such as UV- 
LEDs allows complex pattern in their configuration, which pose new 
challenges to the application of model simulation, with the aim of 
determining the optimum setup of the reactor for the maximum efficacy 
and the least consumption of resources. In this context, the objective in 
this study is to develop a geometrical model of UV irradiation distri-
bution that allows determining the mean intensity in a UVC-LED flow- 
through reactor and optimizing its design parameters as well as to 
validate it with chemical actinometry and biodosimetry. Additionally, 
the efficacy of UV-LEDs on four bacterial indicators with different fea-
tures regarding their UV resistance and interest in different fields have 
been obtained. 

2. Material and methods 

2.1. UV devices description 

2.1.1. Collimated beam reactor (CBR) 
The CBR (Photolab LED275-0.01/300-0.03/365-1cb, APRIA Systems 

S.L., Spain) was equipped with a LED UV-C with power of 10.5 mW and 
emission wavelength between 265 and 285 nm, with maximum at 275 
nm, and a collimator tube with collimator lens of 5.08 cm of diameter 
and focal length of 6 cm. The treatment was applied to samples in Petri 
dishes with a diameter of 55 mm and a capacity for 20 mL of target 
water. A magnetic stirrer with a volume of 0.25 mL was added to the 
Petri dish to ensure continuous stirring throughout irradiation. The 
sample surface was at 12.2 cm of the UV light source. 

The UV dose that was applied was calculated as the product of the 
mean intensity and the exposure time [15]. The mean intensity for the 
CBR was determined according to the Bolton protocol spreadsheet 
available at https://www.iuva.org/Guidance-Documents [9]. This 

Nomenclature 

P output UV power 
r distance between the center of coordinates and the point A 
TW water transmittance 
TQ quartz transmittance 
r0 quartz sleeve radius 
q quartz sleeve thickness 
α angle with respect to the perpendicular of the LED 1 
β angle with respect to the perpendicular of the LED 2 
f(α) fourth order polynomial modeling the relative intensity 

with respect to the angle α 
f(β) fourth order polynomial modeling the relative intensity 

with respect to the angle β 
I0 intensity at a distance r from the LED without attenuation 

due to the medium 
Ii intensity at a distance r from the LED, attenuated by the 

quartz and water absorption 
r1 distance between the LED 1 and the point A 
r2 distance between the LED 2 and the point A 
z distance between the LED 1 and the cross section 

containing the point A 
d displacement between two adjacent rows of LEDs 
r01 distance between the LED 1 and quartz sleeve 
r02 distance between the LED 2 and quartz sleeve 
y1 distance between the center of coordinates and the LED 1 
x2 distance between the center of coordinates and the LED 2 
rS1 distance between the LED 1 and the reactor shell 
rS2 distance between the LED 2 and the reactor shell 

rF1 distance between the reactor shell and the point A, in the 
direction connecting the LED 1 and the point A 

rF2 distance between the reactor shell and the point A, in the 
direction connecting the LED 2 and the point A 

rT1 total distance elapsed from the LED 1 until the reactor shell 
and back to the point A in the same direction 

rT2 total distance elapsed from the LED 2 until the reactor shell 
and back to the point A in the same direction 

IA total intensity at the point A 
I1 intensity due to the LED 1 
I2 intensity due to the LED 2 
R coefficient of reflection 
IR1 intensity due to the LED 1 reflection in the reactor shell 
IR2 intensity due to the LED 2 reflection in the reactor shell 
D UV dose 
RED reduction equivalent dose 
TRT theoretical retention time 
N cell concentration after irradiation 
N0 initial cell concentration 
S survival (N/N0) 
S0 survival in absence of UV irradiation, according to the 

model fitted 
k inactivation rate in the log-linear range 
SL shoulder length in log-linear + shoulder model 
Sres asymptotic survival at high UV doses in log-linear + tail 

model 
RMSE root mean square error 
Dn UV dose required to achieve “n” log-reduction from the 

initial concentration  
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protocol is based on the reactor morphometry, direct measurement of 
the irradiance at the center of the sample surface, and the water UV 
transmittance (TW). Additionally, the protocol requires determining the 
Petri factor by means of direct irradiance measurements across the 
sample surface. The irradiance was measured with a radiometer (HD 
2102.1, Delta OHM, Padova, Italy) that was equipped with a probe able 
to measure the UV-C and UV-B spectra (LP471UVBC, Delta OHM, 
Padova, Italy). TW at 275 nm of the target water was measured with a 
spectrophotometer (Jenway 7315; Staffordshire, UK) immediately prior 
to the sample irradiation. 

2.1.2. Flow-through reactor (FTR) 
The continuous flow UV device (Photolab LED275-0.4c, APRIA 

Systems S.L., Spain) consisted of an FTR mounted in a laboratory rig 
with hydraulic and electric systems. It was configured as a traditional 
annular reactor (Fig. 1) with the UV lamp in the center surrounded by a 
quartz sleeve with an external diameter of 40 mm, thickness of 1.5 mm, 
and UV quartz transmittance of 0.92. The UV lamp was constructed from 
metal with a squared cross section of 20 mm of side length. Each side 
contained a row of ten LEDs, comprising a total of 40 of them. Each row 
of LEDs was displaced at 5 mm with respect to the adjacent rows. The 
LEDs used in the FTR were the same than those used in the CBR, with 
output power of each LED was 10.5 mW and emission between 265 and 
285 nm, with emission peak at 275 nm. 

The FTR was mounted in a vertical position in a laboratory rig 
equipped with a 20 L reservoir, a peristaltic pump, and a set of valves 
that allowed establishing flow rates from 45 up to 200 L h− 1. The rig can 
be configured for operating as a continuous flow system with or without 
recirculation, and the reactor can also be isolated for operating as a 
batch reactor in closed vessels. According to the reactor morphometry, 
the irradiated volume is 0.361 mL. The TRT was determined as the 
quotient between the irradiated volume and the flow rate. 

2.2. Geometrical modeling of mean intensity in the FTR 

The intensity of the emitted radiation from a point focus such as an 
LED is scattered in void space according to the quotient between the LED 
power and the irradiated surface that corresponds to a hemisphere in the 
case of a single LED (Eq. 1). 

I0 =
P

2πr2 (1) 

According to the LEDs' manufacturer provided information, the 
relationship between relative intensity and the angular displacement 
can be modeled as a fourth order polynomial for angles between − 90 
and 90◦ (Fig. 2). This function is known as f(α) and expresses the relative 
intensity with respect to the angle α. 

When radiation passes through a liquid medium, it is subsequently 
attenuated as a function of the transmittance of the irradiated medium 
and the distance travelled through such a medium; a factor calculating 
the attenuation due to the quartz sleeve was also included (Eq. 2). 

Ii = I0⋅TW
(r− r0)⋅TQ

q (2) 

In the quadrangular arrangement of the LEDs, every point (A) of the 

23 5

20 40 60

Inlet

Outlet

UV-C LED

Quartz sleeve
Reactor wall

Fig. 1. Diagram of the FTR design. Measurements are in mm.  

Fig. 2. Variation of the intensity with respect to the angle from the LED ver-
tical, according to the manufacturer. 
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Fig. 3. Representation of the FTR cross section corresponding to the plane 
through LED 1 and LED 2, assuming absence of displacement between adja-
cent rows. 
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space in a cross section at a distance z from the LED 1 can be illuminated 
by only two LEDs (Fig. 3), according to the relative intensity distribution 
(Fig. 2). Taking the center of the quadrangular prism as the origin of 
coordinates, r1 and r2 are the Euclidean distances from LED 1 (0, y1, 0) 
and LED 2 (x2, 0, 0) to point A (xA, yA, zA), respectively. α and β are the 
angles that vectors r1 and r2 form with the perpendicular to the LED 1 
and 2, respectively, in their plane of the cross section. r01 and r02 are the 
distances travelled between the LEDs and the quartz sleeve which is a 
space containing air in which the transmittance is considered as 1 and 
therefore the radiation is not absorbed. The intensity at point A will 
therefore be the sum of the intensity due to LED 1 and LED 2 (Eqs. 3 and 
4): 

I1 =
P

2 π r2
1
TW

r1 − r01 ⋅Tq
Q⋅f(α) (3)  

I2 =
P

2 π r2
2
TW

r2 − r02 ⋅Tq
Q⋅f(β) (4) 

The distances r1 and r2 are calculated through the coordinates of each 
point and the position of each LED (Eqs. 5 and 6). 

r1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

x2 + (y − y1)
2
+ z2

√

(5)  

r2 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(x − x2)
2
+ y2 + (z − d)2

√

(6) 

To calculate the segments r01 and r02, the triangles of sides (r01, r0, y1) 
and (r02, r0, x2) were solved with known angles (π − α) and (π − β) 
through the cosine theorem solving for r01 from the resulting second- 
degree polynomial (Eqs. 7–10). In this case, α and β are expressed in 
radians. Resolution and inclusion of the dimension z provide the path-
length that the light travels in air medium (Eqs. 11 and 12). 

r2
0 = r2

01 + y2
1 − 2 r01⋅y1⋅cos (π − α) (7)  

r2
0 = r2

02 + x2
1 − 2 r02⋅x1⋅cos (π − β) (8)  

r2
01 + y2

1 − 2⋅r01⋅y1⋅cos (π − α) − r2
0 = 0 (9)  

r2
02 + x2

2 − 2⋅r02⋅x2⋅cos (π − β) − r2
0 = 0 (10)  

r01 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

2⋅y1⋅cos (π − α) +
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
4⋅y2

1⋅cos2 (π − α) − 4 (y2
1 − r2

0)
√

2

)2

+ z2

√
√
√
√

(11)  

r02 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

2⋅x2⋅cos (π − β)+
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
4⋅x2

2⋅cos2 (π − β) − 4 (x2
2 − r2

0)
√

2

)2

+(z − d)2

√
√
√
√

(12) 

As the inner surface of the reactor shell is reflective, it must be 
considered that part of the radiation that arrives on this surface will 
reflect and thus increase the UV intensity in each point of the bulk 
reactor. For estimating the intensity due to reflection in any point A, it 
must be considered that the radiation is attenuated through the travelled 
distance for the beam from the two nearest LEDs to the inner external 
surface and back to the point A (Eqs. 13 and 14). 

rT1 = rS1 + rF1 (13)  

rT2 = rS2 + rF2 (14) 

The intensity in each point will be due to both the direct and the 
reflective irradiation (Eq. 15). The reflected radiation it is calculated 
according to Eqs. 16 and 17 for which R is a reflection coefficient 
depending on the surface material. 

IA = I1 + I2 + IR1 + IR2 (15)  

IR1 =
P

2 π r2
T1

⋅R⋅TW
2⋅rS1 − r1 − r01 ⋅Tq

Q⋅f(α) (16)  

IR2 =
P

2 π r2
T2

⋅R⋅TW
2⋅rS2 − r2 − r02 ⋅Tq

Q⋅f(β) (17) 

A matrix with 84 × 84 cells was developed in Microsoft Excel© in 
which IA was discretized for a grid of points belonging to one quadrant of 
the cross section of the irradiated volume, obtaining the mean and the 
standard deviation of the UV intensity in that cross section. 

In opposition to the traditional mercury lamps, with homogeneous 
lengthwise distribution of the intensity, the point source of the LEDs 
emission causes the lengthwise intensity to be heterogeneous depending 
on the position of the LEDs with regard to the plane of the considered 
cross section. Using a Macro developed in Microsoft Excel©, the mean 
and standard deviation of the UV intensity was calculated for a series of 
cross sections at both sides from the LED 1 and LED 2. By adding the 
curves corresponding to every LED arranged in the lamp, the average 
intensity (Im) of the reactor can be calculated by integrating the sum 
curve. Once the Im is known, the mean UV dose can be calculated as the 
product of Im and TRT. 

The Supporting Information contains the Microsoft Excel spread-
sheet to calculate the mean intensity according to the geometrical model 
developed in this study (Fig. 4). The spreadsheet requires input data 
including the output power for each individual LED, the percentage of 
total power set in the device, the number of LEDs per side of the support 
structure, the cross section length of the support structure, misalignment 
between adjacent rows of LEDs, distance between LEDs, thickness of the 
quartz sleeve, outer radius of the quartz sleeve, inner radius of the 
reactor shell, quartz transmittance (92 %, according to [16]), water 
transmittance, factor of reflectance of the reactor shell, and the water 
flow rate (not necessary for calculating Im, but useful for calculating the 
UV dose). Based on the input data, the spreadsheet calculates Im and the 
maximum standard deviation and coefficient of variation of the intensity 
along the different cross sections used in the calculation; additionally, 
other useful parameters are calculated such as the irradiated volume, 
retention time, and UV dose for the introduced flow rate. 

2.3. Chemical actinometry experiment 

The chemical actinometry was performed at a high concentration of 
H2O2 according to [17] for determining the incident intensity (I0). The 
initial H2O2 concentration was 32 mM. Accordingly, Eq. 18 (in which C 
is the concentration of the actinometer, Φ is the quantum yield, L is the 
effective path of the radiation, and ε is the extinction coefficient) can be 
simplified into Eq. 19 and thus determine I0 [18]. The quantum yield (Φ) 
for H2O2 at wavelength of 275 nm was 1.055 mol Einstein− 1 and was 
calculated by the interpolation of the data presented in [19]. 

−
dC
dt

= Φ I0
(
1 − e− ln(10) L ε C ) (18)  

−
dC
dt

= Φ I0 (19) 

Due to the large TRT that is needed for a correct quantification of 
H2O2 extinction, the UV device was configured for operating as a batch 
reactor. The initial volume was 0.6 L of H2O2 solution at 32 mM that was 
prepared by adding the corresponding volume of H2O2 stock (30 % ul-
trapure, Scharlau) into distilled water. Throughout the experiment, a 
continuous air flow was pumped into the reactor in order to avoid 
heating the water, and the reactor content was continuously stirred with 
a magnetic stirrer. A 1 mL sample was extracted from the reactor every 5 
min until a treatment time of 30 min was completed. The H2O2 con-
centration in samples was determined using the DIN 38402 H15 color-
imetric method with titanium (IV) oxysulfate and measuring absorbance 
at 410 nm [20]. 

L. Romero-Martínez et al.                                                                                                                                                                                                                     



Journal of Water Process Engineering 49 (2022) 103137

5

The value of I0 was determined according to Eq. 19; Im was then 
calculated according to Eq. 20 (Im is the mean intensity, I0 is the incident 
intensity, A275 is the absorbance at 275 nm, and d is the light pathlength 
in the reactor) [7,13]. 

Im = I0
1 − 10− A275 d

A275 d ln(10)
(20)  

2.4. Biodosimetry and inactivation kinetics 

2.4.1. Microbiological strains and procedures 
Four indicator organisms that are of interest in the treatment of 

water were tested: Escherichia coli (ATCC 8739), Enterococcus faecalis 
(ATCC 19433), vegetative Bacillus subtilis (ATCC 6633) and the seawater 
bacteria Vibrio alginolyticus (ATCC 17749). Lyophilized bacterial strains 
were acquired from the Spanish Type Culture Collection (CECT - Uni-
versity of Valencia, Spain). Strains were reactivated in an adequate 
culture broth: Tryptic Soy Broth (Scharlab, Barcelona, Spain) for E. coli 
and B. subtilis, Brain Heart Infusion Broth (Scharlab) for E. faecalis and 
Marine Broth (Scharlab) for V. alginolyticus. Organisms were incubated 
for 24 h at 37 ◦C in the case of the E. coli, E. faecalis and B. subtilis and at 
30 ◦C for the V. alginolyticus. 1 mL of culture was then sub-cultured into 
fresh medium and incubated again for 24 h. Aliquots of 1 mL of the 
cultures were then placed into Eppendorf vials and centrifugated at 
3000 rpm for ten minutes. The supernatant was removed, the pellet 
resuspended, and added with 1 mL of 50:50 glycerol-water solution. 
Vials were stored in a freezer at − 20 ◦C. Two days before the experi-
ment, the content from one vial was reactivated in the corresponding 
culture broth following the same sub-culturing procedure as that 
described for the lyophile. A maximum of three sub-culturing steps were 
done from one vial to ensure genetic stability of the culture. After in-
cubation, the culture was centrifugated, the supernatant removed, and 
the pellet resuspended using the corresponding water matrix to obtain 
the bacterial inoculum. The water matrix was distilled water to which 
was added 1.25 mL of phosphate buffer at pH 7.20 per L of water in the 
cases of E. coli, E. faecalis, and B. subtilis and artificial seawater prepared 
by the addition of Instant Ocean® Sea Salt (Aquarium Systems, VA, 
USA) in distilled water, reaching a conductivity of 50 mS cm− 2 at 25 ◦C 
for the V. alginolyticus. The bacterial inoculum was then added into the 
experimental rig container with 20 L of water matrix in order to obtain 
the target water for the treatment. The inoculated water matrix was 
stored for 40 min prior to the experiment in order to allow the 

acclimation of the organisms and to discard those organisms from the 
experiment that did not survive the dilution in the water matrix. The 
average initial bacterial concentrations obtained were 1.32 ⋅ 106 CFU 
mL− 1 for E. coli, 2.23 ⋅ 106 CFU mL− 1 for E. faecalis, 4.45 ⋅ 104 CFU mL− 1 

for B. subtilis and 1.61 ⋅ 106 CFU mL− 1 for V. alginolyticus. An aliquot of 
200 mL of target water was drawn from the reservoir to be subjected to 
the CBR treatment and the remaining water to the FTR treatment. 

After the treatment, samples were subjected to a ten-fold dilution 
and 0.45 μm membrane filtration and subsequently incubated in 55 mm 
diameter Petri dishes with the corresponding agar for determining the 
concentration of viable bacteria. E. coli was incubated using Micro-
instant® Colinstant Chromogenic Agar (Scharlab) at 37 ◦C for 24 h; 
E. faecalis was incubated using Slanetz and Bartley Agar (Scharlab) with 
TTC indicator at 27 ◦C for 48 h; B. subtilis was incubated using Nutritive 
Agar (Scharlab) at 37 ◦C for 24 h; and V. alginolyticus was incubated 
using TCBS Agar (Scharlab) at 30 ◦C for 24 h. Colony forming units 
(CFU) were counted after the incubation, and plates with 20 up to 150 
CFU were considered as valid for determining the bacterial 
concentration. 

2.4.2. Experimental procedure 
Biodosimetry implies performing CBR and FTR experiments and then 

finding a correlation between them. For the CBR experiments, aliquots 
of 20 mL of inoculated water matrix were placed in a 55 mm Petri dish 
and then irradiated between 10 s and 25 min with continuous stirring. 
The UV dose applied to each sample was calculated using the Bolton 
et al. spreadsheet [9]. Water transmittance was measured using an HD 
2102.1 radiometer that was equipped with a LP471UVBC probe (Delta 
OHM Srl, PD, Italy). Upon exposure, samples were subjected to mem-
brane filtration and incubation as explained previously. At least three 
experiments were performed for every organism with different power 
settings in the reactor to cover the entire range of UV doses between 
0 and 20 mJ cm− 2. 

For the FTR experiments, 20 L of the inoculated water matrix were 
pumped once through the FTR at flow rates between 45 and 230 L h− 1, 
and 250 mL of samples were collected at the reactor outlet with sterile 
borosilicate flasks. Samples treated at low flow rates and thus subjected 
to high UV doses were taken in the first order to avoid contamination of 
the subsequent samples. After taking one sample, the flow rate was 
increased and measured, and then a water volume greater than the 
system volume was wasted to ensure correct UV exposure of the sample 
and avoiding mixtures with previous samples. Each reservoir with 20 L 

Fig. 4. Spreadsheet developed for determining the radiation distribution within the reactor and the mean intensity (available in Supporting Information).  
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allowed collecting five UV treated samples and the untreated control 
which created an experimental series. All samples in one experimental 
series were taken within 15 min and kept in the dark after collection. 
Once collected, all samples were subjected to membrane filtration and 
incubation procedures. 

2.4.3. Data treatment 
Survival was calculated as the quotient between the CFU concen-

tration in one treated sample and the mean CFU concentration in the 
control of the corresponding experimental series (Log (S) = Nt / N0). 
Using the CBR data belonging to the log-linear section of the dose- 
survival curve for every tested organism, the linear regression parame-
ters between Log (S) and UV dose were determined. Regression pa-
rameters were used to calculate RED values based on the Log (S) data 
that was obtained using the FTR. Since the UV dose corresponds with the 
product of Im and TRT, RED values were represented against their cor-
responding TRT, and then Im was calculated as the curve slope, dis-
missing the values out of the linear range. For experiments using a lamp 
power below 100 %, TRT was multiplied by the power percentage. Once 
the UV doses could be calculated for both the CBR and FTR, the dose- 
survival curves for each tested organism were subsequently modeled 
according to microbiological inactivation models using the GInaFit tool 
for MS Excel [21]. Inactivation parameters that were determined by 
modeling were used to calculate the Dn values which allows comparing 
the inactivation performance for each reactor on each organism. 

3. Results and discussion 

3.1. Determination of Im of the FTR with actinometry and biodosimetry 

3.1.1. Chemical actinometry 
In the chemical actinometry, the H2O2 concentration decreased with 

time according to a linear relationship with a slope equal to − 1.29 ⋅ 
10− 6 M s− 1 (Fig. 5). According to Eq. 19, I0 could be calculated as 1.22 ⋅ 
10− 6 Einstein L− 1 s− 1. I0 was then calculated in units of mW cm− 2 ac-
cording to the photon energy and the experimental setup. The photon 
energy at wavelength of 275 nm can be calculated as 4.35 ⋅ 105 J Ein-
stein− 1, thus obtaining I0 equal to 0.531 W L− 1. Since six aliquots of 
sample were taken from the reactor, the average sample volume was 
0.57 L, and I0 was calculated as 0.303 W. Considering the outer bond of 
the quartz sleeve as the emission area with 289.03 cm2, I0 was equal to 
1.047 ± 0.096 mW cm− 2. The mean intensity (Im) in the reactor can be 
calculated from I0, absorbance at 275 nm, and the radiation pathlength 
(Eq. 20). As the mean Tw at 275 nm in inactivation experiments was 
0.95, this value has been used as the reference, obtaining the Im value of 
1.020 ± 0.094 mW cm− 2. 

3.1.2. Biodosimetry 
Inactivation curves that were obtained with the CBR indicated that 

E. coli, E. faecalis, and B. subtilis demonstrated a shoulder region at low 
UV doses whereas V. alginolyticus showed tailing at high UV doses 
(Fig. 6). The range of linearity in inactivation curves defines the range of 
UV doses for which the biodosimetry can be applied for each organism. 
In organisms that follow the log-linear + shoulder model, the applica-
tion range starts at the beginning of the log-linear section and ends at the 
maximum experimental dose whereas, in the organisms that followed 
log-linear + tail model, the application ranges run from a UV dose equal 
to zero up to the end of the log-linear section (Table 1). Within the 
linearity range, Log (S) correlated with the UV dose with R2 values >0.9, 
with significant intercept value, indicating the existence of an initial 
shoulder section except for V. alginolyticus and a significant slope with 
values according to the UV resistance by the tested organism. 

Regression parameters obtained for the CBR data were used to 
calculate the RED values corresponding to every Log (S) data obtained 
using the FTR. RED values were represented against their corresponding 
TRT, multiplied by the power percentage if the reactor was set at a 
power below 100 % (Fig. 7a), and Im was calculated as the curve slope 
for each organism. Im values ranged from 0.78 and 0.84 mW cm− 2 

(Fig. 7b), although the analysis with Further ANOVA for Variables in the 
Order Fitted (Statgraphics Centurion XVI, ver. 16.1.03) reported an 
absence of statistical differences (p = 0.508) between slopes from the 
four tested organisms. Taking into account the Im values obtained with 
actinometry and biodosimetry, the mean value of Im for the FTR set at 
full power and TW of 0.95 ± 0.02 was determined as 0.86 ± 0.09 mW 
cm− 2. 

3.1.3. Determination of Im of the FTR through geometrical modeling 
The distribution of the UV radiation within the FTR was examined 

using the Excel spreadsheet developed and included in Supporting In-
formation. Taking the cross section that coincides with one LED as a 
reference, it is remarkable that the intensity distribution is highly 
irregular through the cross section with values between 0.2 and 1.8 mW 
cm− 2, obviously with the highest values at the proximity of the LEDs. 
This implies that the coefficient of variation of the intensity reached 
values up to 39 %, thus the different organisms all passing through the 
reactor at the same time are exposed to different actual UV doses. 
However, inactivation data obtained with the FTR do not show greater 
dispersion in comparison with the data obtained with the CBR, indi-
cating a good representativity of the calculated mean UV dose. Im 
calculated for the FTR through geometrical modeling assuming TW equal 
to 0.95, and the lack of reflection was 0.80 mW cm− 2. However, using a 
reflectance factor for the reactor wall equal to 16 %, Im matched with the 
mean value of 0.86 mW cm− 2 that was obtained with actinometry and 
biodosimetry (Fig. 7). 

3.2. Comparison of bacterial inactivation kinetics obtained with the CBR 
and FTR 

Once the Im for both the CBR and FTR were known, the inactivation 
curves for the different tested organisms were obtained by representing 
Log (S) against the applied UV dose (Fig. 6). The data obtained with the 
FTR fitted with the same inactivation models as those obtained with the 
CBR. The inactivation of E. coli, E. faecalis and B. subtilis followed the log- 
linear + shoulder model (Eq. 21) whereas it followed the log-linear +
tail model (Eq. 22) for that of the V. alginolyticus [22]. 

S = S0⋅
e− k⋅D⋅ek⋅SL

1 + e− k⋅D⋅(ek⋅SL − 1)
(21)  

S = (S0 − Sres)⋅e− k⋅D + Sres (22) 

The reciprocity in the UV dose calculation, depending on either 
applying low intensity for a longer time (CBR) or high intensity for a 

y = -1.29E-06x + 3.21E-02
R² = 9.60E-01
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Fig. 5. Variation of the H2O2 concentration with the irradiation time in 
actinometry. 
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shorter time (FTR), was assessed based on the similarity between ki-
netics parameters that were obtained with both reactors (Table 2). In the 
case of E. coli, both reactors induced the same inactivation effect. For 
E. faecalis and B. subtilis, inactivation curves obtained with both reactors 
showed similar k for each organism, although the shoulder region was 
longer in the case of the CBR. This lack of reciprocity at low UV doses has 
been reported by different authors [23–25], and it is attributed to the 
competence of repairing processes with the inactivation. In the case of 

V. alginolyticus, values of k were almost similar for both reactors, 
although the inactivation reached with the FTR was one order of 
magnitude greater in comparison with the CBR according to the values 
of Log (Sres). Tailing phenomenon has commonly been observed in the 
inactivation of bacteria and other organisms such as viruses, protozoa, 
and microalgae that are subjected to UV or other physical and chemical 
treatments [26–29]. In certain cases, tailing does not appear in the 
inactivation curve, although its presence is assumed beyond the 
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data and lines represent the inactivation model fitting the data. 

Table 1 
Linear regression parameters for the linearity sections of the inactivation curves obtained using the collimated beam reactor.  

Organism Linearity range 
(mJ cm− 2) 

Intercept ± SE (p-value) Slope ± SE (p-value) 
(cm2 mJ− 1) 

R2 n 

E. coli 5–14 1.85 ± 0.21 (<0.001) − 0.562 ± 0.025 (<0.001)  0.977  14 
E. faecalis 7–17 3.49 ± 0.45 (<0.001) − 0.577 ± 0.041 (<0.001)  0.930  17 
B. subtilis 10–20 1.99 ± 0.21 (<0.001) − 0.298 ± 0.014 (<0.001)  0.969  17 
V. alginolyticus 0–7 − 0.05 ± 0.08 (0.509) − 0.710 ± 0.027 (<0.001)  0.964  27  
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the LEDs (p). b: Mean intensity determined with biodosimetry for the different organisms tested and actinometry. 
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experimental range of applied UV doses [30]. The reason for tailing has 
been a matter of debate and explained as being due to a subpopulation of 
resistant organisms, the presence of suspended particles and flocs, hy-
draulics and closeness to the detection limit, among others [31–33]. 
Tailing was observed in V. alginolyticus treated with both the CBR and 
FTR at bacterial concentrations considerably greater than the detection 
limit and at relatively low UV doses of approximately 6 mJ cm− 2; 
therefore, it can be attributed to the presence of a subpopulation with 
higher resistance to UV treatment. The high reciprocity between inac-
tivation data obtained with the CBR and FTR makes both E. coli and 
V. alginolyticus an appropriate biodosimeter respectively for higher 
(5–20 mJ cm− 2) and lower UV dose range (0–7 mJ cm− 2). 

The existence of a shoulder region in the inactivation curves and the 
fact that the various organisms followed different inactivation models, 
the values of k cannot be directly compared for assessing bacterial UV 
resistance. In this sense, the UV resistance by the different organisms 
was evaluated using D4, that is, the UV dose necessary to achieve 4-log 
reductions from the initial concentration. According to their respective 
D4, the less resistant organism was V. alginolyticus followed by E. coli, 
then E. faecalis and, finally, B. subtilis as the most resistant species. The 
data obtained in this study match with different studies that state that, 
for the same UV dose, emission at wavelength of 275 nm by LED lamps is 
more effective for bacterial inactivation in comparison with the emission 
at 254 nm of the traditional LP Hg lamps [34–36]. Results also revealed 
a reduction of the UV resistance of E. faecalis when treated with 275 nm 
LEDs, showing D4 values that were much more similar to E. coli in 
comparison with studies that used LP Hg lamps [35] that showed greater 
differences between D4 values for both species. It is remarkable that, 
although the FTR reached 4 log-reductions of vegetative cell of 
B. subtilis, it presumably will not reach the inactivation of B. subtilis 
spores required for drinking water purification as it is much more 
resistant than vegetative cells [33]. Nevertheless, it is observed that the 
UV resistance is dependent on the specific bacterial strain that was 
tested; even using the same strain, the values of D4 show high variability 
between studies [37,38]. This fact indicates that there is still great 
heterogeneity in the methods used by the different authors to calculate 
UV doses and bacterial survival. 

3.3. Behavior of the geometrical model and use for the design of reactors 

The geometrical model developed in this work allows the quantita-
tive study of the radiation distribution across and along the reactor 
which may be used to optimize the reactor design. The study of the 
radiation distribution involves different variables; among them, the 
most important one that defines the UV dose applied to the treated or-
ganisms is the mean intensity. However, it was observed that, taking the 
cross section that passes through one LED as a reference, the intensity 
across the illuminated surface ranges from 0.29 up to 1.66 mW cm− 2. In 
addition, the radiation distribution differs clearly from a normal distri-
bution curve (Fig. 4) with most of the cross surface receiving less than 
the mean intensity. In this sense, the relationship between the percen-
tiles 10, 50, and 90 are a better approach rather than the standard de-
viation for assessing the radiation distribution through the cross section 

of the reactor. 
The radius of the reactor shell is one of the major parameters 

involved in the optimization of the reactor design. The radius defines the 
value of Im in such a way that it decreases as the pathlength through the 
water increases (Fig. 8a) since the larger area is exposed to low intensity 
farther away from the LEDs. However, the exposed volume increases 
with the radius and thus also the exposure time and the UV dose 
(Fig. 8b). This continuous increase of the mean UV dose with the reactor 
shell is suitable only for high TW values close to 95 %. Therefore, the 
optimum reactor radius depends on the type of water for which it was 
designed. In the treatment of clean water with high transmittance, an 
excessively narrow reactor may cause the wasting of high amounts of 
energy. On the other hand, for treating water with low transmittance, 
increasing the reactor radius does not effectively increase the mean UV 
dose, and more area within the reactor is exposed to low intensity that 
may contribute to a failure in the treatment efficacy. 

The flexibility in the LEDs disposition allows the optimization of the 
reactor efficacy without increasing the number of active lamps. This 
flexibility makes it possible to displace the different rows of LEDs with 

Table 2 
Inactivation kinetics parameters obtained for the four tested organisms using both collimated beam and flow-through reactors.  

Organism Reactor Model SL 
(mJ cm− 2) 

k 
(cm2 mJ− 1) 

Log (Sres) D4 

(mJ cm− 2) 
R2 

E. coli CBR L-L + S 3.2 ± 0.3 1.27 ± 0.05 – 10.4 ± 0.7  0.985 
FTR L-L + S 3.3 ± 0.4 1.22 ± 0.06 – 10.5 ± 1.1  0.965 

E. faecalis CBR L-L + S 6.4 ± 0.4 1.37 ± 0.07 – 13.0 ± 0.9  0.962 
FTR L-L + S 3.8 ± 0.2 1.20 ± 0.02 – 11.4 ± 0.5  0.989 

B. subtilis CBR L-L + S 7.7 ± 0.9 0.67 ± 0.05 – 20.3 ± 2.3  0.945 
FTR L-L + S 3.2 ± 0.6 0.64 ± 0.02 – 17.5 ± 1.5  0.972 

V. alginolyticus CBR L-L + T – 1.67 ± 0.08 − 5.17 ± 0.11 5.5 ± 0.4  0.976 
FTR L-L + T – 1.57 ± 0.05 − 6.23 ± 0.11 5.8 ± 0.3  0.980  
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respect to the adjacent rows which allows a better distribution of the 
intensity along the reactor (Fig. 9). Im increases from 0.75 mW cm− 2 in 
the case of the four LEDs on the same plane (d = 0 cm) up to 0.95 mW 
cm− 2 in the case of displacing two rows of LEDs into the middle point 
between two adjacent LEDs from the other rows, that is, d = 1.15, with a 
separation between LEDs of the same row of 2.30 cm. 

The use of UV-LEDs flow-through reactors is being investigated for 
practical applications such as drink water purification, waste water 
reuse and prevention of diseases and exogenous species spreading from 
aquaculture effluents and ballast water. In this context, the processes of 
photoreactivation and dark repair, which contribute to the regrowth of 
the treated organisms, needs to be addressed [39,40]. Similarly, UV- 
LEDs can be used as the activator in advanced oxidation processes for 
the degradation of organic pollutants [41]. The reactor optimization 
that enables the model simulation developed in this study may improve 
the water treatment for these different practical applications that use. 

4. Conclusions 

The complex geometry of the flow-through UV reactors, used 
commonly for the water disinfection in applications such as drink water 
purification, wastewater reuse, aquaculture effluents disinfection and 
ballast water treatment, makes necessary the use of indirect approaches 
for determining the UV intensity. The mean intensity of a UV-LED flow- 
through reactor for water disinfection was determined utilizing three 
approaches: geometrical modeling of the radiation distribution within 
the irradiated water volume, chemical actinometry, and biodosimetry. 
They reported a similar value of mean intensity, indicating the 

suitability of the geometrical model developed in this study which is 
provided along with this article as an Excel spreadsheet in the Sup-
porting Information. The geometrical model reported significant het-
erogeneity in the UV intensity distribution within the reactor due to the 
individualized character of the LED lamps. However, the bacterial 
inactivation data that was obtained did not show a dispersion greater 
than that observed using a collimated beam reactor. This indicates that 
the heterogeneity in the intensity distribution is not a concern for the 
water disinfection. Due to the flexibility of the LED lamps regarding 
their disposition within a reactor, the geometrical model of radiation 
distribution may enable the optimization of the designing of reactors to 
maximize the UV dose applied to the target water. 

The four organisms tested in this study as biodosimeter showed 
different ranges of UV dose in which the biodosimetry was feasible and 
different time-intensity reciprocity. Biodosimetry with E. coli was suit-
able between 5 and 17 mJ cm− 2, and the inactivation was similar when 
treated with high UV intensity for a short time and with low UV intensity 
for a longer time. On the other hand, V. alginolyticus was suitable for a 
UV dose range between 0 and 7 mJ cm− 2 with appropriate time-intensity 
reciprocity. The suitability of E. faecalis and B. subtilis was limited 
because of the lack of time-intensity reciprocity since the treatment with 
high intensity for short time reduced the shoulder section in the inac-
tivation curves of both organisms. 
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