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In Rough Set Theory, the notion of bireduct allows to simultaneously reduce the
sets of objects and attributes contained in a dataset. In addition, value reducts
are used to remove some unnecessary values of certain attributes for a specific
object. Therefore, the combination of both notions provides a higher reduction
of unnecessary data. This paper is focused on the study of bireducts and value
reducts of information and decision tables. We present theoretical results cap-
turing different aspects about the relationship between bireducts and reducts,
offering new insights at a conceptual level. We also analyze the relationship
between bireducts and value reducts. The studied connections among these
notions provide important profits for the efficient information analysis, as well
as for the detection of unnecessary or redundant information.
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1 INTRODUCTION

Introduced by Pawlak in the 1980s, Rough Set Theory (RST) is a formal tool whose purpose is modeling and processing
incomplete information contained in relational databases.1 Due to the huge amount of data collected in databases, it is
increasingly common to find problems for the management and treatment of the stored information.2–6 This fact makes
necessary to carry out a preprocessing of data in order to remove redundant information.7–11

Pawlak12 provided a three-step method for analyzing information tables. The three-step method of rough set analysis
addresses three different types of reductions that have to be carried out for the simplification of an information table.13 The
first step deals with the search of a minimal subset of attributes capable of containing the information of the complete set
of attributes. The second step studies the dependencies of the attribute values to simplify decision rules. Finally, the third
step analyzes the dependencies between the decision rules in order to eliminate redundancies. All these steps show the
relevance of the notion of reduct for the reduction mechanisms of information and decision tables in RST. Indeed,
a generic definition of reduct was provided in Yao and Fu.13 This generic definition collects the sufficiency and
non-redundancy conditions that must be satisfied by a reduct and is capable of accommodating the different interpreta-
tions of reduct, provided by each of the steps included in the Pawlak's method.

The notion of reduct, as a minimal set of attributes keeping the original information (associated with the first step
mentioned above), has been widely studied within this mathematical theory.14–18 In addition, Pawlak12 also defined value
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2 CHACÓN-GÓMEZ ET AL.

reducts in RST in order to keep reducing the size of relational databases (associated with the second step). The idea of
this notion is to consider the indispensable attributes for each object instead of indispensable attributes for all the objects.
Hence, it is possible to disregard also certain values of attributes for each object, while the information of the original
table is preserved. However, the notion of value reduct has not been so intensively studied so far. On the other hand,
the notion of bireduct goes further and pursues the simultaneous removal of both, objects and attributes, by avoiding
incompatibilities, redundancies and removing the existing noise.19–25

This paper aims to know better all the previously mentioned notions at a conceptual level, that is, the notion of reduct,
bireduct and value reduct, in order to take advantages the potentiality of these notions for the information analysis. We
will see that some bireducts are related to reducts, showing that these bireducts offer the reduction of the first and the third
steps commented above. Moreover, we will prove that other bireducts include the value reduct, and so they also provide
the second step of the usual reduction of redundant information on a given dataset. Therefore, the computation and
analysis of bireducts and value reducts provide relevant knowledge of information tables. We will also analyze bireducts
whose subset of objects contains all objects, bireducts whose subset of attributes contains all attributes and bireducts
whose subsets of objects or attributes are the empty set. Moreover, we have shown that, given a subset of attributes B of
a bireduct, each object in the universe belongs at least to an information bireduct associated with B. The connection that
has been established between the notions of reduct and bireduct provides important profits. For example, only from the
computation of reducts, we can build sub-tables (bireducts) for the efficient information analysis, removing redundancies
in the attributes, as well as in the objects. Furthermore, the study carried out about decision tables also provides important
results. One of these results lets us simplify the procedure to obtain decision bireducts, since it allows us to dispense with
all the objects belonging to the positive region during the computation process of bireducts, which significantly reduces
the number of objects to be considered.

In addition, we will take special attention to the comparison of bireducts and value reducts in order to discover the
existing relationships between these notions. This second part will also be very interesting because, although originally
both notions were defined independently, we will show remarkable links between them. In particular, we will prove that
every value reduct B for an object x is the subset of attributes of a bireduct (X ,B) in which x belongs to the subset of
objects of the bireduct, x ∈ X . All the notions and results will appear accompanied with examples to make easier their
understanding.

Finally, it is convenient to mention that some of the notions considered in this paper are those introduced by Pawlak
in his book.12 However, this paper takes into account a slightly different nomenclature. In particular, the names of
“information table” and “decision table” are considered instead of “knowledge representation system,” the name “reduct”
refers in this paper to “reduct of knowledge” in Pawlak,12 and “value reduct” and “d-value reduct” are used instead of
“reduction of categories” and “relative reduct of categories,” respectively.

The paper is organized as follows: preliminary notions of RST, together with an example, are recalled in Section 2.
Afterwards, Section 3 presents the notion of bireduct together with different technical properties, as well as its relation-
ship with reducts. Section 4 introduces the relationship between bireducts and value reducts through some results and
examples. Finally, conclusions and future works are presented in Section 5.

2 ROUGH SET THEORY

This section presents the basic definitions of RST which will play a crucial role in our study. First of all, it is convenient
to recall that databases are represented as information tables in this framework. Formally, information tables are defined
below.

Definition 1. Let U and  be non-empty sets of objects and attributes, respectively. An information table is a tuple
(U,,,) such that  = {Va|a ∈ }, where Va is the set of values associated with the attribute a over U, and
 = {ā ∶ U → Va|a ∈ }.

Next, an equivalence relation is defined on the set of objects of an information table. This equivalence relation will be
useful to compare objects according to a given subset of attributes.

Definition 2. Let (U,,V,) be an information table. The indiscernibility mapping I ∶ () → (U × U) is
defined, for each B ⊆ , as the equivalence relation

I(B) = {(x, 𝑦) ∈ U × U|ā(x) = ā(𝑦), for all a ∈ B}
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CHACÓN-GÓMEZ ET AL. 3

which is called B-indiscernibility relation. Each class of I(B) can be written as [x]I(B) = {𝑦 ∈ U|(x, 𝑦) ∈ I(B)}. The
partition determined by I(B) on the set of objects U is denoted as U∕I(B) = {[x]I(B)|x ∈ U}.

Notice that in the particular case of B = ∅, we have that I(∅) = U ×U. Based on an indiscernibility relation, the notions
of indiscernible and discernible objects are introduced as follows.

Definition 3. Given an information table (U,,V,) and a subset of attributes B ⊆ , we say that x, 𝑦 ∈ U are
B-indiscernible if 𝑦 ∈ [x]I(B). Otherwise, we say x, 𝑦 are B-discernible.

Now, we define a fundamental notion in the analysis and extraction of information from databases, that is, the notion
of reduct. Reducts are introduced to cover the need to reduce information tables, removing their redundant and/or
superfluous variables without losing information.

Definition 4. Given an information table (U,,V,) and a subset of attributes B ⊆ , we say that:

• a ∈ B is dispensable in B if I(B) = I(B∖{a}). Otherwise, a is indispensable in B.
• B is independent if all its attributes are indispensable in B.
• B′ ⊆ B is a reduct of B if B′ is independent and I(B) = I(B′).

Notice that, a reduct of  is a subset of attributes that preserves the partition and therefore, it classifies objects in the
same way as if we consider the whole set of attributes. Consequently, attributes not belonging to a reduct are unnecessary.

The following notion allows to remove some values of certain attributes, when it is not possible to delete such attributes
without altering the information contained in the considered database.

Definition 5. Let (U,,V,) be an information table, B ⊆  and x ∈ U. We say that

• The value of an attribute a ∈ B is dispensable in B for x, if the equality [x]I(B) = [x]I(B∖{a}) holds. Otherwise, the
value of a is indispensable in B for x.

• B is independent for x, if the value of a is indispensable in B for x, for each attribute a ∈ B.
• B′ ⊆ B is a value reduct of B for x, if B′ is independent for x and [x]I(B) = [x]I(B′).

A helpful particular case of information table arises when an attribute is highlighted, which is defined below.

Definition 6. Let U and  be non-empty sets of objects and attributes, respectively. A decision table is a tuple
(U,d,d ,d) such thatd = ∪{d}with d ∉ ,d = {Va|a ∈ d}, where Va is the set of values associated with
attribute a over U, and d = {ā ∶ U → Va|a ∈ d}. In this case, the attributes of  are called condition attributes
and d is called decision attribute.

In what follows, the notions of dispensable, independent and reduct are translated to the decision table framework.
These concepts are based on the well-known notion of positive region which is given below.

Definition 7. Let (U,d,d ,d) be a decision table and B ⊆ . The positive region of the partition U∕I({d}) with
respect to B is defined as

POSB({d})=
⋃

X∈U∕I({d})
B∗(X)

where B∗(X) = {x ∈ U|[x]I(B) ⊆ X}.

Definition 8. Given a decision table (U,d,d ,d) and a subset of attributes B ⊆ , we say that

• a ∈ B is d-dispensable in B, if POSB({d}) = POS(B∖{a})({d}). Otherwise, attribute a is d-indispensable in B.
• B is d-independent if all its attributes are d-indispensable in B.
• B′ ⊆ B is a d-reduct of B if B′ is d-independent and the equality POSB({d}) = POSB′ ({d}) holds.

The dispensable nature of the values of the attributes included in a decision table is studied by using the following
definition.

Definition 9. Given a decision table (U,d,d ,d), a subset of attributes B ⊆  and x ∈ U, we say that

• The value of an attribute a ∈ B is d-dispensable in B for x, if

[x]I(B) ⊆ [x]I({d}) and [x]I(B∖{a}) ⊆ [x]I({d})
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4 CHACÓN-GÓMEZ ET AL.

Otherwise, the value of attribute a is d-indispensable in B for x.
• B is d-independent for x, if the value of a is d-indispensable in B for x, for each attribute a ∈ B.
• B′ ⊆ B is a d-value reduct of B for x, if B′ is d-independent for x and the inclusion [x]I(B) ⊆ [x]I({d}) implies that

[x]I(B′) ⊆ [x]I({d}).

This section finishes with an illustrative example in order to clarify the definitions presented previously. Specifically,
the following example was introduced in Stawicki et al25 for determining the suitability of a particular day for playing
sport according to meteorological conditions.

Example 10. Consider an information table (U,,,) where the set of objects U = {1, 2, … , 14} represents
days of a certain month and the set of attributes  = {Outlook(O),Temperature(T),Humidit𝑦(H),Wind(W)} indicates
meteorological conditions. This information table is represented in Table 1.

To begin with, we will see that  is actually the only reduct of the information table. It is easy to verify that there
are no objects with the same values for the attributes of  and therefore, [x]I() = {x} for all x ∈ U. However, if we
dispense with an attribute, for example we consider day 1 and the subset of attributes {O,T,H}, we obtain

[1]I({O,T,H}) ={𝑦 ∈ U|1, 𝑦are {O,T,H}-indiscernible}

={𝑦 ∈ U|O(𝑦) = O(1) = sunn𝑦,

T(𝑦) = T(1) = hot,

H(𝑦) = H(1) = high}

={1, 2}

Since [1]I() = {1} ≠ {1, 2} = [1]I({O,T,H}), we can conclude that I() ≠ I({O,T,H}). Hence, by Definition 4,
attribute W is indispensable in A. Following an analogous reasoning, we obtain [1]I({O,H,W}) = {1, 8} and therefore,
attribute T is also indispensable in A. In addition, O is indispensable in A because [1]I({T,H,W}) = {1, 3}. Notice that,
from object 1, we cannot deduce that attribute H be indispensable since [1]I() = {1} = [1]I({O,T,W}). However, from
object 3, we have that [3]I() = {3} ≠ {3,13} = [3]I({O,T,W}). Then, by Definition 4, attribute H is indispensable in A.

Consequently, each attribute in  is indispensable for the information processing and we can ensure that  is the
only reduct of the information table. Therefore, we need all the attributes to manage information presented in Table 1.
In other words, if we omit any attribute, we lose information from the RST point of view.

Now, we will compute the value reducts corresponding to  by using Definition 5. For that, we need to eliminate
the values of attributes which are dispensable in  for each object.

For instance, we calculate a value reduct of  for the object 1. We have that the equality [1]I() = [1]I({O,T,W})
holds. In addition, [1]I({O,T,W}) ≠ [1]I({O,T,W}∖{a}) for all a ∈ {O,T,W}, since [1]I({O,T}) = {1, 2}, [1]I({O,W}) = {1, 8, 9}
and [1]I({T,W}) = {1, 3, 13}. By Definition 5, the value of the attributes O,T,W is indispensable for the object 1 and
{O,T,W} is independent for the object 1. Then, {O,T,W} is a value reduct of  for 1. In fact, it is the only value
reduct of  for 1.

TABLE 1 Table associated with the information table
(U,,,) given in Example 10

Day Outlook Temperature Humidity Wind
1 Sunny Hot High Weak
2 Sunny Hot High Strong
3 Overcast Hot High Weak
4 Rain Mild High Weak
5 Rain Cool Normal Weak
6 Rain Cool Normal Strong
7 Overcast Cool Normal Strong
8 Sunny Mild High Weak
9 Sunny Cool Normal Weak
10 Rain Mild Normal Weak
11 Sunny Mild Normal Strong
12 Overcast Mild High Strong
13 Overcast Hot Normal Weak
14 Rain Mild High Strong
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CHACÓN-GÓMEZ ET AL. 5

Following an analogous procedure with the rest of objects, we obtain Table 2. The information collected in Table 2
indicates the value reducts corresponding to  for the considered information table (U,,,). From Table 2,
we can conclude that O and T are the most important attributes of the information table because its values are
indispensable for the most of objects.

Now, we will include a new column in Table 1 in order to obtain a decision table (U,d,d ,d) whose decision
attribute is {d} = {Pla𝑦}. The decision table is represented in Table 3 and it is studied below.

As it was shown previously, each pair of objects are -discernible and so, we deduce the equality POS({d}) = U.
Now, we will prove that {O,H,W} is a d-reduct of . First of all, we compute U∕I({O,H,W}), obtaining [1]I(O,H,W) =
{1, 8}, [5]I(O,H,W) = {5,10} and the rest of equivalence classes are the trivial classes. On the other hand, the set U∕I({d})
is composed of the classes [1]I({d}) = {1, 2, 6, 8, 14} and [3]I({d}) = {3, 4, 5, 7, 9,10, 11,12, 13}, that is,

U∕I({d}) = {[1]I({d}), [3]I({d})}

As a consequence, we obtain

POS{O,H,W}({d}) = {x ∈ U|[x]I({O,H,W}) ⊆ [x]I({d})} = U

POS{O,H}({d}) = [1]I({O,H}) ∪ [3]I({O,H}) ∪ [7]I({O,H}) ∪ [9]I({O,H})

= {1, 2, 3, 7, 8, 9, 11,12, 13}

POS{O,W}({d}) = [3]I({O,W}) ∪ [4]I({O,W}) ∪ [6]I({O,W}) ∪ [7]I({O,W})

= {3, 4, 5, 6, 7,10, 12,13, 14}

POS{H,W}({d}) = [5]I({H,W})

= {5, 9, 10,13}

Day Outlook Temperature Humidity Wind
1 Sunny Hot - Weak
2 - Hot - Strong
3 Overcast Hot High -
4 Rain - High Weak
5 Rain Cool - Weak
6 Rain Cool - Strong
7 Overcast Cool - -
8 Sunny Mild High -
9 Sunny Cool - -
10 Rain Mild Normal -
11 Sunny Mild Normal -
12 Overcast Mild - -
13 - Hot Normal -
14 Rain Mild - Strong

TABLE 2 Value reducts corresponding to  of the information table
(U,,,) given in Example 10

Day Outlook Temperature Humidity Wind Play
1 Sunny Hot High Weak No
2 Sunny Hot High Strong No
3 Overcast Hot High Weak Yes
4 Rain Mild High Weak Yes
5 Rain Cool Normal Weak Yes
6 Rain Cool Normal Strong No
7 Overcast Cool Normal Strong Yes
8 Sunny Mild High Weak No
9 Sunny Cool Normal Weak Yes
10 Rain Mild Normal Weak Yes
11 Sunny Mild Normal Strong Yes
12 Overcast Mild High Strong Yes
13 Overcast Hot Normal Weak Yes
14 Rain Mild High Strong No

TABLE 3 Table associated with the decision table (U,d,d
,d)

given in Example 10
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6 CHACÓN-GÓMEZ ET AL.

TABLE 4 d-value reducts corresponding to {O,H,W} of the
decision table (U,d,d

,d) given in Example 10
Day Outlook Temperature Humidity Wind Play
1 Sunny - High - No
2 Sunny - High - No
3 Overcast - - - Yes
4 Rain - - Weak Yes
5 Rain - - Weak Yes
6 Rain - - Strong No
7 Overcast - - - Yes
8 Sunny - High - No
9 Sunny - Normal - Yes
10 Rain - - Weak Yes
11 Sunny - Normal - Yes
12 Overcast - - - Yes
13 Overcast - - - Yes
14 Rain - - Strong No

By Definition 8, each attribute in {O,H,W} is d-indispensable and {O,H,W} is d-independent. Consequently,
{O,H,W} is a d-reduct of . This fact implies that we can eliminate all values of Temperature for each object without
losing information. Hence, we can decide if a day is suitable to play only by using Outlook, Humidit𝑦 and Wind.

Next step is studying d-value reducts of {O,H,W}, since it is a d-reduct of , for all x ∈ U by using Definition 9,
which clearly also are d-value reducts of . For instance, we will show {O,H} is a d-value reduct of {O,H,W} for the
object 1. According to the information collected in Table 3, we obtain

• [1]I({O,H,W}) = {1, 8} ⊆ [1]I({d}) = {1, 2, 6, 8, 14}.
• [1]I({O,H}) = {1, 2, 8} ⊆ [1]I({d}).
• [1]I({O}) = {1, 2, 8, 9, 11} ⊈ [1]I({d}).
• [1]I({H}) = {1, 2, 3, 4, 8,12, 14} ⊈ [1]I({d}).

Applying Definition 9, we have that the value of attributes O,H is d-indispensable and {O,H} is d-independent.
Therefore, {O,H} is a d-value reduct of {O,H,W} for the object 1. Hence, we can decide if a day is suitable to play
by means of the values of Outlook and Humidit𝑦 for the object 1. Following an analogous procedure with the rest
of objects, we obtain Table 4, which indicates some d-value reducts corresponding to {O,H,W} for the considered
decision table (U,d,d ,d). In addition, it is convenient to emphasize that there may exist more than one d-value
reduct for an object. For instance, as Table 4 shows, {O,H} is a d-value reduct of {O,H,W} for the object 9, and it is
easy to see that {H,W} is a d-value reduct of {O,H,W} for this object too.

Therefore, value reducts offer a different point of view of the relationships among the attributes, which is very useful to
obtain an extra level of reduction and only consider the strictly necessary attributes and values in the computation, such
as in the determination of decision rules.

3 BIREDUCTS. PROPERTIES AND THE RELATIONSHIP WITH REDUCTS

Bireducts arise as an extension of the classical notions of reducts in RST providing an extra flexibility for operating with
subsets of attributes and subsets of objects from which those attributes can be portrayed efficiently.19,22–25 Specifically,
bireducts are used to reduce the number of attributes by avoiding the occurrence of incompatibilities and removing the
existing noise in tabular databases.

This section introduces diverse properties of the different notions of bireduct: information bireduct, decision bireduct
and U-decision bireduct, and the relationship with reducts, which will be illustrated with examples. These results
complement the ones given in the initial study presented in Stawicki et al.25

3.1 Information bireducts
Information bireducts generalize information reducts by operating with subsets of attributes and subsets of objects.19,23,25

Specifically, information bireducts allow to distinguish objects by the subset of considered attributes, so they are good
subrepresentations of the information table. In this section, an information table (U,,,) will be fixed. The notion
of information bireduct is formally defined as follows.
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CHACÓN-GÓMEZ ET AL. 7

Definition 11. Given X ⊆ U and B ⊆ , we say that

• B is X-irreducible if there is no B′ ⊂ B such that all pairs x, 𝑦 ∈ X are B′-discernible.
• X is B-inextensible if there is no X ′ ⊂ U with X ⊂ X ′ such that all pairs x, 𝑦 ∈ X ′ are B-discernible.
• The pair (X ,B) is an information bireduct if all pairs x, 𝑦 ∈ X are B-discernible, B is X-irreducible and X is

B-inextensible.

Notice that information bireducts generate information subtables with only different rows (all objects are B-discernible).
The following technical property guarantees that, given B ⊆ , if there exist information bireducts in the information
table with B as subset of attributes, then each object of the universe belongs to some information bireduct.

Proposition 12. Given a subset of attributes B ⊆  and the subsets of objects X1, … ,Xn ⊆ U such that the pairs

(X1,B), … , (Xn,B) are all the information bireducts, then U =
n⋃

i=1
Xi.

Proof. It is clear that
n⋃

i=1
Xi ⊆ U. We will prove the other inclusion by reductio ad absurdum. Given 𝑦 ∈ U, we will

suppose that 𝑦 ∉
n⋃

i=1
Xi. Therefore, 𝑦 ∉ Xi for all i ∈ {1, … ,n}. Consequently, without loss of generality, we can

suppose that there exists x1 ∈ X1 such that x1, 𝑦 are B-indiscernible. Hence, (X1∖{x1} ∪ {𝑦},B) is an information
bireduct which leads us to a contradiction, since by hypothesis (X1,B), … , (Xn,B) are all information bireducts with

B as subset of attributes and Xi ≠ X1∖{x1} ∪ {𝑦} for all i ∈ {1, … ,n} because 𝑦 ∉
n⋃

i=1
Xi. As a consequence, U ⊆

n⋃
i=1

Xi.

In conclusion, U =
n⋃

i=1
Xi.

The notion of information bireduct as well as the last property will be applied to a particular case next.

Example 13. Consider the information table given in Example 10 and the subset of attributes B = {O,T,W} ⊆  in
order to compute all information bireducts. First of all, we will calculate what objects are B-indiscernible. Taking into
account the information collected in Table 1 and applying Definition 2, we obtain

U∕I(B) ={[1]I(B), [2]I(B), [3]I(B), [4]I(B), [5]I(B),

[6]I(B), [7]I(B), [8]I(B), [9]I(B), [11]I(B),

[12]I(B), [14]I(B)}

where [3]I(B) = {3,13}, [4]I(B) = {4,10} and the other classes are the trivial classes.
Therefore, according to Definition 3, the pairs of objects 3, 13 and 4, 10 are B-indiscernible and the other pairs of

objects are B-discernible. Notice that, removing from U an object of each pair 3, 13 and 4, 10, we obtain the following
sets U∖{10,13}, U∖{3,10}, U∖{4,13} and U∖{3, 4}, which are all B-inextensible subsets of objects by construction.
Consequently, by Definition 11, the candidates to information bireducts are the pairs (U∖{10,13},B), (U∖{3,10},B),
(U∖{4,13},B) and (U∖{3, 4},B).

On the other hand, B must be X-irreducible, with X ∈ {U∖{10,13},U∖{3,10},U∖{4,13},U∖{3, 4}}, in order to
satisfy the conditions required in the notion of information bireduct. It can be seen immediately that the objects 1,2
are {O,T}-indiscernible, the objects 1,8 are {O,W}-indiscernible and the objects 5,9 are {T,W}-indiscernible. Hence,
for every of the four possibilities for X , there is no B′ ⊂  with B′ ⊂ B such that all pairs x, 𝑦 ∈ X are B′-discernible,
that is, B is X-irreducible. Therefore, we can ensure that (U∖{10,13},B), (U∖{3,10},B), (U∖{4,13},B) and (U∖{3, 4},B)
are all the information bireducts.

Finally, according to Proposition 12, it is straightforwardly obtained that each object belongs to some information
bireduct, that is,

U = U∖{10,13}
⋃

U∖{3,10}
⋃

U∖{4,13}
⋃

U∖{3, 4}

Therefore, the set of information bireducts with a fixed subset of attributes B allows the division of information tables
into subtables, which are non-redundant and each object is represented in at least one of these subtables, so no information
is lost. In this way, it is possible to rebuild the original table by using the generated subtables. Moreover, an important
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8 CHACÓN-GÓMEZ ET AL.

TABLE 5 Table associated with (U,,,) given in Example 15 Person Height Age Gender
1 Medium Young Woman
2 Medium Young Woman
3 Medium Young Man
4 Short Old Woman

particular case is when the subset of attributes B is a reduct of . In this case, each information subtable contains the
same information that the original table, providing a great representation of the database.

Next, two particular cases of information bireducts are introduced. The first one was already proved in
Benítez-Caballero et al,26 and it relates the notion of reduct to the notion of information bireduct.

Proposition 14 (Benítez-Caballero et al.26). Given B ⊆ , if the pair (U,B) is an information bireduct, then B is a
reduct of .

Since (U,B) is an information bireduct, we can conclude that B distinguishes all the objects of U and for each subset
B′ ⊆ B there exists xB′ , 𝑦B′ ∈ U such that they are B′-indiscernible. As a consequence, B is a reduct of . However, if B
is a reduct, there may have objects that B is not able to distinguish because  do not distinguish them. Therefore, the
reciprocal of the last property is not true in general, as it is illustrated in the following example.

Example 15. Let (U,,,) be the information table represented in Table 5, where the set of objects U =
{1, 2, 3, 4} represents patients, the set of attributes is given by  = {Height(h),Age (a),Gender (g)}.

From Table 5 it is easy to see that the equality I({h, g}) = I() holds, since U∕I() = U∕I({h, g}) =
{[1]I(), [3]I(), [4]I()} where [1]I() = {1, 2} and the other classes are the trivial classes. Notice that [1]I({h}) =
{1, 2, 3} ≠ [1]I({h,g}) and [1]I({g}) = {1, 2, 4} ≠ [1]I({h,g}), then attributes h and g are indispensable. Therefore, by using
Definition 4, we conclude that {h, g} is a reduct of. Now, we will show that (U, {h, g}) is not an information bireduct,
that is, the counterpart of Proposition 14 is not satisfied.

The pair of objects 1,2 are {h, g}-indiscernible whereas the other pairs of objects are {h, g}-discernible. As a con-
sequence, all information bireducts with {h, g} as subset of attributes are ({1, 3, 4}, {h, g}) and ({2, 3, 4}, {h, g}).
Therefore, (U, {h, g}) is not an information bireduct.

As it is showed in the previous example, reducts play an important role in the calculus of information bireducts. Now,
we present the result that summarizes this property.

Proposition 16. Given B ⊆ , if B is a reduct of  then there exists X ⊆ U such that (X ,B) is an information bireduct.

Proof. Suppose that B is a reduct of . Consider a subset of objects X ⊆ U such that each pair of objects x, 𝑦 ∈ X are
B-discernible and X is B-inextensible. On the other hand, since B is a reduct of, for each B′ ⊂ B there exist xB′ , 𝑦B′ ∈ X
B-discernible and B′-indiscernible. As a consequence, B is X-irreducible and (X ,B) is an information bireduct.

Thanks to this result, it is possible to relate the notion of information bireduct to the notion of reduct. Therefore, if
a reduct B of an information table is known, a non-redundant subtable can be built by using this subset of attributes
and which contains the same information as the original table. Thus, the reduction given by a bireduct associated
with a reduct is equivalent to the first and the third steps of Pawlak three-step rough set analysis.

In the next result, we study information bireducts whose subset of attributes is the total set , obtaining a double
equivalence between information bireducts and reducts of .

Corollary 17. There exists X ⊆ U such that (X ,) is an information bireduct if and only if  is a reduct of .

Proof. Suppose that (X ,) is an information bireduct. Hence, each pair x, 𝑦 ∈ X are -discernible. We will prove that
 is a reduct of  by reductio ad absurdum. Suppose that there exists B ⊂  being B a reduct of . Then, I(B) = I().
Therefore, each pair x, 𝑦 ∈ X are B-discernible, obtaining a contradiction because  is X-irreducible.

The counterpart is obtained from Proposition 16.

From Corollary 17, we can conclude that the reciprocal of Proposition 16 is only satisfied when B = .
Next result studies information bireducts whose subset of attributes is the empty set, that is, there are no attribute to

distinguish the elements in the subset of objects.
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CHACÓN-GÓMEZ ET AL. 9

Proposition 18. Let (X ,B) be an information bireduct, with X ⊆ U and B ⊆ . Then B = ∅ if and only if X = {x} for
all x ∈ U.

Proof. Suppose B = ∅ and there exist x, 𝑦 ∈ X such that x ≠ 𝑦. By hypothesis (X ,∅) is an information bireduct,
then we obtain that x, 𝑦 are ∅-discernible. This fact lead us to a contradiction, since each pair of objects in U
are ∅-indiscernible. Consequently, X = {x} for all x ∈ U.

Now, we prove the counterpart supposing that X = {x} for all x ∈ U. By hypothesis (X ,B) is an information bireduct,
then X is B-inextensible and we obtain that x, 𝑦 are B-indiscernible for all 𝑦 ∈ U. Therefore, for every B′ ⊆ B, we have
that x, 𝑦 are B′-indiscernible for all 𝑦 ∈ U. Since B is X-irreducible, it implies that B = ∅.

Consequently, when there exists a subset of attributes B ⊆  that cannot discern any pair of objects, we cannot find
any information bireducts with any subset B′ ⊆ B as subset of attributes, with the exception of the empty set. If the subset
of attributes considered is the empty set, which cannot discern objects, then each object must be taken individually.

The study of particular cases of information bireducts is concluded remarking that there are no information bireducts
whose subset of objects is the empty set. This occurs because we can always consider at least one object, as it is shown in
Proposition 18.

This section finishes highlighting a feature of Definition 11 which could be strange in some practical examples.
Notice that, if there exist x, 𝑦 ∈ U such that [x]I() = [𝑦]I() then x, 𝑦 are B-indiscernible, for all B ⊆ , as a conse-
quence x, 𝑦 cannot belong to the same information bireduct (X ,B). However, the choice of B has not caused x, 𝑦 to be
B-indiscernible due to they are -indiscernible. Since this fact is independent of B, it has no sense considering these
objects to compute the information bireducts. This fact would lead us to obtain two information bireducts whose only
difference is that one of them contains the object x and the other one the object 𝑦, being in essence exactly the same
information provided by both bireducts. In order to avoid this redundancy, another type of bireducts defined in
information tables could be considered taking into account this fact. For that, next definition proposes to include all
-indiscernible objects in equivalence classes so they can belong to a same information bireduct.

Definition 19. Let (U,,,) be an information table. An information table reduced by classes is a tuple
(U∗,s,s ,s) such that U∗ = {[x]I()|x ∈ U}, s =  ∪ {s} with s ∉ , s = {Va|a ∈ s} being Va the set
of values associated with the attribute a over U∗, and s is the set which collects the mappings associated with each
a ∈  defined as

a∗ ∶ U∗ → Va
[x]I() → ā(x)

and the mapping associated with the attribute s defined as

s̄ ∶ U∗ → Vs
[x]I() → card([x]I())

Notice that the attribute s provides the number of objects -indiscernible with x and Vs ⊂ N.
Following the same philosophy that the last two results, we present the following properties of information tables

reduced by classes.

Proposition 20. Let (U∗,s,s ,s) be an information table reduced by classes and B ⊆ . The pair (U∗,B) is an
information bireduct if and only if B is a reduct of .

Proof. Suppose that B is a reduct of. Given x∗, 𝑦∗ ∈ U∗, by the definition of U∗, we have that x∗, 𝑦∗ are-discernible.
Since I() = I(B) because B is a reduct, then we deduce that x∗, 𝑦∗ are B-discernible. Therefore, the pair (U∗,B) is an
information bireduct.

The counterpart is obtained from Proposition 14 taking into account that the elements of U∗ are the classes [x]I(),
for all x ∈ U.

The last property shows that the information tables considered in Benítez-Caballero et al26 are actually information
tables reduced by classes.

Proposition 21. Let (U∗,s,s ,s) be an information table reduced by classes and (X ,B) be an information bireduct,
with X ⊆ U∗, B ⊆ . Then B = ∅ if and only if X = [x]I() for all x ∈ U.
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10 CHACÓN-GÓMEZ ET AL.

Proof. The proof is obtained directly by Proposition 18, taking into account that the elements of U∗ are the classes
[x]I(), for all x ∈ U.

The previous properties and examples highlight the need of studying information bireducts for a useful management of
information in data analysis. Now, we carry out the study of decision bireducts following a similar structure to this section.

3.2 Decision bireducts
Decision bireducts are useful to analyze if a group of different subsets of attributes classifies suitably a subset of objects in
an easier way.19,24,25 Now, a decision table (U,d,d ,d) will be fixed. The formal notion of decision bireduct together
with an illustrative example are given below.

Definition 22. Given X ⊆ U and B ⊆ , we say that the pair (X ,B) is a decision bireduct if every pair x, 𝑦 ∈ X is
B-discernible when they are d-discernible, B is X-irreducible and X is B-inextensible with respect to this property.

It is important to emphasize that decision bireducts generate decision subtables where there are no contradictions.
Therefore, this notion is very useful for decision-making. Next, we illustrate this notion in the following example.

Example 23. Consider the decision table given in Example 10 and the subset of attributes B = {O,T,H} ⊆  in
order to compute all decision bireducts with subset of attributes B. Taking into account the information contained in
Table 3 and applying Definition 2, we obtain

U∕I(B) ={[1]I(B), [3]I(B), [4]I(B), [5]I(B), [7]I(B), [8]I(B), [9]I(B), [10]I(B), [11]I(B), [12]I(B), [13]I(B)}

where [1]I(B) = {1, 2}, [4]I(B) = {4,14}, [5]I(B) = {5, 6} and the other classes are the trivial classes. Recall that

U∕I({d}) = {[1]I({d}), [3]I({d})}

where [1]I({d}) = {1, 2, 6, 8, 14}, [3]I({d}) = {3, 4, 5, 7, 9,10, 11,12, 13}. Therefore, it is easy to see that the pairs of objects
4,14 and 5,6 are the only d-discernible and B-indiscernible objects simultaneously. Hence, these pairs of objects cannot
appear in the same decision bireduct.

If we withdraw an object of each pair 4,14 and 5,6 from U, we obtain the sets U∖{6,14}, U∖{5,14}, U∖{4, 6} and
U∖{4, 5} which are B-inextensible by construction. Moreover, all objects included in these sets are B-discernible
when they are d-discernible. As a result, by Definition 22, the candidates to decision bireducts are (U∖{6,14},B),
(U∖{5,14},B), (U∖{4, 6},B) and (U∖{4, 5},B). In order to guarantee that they are actually decision bireducts, we need
to see that B is X-irreducible, being X ∈ {U∖{6,14},U∖{5,14},U∖{4, 6},U∖{4, 5}}.

From Table 3 and the classes of the quotient sets U∕I({d}) and U∕I(B), we can ensure that

• The pairs of objects 8,11 and 10,14 are B-discernible, d-discernible and {O,T}-indiscernible.
• The pairs of objects 1,3; 2,3; 4,8; 8,12; 6,7; 6,9 and 12,14 are B-discernible, d-discernible and {T,H}-indiscernible.
• The pair of objects 6,10 are B-discernible, d-discernible and {O,H}-indiscernible.

With respect to the two first items, we have that at least one pair appears in all candidates to decision bireduct.
Therefore, attributes H and O cannot be removed from any candidate. In addition, the pair of objects 6,10 only appear
in candidates (U∖{5,14},B) and (U∖{4, 5},B), so that it is not possible to eliminate the attribute T in (U∖{5,14},B)
and (U∖{4, 5},B).

Consequently, B is X-irreducible only for the pairs (U∖{5,14},B) and (U∖{4, 5},B) and then, they are the only
decision bireducts whose subset of attributes is B. We also have that (U∖{6,14}, {O,H}), and (U∖{4, 6}, {O,H}) are
decision bireducts.

It is important to mention that Proposition 12 is not satisfied by decision bireducts. In fact, the previous example is a
counterexample. Specifically, we have that object 5 does not belong to any decision bireduct with B as subset of attributes.

On the other hand, next result makes easier the computation of decision bireducts thanks to the notion of positive
region.

Proposition 24. Given X ⊆ U and B ⊆ , if the pair (X ,B) is a decision bireduct then POSB({d}) ⊆ X.
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CHACÓN-GÓMEZ ET AL. 11

Proof. Let (X ,B) be a decision bireduct. We will prove that POSB({d}) ⊆ X by reductio ad absurdum. Let x ∈
POSB({d}) such that x ∉ X . As (X ,B) is a decision bireduct, the subset X is B-inextensible. Then, there exists 𝑦 ∈ X
such that x, 𝑦 are d-discernible and B-indiscernible. As a consequence, [x]I(B) ⊈ [x]I({d}). Therefore, x ∉ POSB({d}),
obtaining a contradiction.

This result allows to simplify the procedure to obtain decision bireducts, since the positive region is very useful to the
construction of the subset of objects X . On the other hand, it is important to emphasize that the inclusion is usually
strict, that is POSB({d}) ≠ X . For instance, in Example 23, (U∖{5,14},B) and (U∖{4, 5},B) are all decision bireducts with
B = {O,T,H} as subset of attributes. In addition, from the computation of U∕I({d}) and U∕I(B) it is easy to see that
POSB({d}) = U∖{4, 5, 6,14}. Therefore, in both cases, POSB({d}) ≠ X .

Following the same scheme of the previous section, we introduce a result which relates the definitions of decision
bireduct and d-reduct.

Proposition 25. Let B ⊆  be a subset of attributes. If the pair (U,B) is a decision bireduct then POSB({d}) = U.
Moreover, B is a d-reduct of .

Proof. First of all, we will prove that POSB({d}) = U. Clearly, POSB({d}) ⊆ U. Now, given x ∈ U and 𝑦 ∈ [x]I(B) ⊆ U,
we have that x, 𝑦 are B-indiscernible. Since (U,B) is a decision bireduct, then x, 𝑦 are also d-indiscernible. Therefore,
𝑦 ∈ [x]I({d}). Consequently, [x]I(B) ⊆ [x]I({d}) which implies that x ∈ POSB({d}). Hence, the equality POSB({d}) = U
holds.

Furthermore, we must prove that B is a d-reduct of . First of all, notice that POS({d}) = U since POSB({d}) ⊆
POS({d}). Now, we will prove the irreducibility condition by reductio ad absurdum. We suppose that there exists
B′ ⊂ B such that POSB′ ({d}) = POSB({d}) = U. Since (U,B) is a decision bireduct, we obtain that for each B′ ⊂ B there
exist xB′ , 𝑦B′ ∈ U such that they are d-discernible, B-discernible and B′-indiscernible. As a consequence, xB′ , 𝑦B′ ∈
POSB({d}) but xB′ , 𝑦B′ ∉ POSB′ ({d}). Hence, POSB({d}) ≠ POSB′ ({d}), obtaining a contradiction. As a result, B is
d-independent and therefore B is a d-reduct of .

The following example shows that B be a d-reduct of  is not enough to ensure that (U,B) is a decision bireduct.

Example 26. We consider the information table of Example 15, and we add a decision attribute {d} = {Test (t)}which
represents a medical test. This decision table is represented in Table 6.

Consider the subset of attributes B = {h, g}. It is easy to see that

U∕I({d}) ={[1]I({d}), [2]I({d})}

U∕I(B) ={[1]I(B), [3]I(B), [4]I(B)}

where [1]I({d}) = {1, 3}, [2]I({d}) = {2, 4}, [1]I(B) = {1, 2} and the other classes are the trivial classes. In addition, in
Example 15, we showed that U∕I() = U∕I(B). Hence, it is obtained that POS({d}) = POSB({d}) = {3, 4}. On the
other hand, it is easy to see that POS{h}({d}) = {4} and POS{g}({d}) = {3}, so both attributes are d-indispensable
in B, and therefore, B is a d-reduct of . However, since POSB({d}) = {3, 4} ≠ U, by Proposition 25, we obtain that
(U,B) is not a decision bireduct. Indeed, in this case, there is no subset of objects X ⊆ U such that (X ,B) is a decision
bireduct, as we show next.

We have that the pair of objects 1,2 are B-indiscernible and d-discernible, whereas the other pairs of objects
are B-discernible if they are d-discernible. As a consequence, the only candidates to decision bireduct with B as
subset of attributes are ({1, 3, 4},B) and ({2, 3, 4},B). However, it is easy to see that B is not X-irreducible with
X ∈ {{1, 3, 4}, {2, 3, 4}} because ({1, 3, 4}, {h}) and ({2, 3, 4}, {g}) are decision bireducts. Therefore, since B is a
d-reduct of  and does not exist X ⊆ U such that (X ,B) is a decision bireduct, we have that Proposition 16 is not true
for decision tables.

Height Age Gender Test
1 Medium Young Woman +
2 Medium Young Woman −
3 Medium Young Man +
4 Short Old Woman −

TABLE 6 Table associated with the decision table (U,d,d
,d) given in Example 26

 10991476, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

m
a.8597 by U

niversidad D
e C

adiz, W
iley O

nline L
ibrary on [04/11/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



12 CHACÓN-GÓMEZ ET AL.

TABLE 7 Table associated with the decision table (U,d,d
,d) given in Example 26

modified
Height Age Gender Test

1 Medium Young Woman +
2 Medium Young Woman −
3 Medium Young Man +
4 Short Old Woman −
5 Medium Old Woman +
6 Medium Old Woman −

In addition, we will show that Corollary 17 is not true in decision tables. With this purpose, we add two objects to
the original table. This decision table is represented in Table 7.

We will show that ({2, 3, 4, 5},) is a decision bireduct. From Table 7, it is easy to see that all elements in {2, 3, 4, 5}
are -discernible if they are d-discernible. In addition, {2, 3, 4, 5} is -inextensible because the pairs of objects 1, 2
and 5,6 are d-discernible and -indiscernible.

Now, we will prove that  is {2, 3, 4, 5}-irreducible. On the one hand, the pair of objects 2, 3 are {h, a}-indiscernible
and d-discernible, so that the attribute g is necessary to distinguish these objects. On the other hand, objects
4, 5 are {a, g}-indiscernible and d-discernible, so that the attribute h is also necessary. Finally, the objects
2, 5 are {h, g}-indiscernible and d-discernible, so the attribute a is also necessary. As a consequence,  is
{2, 3, 4, 5}-irreducible and therefore ({2, 3, 4, 5},) is a decision bireduct.

To conclude, we will show that  is not a d-reduct of . As we have mentioned, the pairs of objects 1,2 and 5,6
are the only pairs of objects d-discernible and -indiscernible. Therefore, POS({d}) = {3, 4}. On the other hand, as
[3]I({h,g}) = {3} and [4]I({h,g}) = {4} and POS{h,g}({d}) ⊆ POS({d}) it is obtained that POS{h,g}({d}) = POS({d}) =
{3, 4}. Finally, we obtain that 3 ∉ POS{h}({d}) due to [3]I({h}) = U∖{4}. As a consequence, the attribute g is indispens-
able in {h, g}. For the same reason, 4 ∉ POS{g}({d}) and the attribute h is indispensable in {h, g}. Therefore, {h, g} is
a d-reduct of . Therefore, there exists X ⊆ U such that (X ,) is a decision bireduct and  is not d-reduct of , and
so Corollary 17 is not true in decision tables.

The next result recalls that, if a decision table satisfies that POS({d}) = U then the reciprocal of Proposition 25 is true,
as it is showed in Stawicki et al.25

Proposition 27 (Stawicki et al.25). Let (U,d,d ,d) be a decision table such that POS({d}) = U and B ⊆ . Then,
the pair (U,B) is a decision bireduct if and only if B is a d-reduct of .

Notice that, the decision table given in Example 10 satisfies the equality POS({d}) = U. Taking into account the set of
attributes B = {O,H,W}, we obtained that {O,H,W} is a d-reduct of  in the aforementioned example. Then, applying
Proposition 27, we can ensure that (U, {O,H,W}) is a decision bireduct.

The following property studies the connection between the indiscernibility classes of the objects in a decision table and
the bireducts with no attribute.

Proposition 28. Let (X ,B) be a decision bireduct with X ⊆ U and B ⊆ . Then, B = ∅ if and only if X = [x]I({d}) for all
x ∈ U.

Proof. Suppose that B = ∅. Hence, each pair of objects x, 𝑦 ∈ X are B-indiscernible. Therefore, since (X ,B) is a
decision bireduct, each pair of objects x, 𝑦 ∈ X must be d-indiscernible. As a consequence, X = [x]I({d}) for all x ∈ U.

We suppose now X = [x]I({d}) for all x ∈ U. By hypothesis, every x, 𝑦 ∈ X are d-indiscernible. Therefore, since B
does not need to discern any pair of objects, by the irreducibility condition of B, this set must be the empty set.

Notice that, unlike to information bireducts, a table reduced by classes is not needed.
The correspondence between the set of objects X of a decision bireduct (X ,∅) and the indiscernibility classes [x]I({d}),

for all x ∈ U, is illustrated below.

Example 29. Considering the subsets of objects X1 = {1, 2, 6, 8, 14} and X2 = {3, 4, 5, 7, 9,10, 11,12, 13} of the decision
table given in Example 10, from the information displayed in Table 3, it is easy to see that (X1,∅) and (X2,∅) are all
decision bireducts with the empty set as subset of attributes. In addition, taking into account the computations carried
out in Example 23, we have that [1]I({d}) = {1, 2, 6, 8, 14} and [3]I({d}) = {3, 4, 5, 7, 9,10, 11,12, 13}. As a consequence,
comparing these subsets of objects with the decision bireducts (X1,∅) and (X2,∅), we obtain clearly a correspondence
between the sets of objects Xi with i ∈ {1, 2} and the indiscernibility classes [x]I({d}) for all x ∈ U.
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CHACÓN-GÓMEZ ET AL. 13

3.3 U-decision bireducts
This section continues our study of decision bireducts taking into account an alternative definition, which also has been
studied in previous works.19,24,25 In addition, we will show some interesting results about this definition.

Definition 30. Given X ⊆ U and B ⊆ , we say that the pair (X ,B) is a U-decision bireduct if every pair x ∈ X , 𝑦 ∈ U
are B-discernible when they are d-discernible, B is X-irreducible and X is B-inextensible with respect to this property.

Notice that, this definition is more restrictive than Definition 22 since each object x ∈ X is compared with each object
𝑦 ∈ U. As a consequence, in the decision subtables generated by U-decision bireducts there is no element triggering a
contradiction in the original decision table. Now, we will clarify this definition in the following example.

Example 31. Consider the decision table given in Example 10 and the subset of attributes B = {O,T,H} ⊆ . As
we mentioned in Example 23, the pair of objects 4,14 and 5,6 are the only objects d-discernible and B-indiscernible.
As a consequence, none of these pairs of elements should be considered, because in the definition of U-decision
bireduct every object in X is compared with any object in the universe U. Hence, none of them can appear in a
U-decision bireduct. Therefore, according to Definition 30, the unique candidate to U-decision bireduct with B as
subset of attributes is (U∖{4, 5, 6,14},B).

Clearly, all objects are B-discernible if they are d-discernible and the subset of objects is B-inextensible
by construction. Following the same reasoning that the one given in Example 23, we can ensure that B is
U∖{4, 5, 6,14}-irreducible. Therefore, according to Definition 30, (U∖{4, 5, 6,14},B) is a U-decision bireduct.

Continuing in the same line that the previous sections, we will show some technical properties related to U-decision
bireducts.

Proposition 32. Given (X ,B) a U-decision bireduct, where X ⊆ U and B ⊆ , the following equivalence holds:

x ∈ X if and only if [x]I(B) ⊆ [x]I({d})

Proof. Supposing that x ∈ X , we prove that [x]I(B) ⊆ [x]I({d}). Since x ∈ X , for every 𝑦 ∈ U, if x, 𝑦 are d-discernible then
they are B-discernible. Let z ∈ [x]I(B), then x, z are B-indiscernible and, as a consequence, they are d-indiscernible.
Therefore, z ∈ [x]I({d}).

Now, suppose that [x]I(B) ⊆ [x]I({d}) and 𝑦 ∈ U such that x, 𝑦 are d-discernible. Then 𝑦 ∉ [x]I({d}). Therefore,
𝑦 ∉ [x]I(B) and x, 𝑦 are B-discernible. Taking into account that X is B-inextensible, we can ensure that x ∈ X .

It is convenient to emphasize the importance of this result. Specifically, we deduce that x ∈ X if and only if there is no
other object 𝑦 ∈ U such that x, 𝑦 are B-indiscernible and d-discernible. Consequently, Proposition 32 proves that if there
exists a U-decision bireduct with B ⊆  as subset of attributes that is the unique U-decision bireduct with B as subset of
attributes. In addition, from Proposition 32, we can deduce that if (X ,B) is a U-decision bireduct, then X = POSB({d})
because POSB({d}) = {x ∈ U|[x]I(B) ⊆ [x]I({d})}. In this case, we can compute U-decision bireducts in an easier way than
decision bireducts, since Proposition 32 is more powerful than Proposition 24.

On the other hand, it is possible to obtain a stronger relationship between the positive region and U-decision bireducts,
allowing the calculus of these bireducts through the positive region, as it is showed in Stawicki et al.25

Proposition 33 (Stawicki et al.25). Let (U,d,d ,d) be a decision table such that X ⊆ U and B ⊆ . Then (X ,B) is
a U-decision bireduct if and only if X = POSB({d}) and there is no subset B′ ⊂ B such that POSB′ ({d}) = POSB({d}).

Analogously to decision bireducts, we introduce a result which relates the definitions of U-decision bireduct to d-reduct.

Proposition 34. Given B ⊆ , if the pair (U,B) is a U-decision bireduct then POSB({d}) = U. Moreover, B is a d-reduct
of .

Proof. The proof is straightforwardly obtained from Proposition 33.

Just like it occurs in Proposition 25, the reciprocal of the last property is not true in general. Coming back to Example 26,
from Table 6, we deduce that B = {h, g} is a d-reduct of . Therefore, there is no subset B′ ⊂ B such that POSB′ ({d}) =
POSB({d}). Taking into account that POSB({d}) = {3, 4} and applying Proposition 33, we obtain that ({3, 4},B) is the
U-decision bireduct with B as subset of attributes.

Equivalent results to Proposition 16 and Corollary 17 for decision tables are deduced from Proposition 33.
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14 CHACÓN-GÓMEZ ET AL.

Proposition 35. Given B ⊆ , if B is a d-reduct of  then there exists X ⊆ U such that (X ,B) is a U-decision bireduct.

Proof. The proof is straightforwardly obtained from Proposition 33.

Corollary 36. There exists X ⊆ U such that (X ,) is a U-decision bireduct if and only if  is a d-reduct of .

Proof. The proof is straightforwardly obtained from Proposition 33.

The reciprocal of Proposition 34 is true when a decision table satisfies that POS({d}) = U, as it is showed in Stawicki
et al.25

Proposition 37 (Stawicki et al.25). Let (U,d,d ,d) be a decision table such that POS({d}) = U and B ⊆ . Then,
the pair (U,B) is a U-decision bireduct if and only if B is a d-reduct of .

Finally, we introduce the result which studies U-decision bireducts whose subset of attributes is B = ∅.

Proposition 38. Let X ⊆ U, B ⊆  and (X ,B) be a U-decision bireduct. Suppose that there exist x, 𝑦 ∈ U such that
𝑦 ∉ [x]I({d}). Then, B = ∅ if and only if X = ∅.

Proof. First of all, we suppose B = ∅. By Proposition 32, X ≠ ∅ if and only if there exists x ∈ U such that [x]I(∅) ⊆

[x]I({d}). However, [x]I(∅) = U and, by hypothesis 𝑦 ∉ [x]I({d}), then we deduce that [x]I({d}) ≠ U. Then X = ∅.
Now, we suppose X = ∅. Then, by Proposition 32, [x]I(B) ⊈ [x]I({d}) for all x ∈ U. On the other hand, if B′ ⊆ B then

[x]I(B) ⊆ [x]I(B′) ⊈ [x]I({d}). Therefore, since [x]I(∅) ⊈ [x]I({d}), by the irreducibility condition of B, this set must be the
empty set.

Hence, several properties of the three different classes of bireducts have been studied, which have shed more light on
the notion of bireduct. Next section compares bireducts with another useful notion: value reduct.

4 RELATION BETWEEN VALUE REDUCTS AND BIREDUCTS

This section is devoted to study the relationships among the different notions of value reducts and bireducts. The impor-
tance of this study lies on the comparison of two notions originally independent, so that the study is divided into three
different parts depending on the different notions of bireduct in information tables and in decision tables.

4.1 Relation between information value reducts and information bireducts
This first part focuses on information tables in order to connect information value reducts and information bireducts, that
is, Definitions 5 and 11. In this section, an information table (U,,,) will be fixed. Next result studies the belonging
of objects to information bireducts by using the notion of value reduct.

Proposition 39. Let x ∈ U and B ⊆  be a value reduct of  for x. Then, for each 𝑦0 ∈ [x]I() there exists (X𝑦0 ,B)
information bireduct such that 𝑦0 ∈ X𝑦0 . Indeed, all information bireducts (X ,B) satisfy that [x]I() ∩ X ≠ ∅.

Proof. Given B ⊆  being B a value reduct of  for x ∈ U, we will prove that there exists (X0,B) information bireduct
with 𝑦0 ∈ X0 being 𝑦0 ∈ [x]I(). Now, we consider the set X ′

0 = {𝑦0} and we add to X ′
0 all objects satisfying that they are

B-discernible among them, so that the new obtained set X0 be B-inextensible. In this way, we have that X0 is maximal.
Now, we will prove that B is X0-irreducible by reductio ad absurdum. We suppose that there exists B′ ⊂ B such that,
for all 𝑦, z ∈ X0, we have that 𝑦, z are B′-discernible. Since B is a value reduct of  for x, we deduce that [x]I(B′) ≠ [x]I(B).
Specifically, [x]I(B) ⊆ [x]I(B′) but [x]I(B′) ⊈ [x]I(B). Therefore, there exists w ∈ [x]I(B′) such that w ∉ [x]I(B). In addition,
as 𝑦0 ∈ [x]I(), we obtain that [x]I(B′) = [𝑦0]I(B′) and [x]I(B) = [𝑦0]I(B). We distinguish two cases:

• If w ∈ X0, since 𝑦0,w are B′-indiscernible, we obtain a contradiction.
• If w ∉ X0, since X0 is B-inextensible by construction, there exists z ∈ [w]I(B) such that z ∈ X0. Then the following

chain holds:
z ∈ [w]I(B) ⊆ [w]I(B′) = [x]I(B′) = [𝑦0]I(B′)

which lead us to conclude that 𝑦0, z are B′-indiscernible, obtaining again a contradiction.
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CHACÓN-GÓMEZ ET AL. 15

In any case, B is X0-irreducible and, as a consequence, (X0,B) is an information bireduct with 𝑦0 ∈ X0 being 𝑦0 ∈
[x]I().

Now, we will prove that for each information bireduct (X ,B) there exists 𝑦 ∈ [x]I() such that 𝑦 ∈ X . We will prove
it by reductio ad absurdum. Given (X ′,B) an information bireduct, suppose that for each 𝑦 ∈ [x]I(), we obtain that
𝑦 ∉ X ′. Then, given 𝑦 ∈ [x]I(), there exists z ∈ X ′ such that 𝑦, z are B-indiscernible, that is, z ∈ [𝑦]I(B). Since B is a value
reduct of  for x, we deduce the equality [x]I(B) = [x]I(). As 𝑦 ∈ [x]I(), we have [𝑦]I() = [x]I() and [𝑦]I(B) = [x]I(B)
too. Hence, the following chain of equalities holds:

[𝑦]I() = [x]I() = [x]I(B) = [𝑦]I(B) = [z]I(B)

which implies that z ∈ [x]I(), and as z ∈ X ′, this fact contradicts the supposition considered on (X ′,B).

In the particular case of [x]I() = {x}, the last result is simplified as follows.

Corollary 40. Given B ⊆  and x ∈ U such that [x]I() = {x} with B value reduct of  for x, then every information
bireduct (X ,B) satisfies that x ∈ X.

Proof. The proof follows from Proposition 39 considering that [x]I() = {x}.

This corollary allows to ensure that, given a value reduct for a certain object x, then x belongs to all information bireducts
whose subset of attributes is the aforementioned value reduct. This fact is illustrated by means of the following example.

Example 41. Coming back to Examples 10 and 13, we can ensure that [x]I() = {x} for all x ∈ U, so that we are in
the environment of Corollary 40, as well as B = {O,T,W} is a value reduct of  for the object 5 and (U∖{10,13},B),
(U∖{3,10},B), (U∖{4,13},B) and (U∖{3, 4},B) are all the information bireducts, with B as subset of attributes. Clearly,
we obtain that

U∖{3, 4, 10,13} = U∖{10,13}
⋂

U∖{3,10}
⋂

U∖{4,13}
⋂

U∖{3, 4}

and object 5 belongs to all information bireducts.

Next result shows the close relationship between the notions of value reducts and information bireducts. Specifically,
we provide the required conditions to the subsets of objects of all information bireducts with B as subset of attributes, in
order to guarantee the existence of a subset B′ ⊆ B being a value reduct of , and vice versa.

Proposition 42. Given B ⊆ , X1, … ,Xn ⊆ U and x ∈ U such that (X1,B), … , (Xn,B) are all the information
bireducts with B as subset of attributes. Then for each i ∈ {1, … ,n} there exists 𝑦i ∈ [x]I() such that 𝑦i ∈ Xi if and only
if there exists B′ ⊆ B such that B′ is a value reduct of  for x.

Proof. Supposing that for each Xi there exists 𝑦i ∈ [x]I() such that 𝑦i ∈ Xi, we will prove that there exists B′ ⊆ B such
that B′ is a value reduct of  for x. The proof will be done by reductio ad absurdum. We suppose that B′ ⊆ B is not a
value reduct of for x, for all B′ ⊆ . Then [x]I(B′) ≠ [x]I() and since [x]I() ⊆ [x]I(B′), there exists z ∈ [x]I(B′) satisfying
z ∉ [x]I(). In particular, considering B′ = B, we obtain x, z are B-indiscernible, that is, 𝑦i, z are B-indiscernible for all

𝑦i ∈ [x]I(). Therefore, necessarily z ∉ Xi for all i ∈ {1, … ,n}. Hence, z ∉
n⋃

i=1
Xi and by Proposition 12, we have that

z ∉ U, which leads us to a contradiction.
Now, assuming that there exists B′ ⊆ B such that B′ is a value reduct of  for x, we will prove that there exists

𝑦i ∈ [x]I() such that 𝑦i ∈ Xi, for all i ∈ {1, … ,n}. By reductio ad absurdum we will suppose that there exists
i ∈ {1, … ,n}, we have that 𝑦 ∉ Xi for all 𝑦 ∈ [x]I(). Then, given 𝑦i[x]I(), there exists z ∈ Xi such that 𝑦i, z are
B-indiscernible, so z ∈ [𝑦i]I(B). Since 𝑦i ∈ [x]I(), it is obtained that [x]I(B) = [𝑦i]I(B) and [x]I(B′) = [𝑦i]I(B′). Hence, we
obtain

[x]I() ⊆ [x]I(B) = [𝑦i]I(B) ⊆ [𝑦i]I(B′) = [x]I(B′) = [x]I()

That is due to monotony of equivalence classes and because B′ is a value reduct of  for x. As a consequence, [𝑦i]I(B) =
[x]I() and then z ∈ [x]I(), obtaining a contradiction with the hypothesis considered about Xi.

Now, we include the last result in the particular case of [x]I() = {x}. Specifically, we show that if we know all the
information bireducts, associated with a fixed subset of attributes, we can delimit the study of value reducts for the objects
belonging to the intersection of these information bireducts.
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16 CHACÓN-GÓMEZ ET AL.

Corollary 43. Let B ⊆ , X1, … ,Xn ⊆ U, x ∈ U such that [x]I() = {x} and (X1,B), … , (Xn,B) all the information

bireducts with B as subset of attributes. Then x ∈
n⋂

i=1
Xi if and only if there exists B′ ⊆ B such that B′ is a value reduct of

 for x.

Proof. The proof follows from Proposition 42 due to [x]I() = {x}.

On the other hand, next example will show that the condition B′ ⊆ B is indispensable in Corollary 43, that is, B could not
be a value reduct of for x, in general. As a consequence, the mentioned condition will be also essential in Proposition 42.

Example 44. Consider the information table given in Example 10 and the subset of attributes B = {O,T,W} ⊆

. In Example 13, we calculated all information bireducts with B as subset of attributes, obtaining that they are
(U∖{10,13},B), (U∖{3,10},B), (U∖{4,13},B) and (U∖{3, 4},B). Hence, it is easy to see that object 9 belongs to all
of them.

On the other hand, from Table 2, we conclude that {O,T} is a value reduct of for the object 9. Therefore, {O,T,W}
is not a value reduct of  for the object 9 and so, we must include the condition B′ ⊆ B in Proposition 42 and in
Corollary 43.

4.2 Relation between decision value reducts and decision bireducts
This second part focuses on decision tables in order to relate d-value reducts and decision bireducts, that is, Definitions 9
and 22. From now on, a decision table (U,d,d ,d) will be fixed. First of all, we introduce a result which will be
useful later.

Lemma 45. Let B ⊆  be a d-value reduct of  for x ∈ U such that [x]I() ⊆ [x]I({d}) and (X ,B) be a decision bireduct.
If x ∈ X then [x]I(B) ⊆ X.

Proof. Given 𝑦 ∈ [x]I(B), we will prove that 𝑦 ∈ X by reductio ad absurdum. Suppose that 𝑦 ∉ X . Then, there exists
z ∈ X such that 𝑦, z are d-discernible and B-indiscernible. Since B is a d-value reduct of  for x and [x]I() ⊆ [x]I({d}),
we obtain that [x]I(B) ⊆ [x]I({d}). Hence, 𝑦 ∈ [x]I({d}). As a consequence, x, z ∈ X , they are d-discernible and
B-indiscernible, which leads us to a contradiction. Therefore, [x]I(B) ⊆ X .

Following the same scheme of the previous section, the following result studies the belonging of objects to decision
bireducts by using the notion of d-value reduct.

Proposition 46. Let B ⊆  be a d-value reduct of  for x ∈ U such that [x]I() ⊆ [x]I({d}). Then, there exists a decision
bireduct (X0,B) such that x ∈ X0 ⊆ U. Indeed, all decision bireducts (X ,B) satisfy that [x]I(B) ⊆ X.

Proof. First of all, we will prove the existence of a decision bireduct (X0,B) with x ∈ X0. The strategy followed in this
proof consists of defining a set of objects X0 ⊆ U such that (X0,B) is a decision bireduct with x ∈ X0. Consider X ′

0 = {x}.
Since B is a d-value reduct of  for x with [x]I() ⊆ [x]I({d}), we have for each a ∈ B that there exists za ∈ [x]I(B∖{a})
such that za ∉ [x]I({d}). Now, consider X ′′

0 = {x, za1 , … , za|B|}. As B is a d-value reduct of  for x and zai ∉ [x]I({d}) for
all i ∈ {1, … , |B|}, we deduce that zai ∉ [x]I(B). Then x, zai are d-discernible, B-discernible and B∖{ai}-indiscernible,
for all i ∈ {1, … , |B|}.

We suppose now that there exist 𝑗, k ∈ {1, … , |B|} such that za𝑗
, zak are d-discernible and B-indiscernible. Hence,

zak ∈
[
za𝑗

]
I(B) ⊆

[
za𝑗

]
I(B∖{a𝑗})

= [x]I(B∖{a𝑗})

Therefore, x, zak are B∖{a𝑗}-indiscernible. By construction, x, zak are also B∖{ak}-indiscernible. As a consequence, we
can consider X ′′

0 ∖{za𝑗
} so that, for each a ∈ B, there exists za ∈ X ′′

0 ∖{za𝑗
} such that x, za are d-discernible, B-discernible

and B∖{a}-indiscernible, being B X ′′
0 -irreducible. Let X ′′′

0 be the set obtained from X ′′
0 , applying the previous procedure

to every pair of d-discernible and B-indiscernible objects za𝑗
, zak . Therefore, the new obtained set X ′′′

0 satisfies that
every pair of objects d-discernible are B-discernible and B is X ′′′

0 -irreducible with respect to this property. Now, we can
increase X ′′′

0 keeping this property until the set is B-inextensible, being this last set X0. As a consequence, (X0,B) is a
decision bireduct with x ∈ X0.
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CHACÓN-GÓMEZ ET AL. 17

Now, we will prove that for each decision bireduct (X ,B) it obtains that [x]I(B) ⊆ X . First of all, we will prove that
x ∈ X by reductio ad absurdum. Let (X ′,B) be a decision bireduct such that x ∉ X ′. As X ′ is B-inextensible, there
exists 𝑦 ∈ X ′ such that x, 𝑦 are d-discernible and B-indiscernible, and therefore 𝑦 ∈ [x]I(B). Since B is a d-value reduct
of  for x, we obtain that [x]I(B) ⊆ [x]I({d}). Therefore 𝑦 ∈ [x]I({d}). As a consequence, x, 𝑦 are d-indiscernible, which
contradicts that x, 𝑦 be d-discernible. Therefore, x ∈ X and applying Lemma 45, [x]I(B) ⊆ X .

Notice that the assumption [x]I() ⊆ [x]I({d}) is not restrictive since otherwise the objects in the class [x]I() do not classify
correctly (they have different decisions) and so, reducing attributes is meaningless. Indeed, in this case it is necessary to
increase the number of attributes to obtain a better classification.

Hence, this proposition guarantees that given a d-value reduct for a certain object x, then x belongs to all decision
bireducts whose subset of attributes is the aforementioned d-value reduct. This fact is exemplified below.

Example 47. Returning to Example 10, we have that B = {O,H} is a d-value reduct of {O,T,H} and a d-value
reduct of  for the object 1. In addition, following a similar procedure to the one given in Example 23, we have
that (U∖{4, 6},B), (U∖{6,14},B), (U∖{4, 5, 10},B) and (U∖{5,10, 14},B) are all decision bireducts with B = {O,H} as
subset of attributes. Clearly, object 1 belongs to all of them, as Proposition 46 states.

To finish this section, it is important to emphasize that a similar result to Proposition 42 is not verified to decision
bireducts. From the computations of Example 23, we have that (U∖{5,14}, {O,T,H}) and (U∖{4, 5}, {O,T,H}) are all
decision bireducts with {O,T,H} as subset of attributes. Hence, it is easy to see that the object 6 belongs to all of them.

On the other hand, from Table 4, we have that {O,W} is a d-value reduct of  for the object 6 and the pair of objects
5,6 are d-discernible and {O,T,H}-indiscernible. Therefore, {O,T,H} is not a d-value reduct of  for the object 6. As a
consequence, the attribute W must belong to all d-value reducts of  for the object 6. Following an analogous reasoning
with the pair of objects 6,7 and the subset of attributes {T,H,W} we can conclude that the attribute O must belong to all
d-value reducts of  for the object 6. In short, since both attributes, O and W , must belong to all d-value reducts of  for
the object 6 and {O,W} is a d-value reduct, we can conclude that {O,W} is the unique d-value reduct of  for the object
6. Since the object 6 belongs to all decision bireducts with {O,T,H} as subset of attributes, {O,W} is the unique d-value
reduct of  for the object 6 and {O,W} ⊈ {O,T,H}, we conclude that if an object x belongs to all decision bireducts with
a fixed subset of attributes B, then it may not exist B′ ⊆ B with B′ a d-value reduct of  for the object x. As a consequence,
an analogous result to Proposition 42 for decision tables is not verified to decision bireducts.

4.3 Relation between decision value reducts and U-decision bireducts
This section finishes our study relating decision value reducts and U-decision bireducts. First of all, we introduce a result
which will be useful later.

Lemma 48. Let (X ,B) be a U-decision bireduct where X ⊆ U and B ⊆ . Given x ∈ U, if x ∈ X then [x]I(B) ⊆ X.

Proof. Given 𝑦 ∈ [x]I(B), we will prove that 𝑦 ∈ X . Since x ∈ X , by using Proposition 32, we obtain that [x]I(B) ⊆ [x]I({d}).
As a consequence, we obtain the following chain of equalities:

[𝑦]I(B) = [x]I(B) ⊆ [x]I({d}) = [𝑦]I({d})

As a consequence, by using Proposition 32, we obtain that 𝑦 ∈ X . Therefore, [x]I(B) ⊆ X .

Next result studies the belonging of objects to U-decision bireducts by using the notion of d-value reduct, obtaining a
result similar to Proposition 46.

Proposition 49. Let B ⊆  be a d-value reduct of  for x ∈ U such that [x]I() ⊆ [x]I({d}). Then, there exists X ⊆ U,
such that the pair (X ,B) is a U-decision bireduct satisfying that [x]I(B) ⊆ X.

Proof. We define the set X = {𝑦 ∈ U|[𝑦]I(B) ⊆ [𝑦]I({d})}. Notice that, 𝑦 ∈ X if and only if for each object z ∈ U such
that 𝑦, z are d-discernible, they also are B-discernible. Therefore, X is B-inextensible. Furthermore, x ∈ X because B
is a d-value reduct of  for x and [x]I() ⊆ [x]I({d}). Finally, since B is a d-value reduct of  for x, for each B′ ⊂ B we
obtain that [x]I(B′) ⊈ [x]I({d}). As a consequence, for each B′ ⊂ B there exists 𝑦B′ ∈ U such that x, 𝑦B′ are d-discernible
and B′-indiscernible. Hence, B is X-irreducible. Since x ∈ X , (X ,B) is a U-decision bireduct and applying Lemma 48,
we obtain that [x]I(B) ⊆ X .
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18 CHACÓN-GÓMEZ ET AL.

The following result also relates the notions of U-decision bireduct to d-value reduct, in particular, it studies the exis-
tence of d-value reducts for those objects which belong to U-decision bireducts. Notice that, this result is equivalent to
Proposition 42 for decision tables, by using the notion of U-decision bireducts.

Proposition 50. Let (X ,B) be a U-decision bireduct with X ⊆ U, B ⊆  and x ∈ U such that [x]I() ⊆ [x]I({d}). Then,
[x]I(B) ⊆ X if and only if there exists B′ ⊆ B such that B′ is a d-value reduct of  for x.

Proof. Supposing that [x]I(B) ⊆ X , we will prove that there exists B′ ⊆ B such that B′ is a d-value reduct of  for x.
We will prove it by reductio ad absurdum. Consider x ∈ X and suppose that any subset of attributes B′ ⊆ B is not a
d-value reduct of  for x. Then [x]I(B′) ⊈ [x]I({d}), for all B′ ⊆ B. However, by Proposition 32, [x]I(B) ⊆ [x]I({d}) which
leads us to a contradiction when B′ = B is considered in the expression above.

Now, supposing that there exists B′ ⊆ B such that B′ is a d-value reduct of  for x, we will prove that [x]I(B) ⊆ X .
Given 𝑦 ∈ [x]I(B) we obtain

[𝑦]I(B) = [x]I(B) ⊆ [x]I(B′) ⊆ [x]I({d}) = [𝑦]I({d})

where [x]I(B) ⊆ [x]I(B′) because B′ ⊆ B and [x]I(B′) ⊆ [x]I({d}), since B′ is a d-value reduct of  for x. Therefore, by using
Proposition 32, we obtain that 𝑦 ∈ X . As a consequence, [x]I(B) ⊆ X .

It is important to observe that B could not be a d-value reduct of  for x, that is, the condition B′ ⊆ B is indispensable
in Proposition 50 as we will show next.

Example 51. Consider the decision table given in Example 10 and the subset of attributes B = {O,T,H} ⊆ .
In Example 31, we obtained that (U∖{4, 5, 6,14}, {O,T,H}) is the U-decision bireduct with {O,T,H} as subset of
attributes. From now on, we will focus on the object 1, which belongs to that U-decision bireduct. From Table 3, we
can conclude that the pair of objects 1,3 are d-discernible and {T,H,W}-indiscernible. Therefore, attribute O must
belong to all d-value reducts of  for the object 1. Now, we compute all d-value reducts of  for the object 1.

On the one hand, the pair of objects 1,9 are d-discernible and {O}-indiscernible. Therefore, {O} is not a d-value
reduct of  for the object 1. From Table 4, we have that B′

1 = {O,H} is a d-value reduct of  for the object 1.
On the other hand, from Table 3, it is easy to see that

[1]I({O,T}) = {1, 2} ⊆ [1]I({d}) = {1, 2, 6, 8, 14}

and, as a result, B′
2 = {O,T} is a d-value reduct of  for the object 1.

Notice that, {O,W} is not a d-value reduct of  for the object 1, since we also obtain that the pair of objects 1,9 are
d-discernible and {O,W}-indiscernible from Table 3.

Therefore, B′
1 and B′

2 are all the d-value reducts of  for the object 1, being B′
1,B′

2 ≠ B. Hence, B is not a d-value
reduct of  for the object 1 and so, we must include the condition B′ ⊆ B in Proposition 50.

5 CONCLUSIONS AND FURTHER WORK

This paper has delved into the study of bireducts, analyzing new properties about bireducts whose subsets of objects or
attributes are extreme cases, that is, they are the whole set of objects or attributes contained in the information/decision
table or the empty set. Furthermore, we have proven that the attribute set of an information bireduct provides a covering
of the universe of objects into maximal consistent subsystems.

The second part of the paper is focused on the relationship between bireducts and value reducts in both information and
decision tables, and contains interesting results of these two originally independent notions which really prove both are
very well related. Furthermore, in order to clarify the content of the paper, we have accompanied all the notions and results
with examples. This relationship will also be useful for obtaining more optimal decision rules extraction mechanisms,
which will be analyzed in detail in the future.

Moreover, we will study the generalization of the results introduced in this paper to the fuzzy environment. Further-
more, we will analyze more relationships between bireducts and value reducts, and their relation and application to other
frameworks, such as logic, formal concept analysis and non-linear relation equations.16,27–29 In particular, we are also
interested in the study of the relationship between decision rules and attribute implication, studied in formal concept
analysis.
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25. Stawicki S, Śleçzak D, Janusz A, Widz S. Decision bireducts and decision reducts - a comparison. Int J Approx Reason. 2017;84:75-109.
26. Benítez-Caballero MJ, Medina J, Ramírez-Poussa E. Towards a classification of rough set bireducts. In: Lesot M-J, Vieira S, Reformat MZ,

et al., eds. Information Processing and Management of Uncertainty in Knowledge-Based Systems. Cham: Springer International Publishing;
2020:759-770.

27. Cornejo ME, Lobo D, Medina J. Bipolar fuzzy relation equations systems based on the product t-norm. Math Methods Appl Sci.
2019;42(17):5779-5793.

28. Madrid N, Ojeda-Aciego M. A measure of consistency for fuzzy logic theories. Math Methods Appl Sci. 2021;1-14. doi:10.1002/mma.7470
29. Quirós P, Alonso P, Díaz I, Jurío A, Montes S. A hybrid construction method based on weight functions to obtain interval-valued fuzzy

relations. Math Methods Appl Sci. 2016;39(16):4723-4735.

How to cite this article: Chacón-Gómez F, Cornejo ME, Medina J, Ramírez-Poussa E. Value reducts and
bireducts: a comparative study. Math Meth Appl Sci. 2022;1-20. doi:10.1002/mma.8597

 10991476, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

m
a.8597 by U

niversidad D
e C

adiz, W
iley O

nline L
ibrary on [04/11/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

info:doi/10.1002/mma.7470
info:doi/10.1002/mma.8597

	Value reducts and bireducts: A comparative study
	Abstract
	1 INTRODUCTION
	2 ROUGH SET THEORY
	3 BIREDUCTS. PROPERTIES AND THE RELATIONSHIP WITH REDUCTS
	3.1. Information bireducts
	3.2. Decision bireducts
	3.3. U-decision bireducts

	4 RELATION BETWEEN VALUE REDUCTS AND BIREDUCTS
	4.1. Relation between information value reducts and information bireducts
	4.2. Relation between decision value reducts and decision bireducts
	4.3. Relation between decision value reducts and U-decision bireducts

	5 CONCLUSIONS AND FURTHER WORK
	REFERENCES



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2001
  ]
  /PDFX1aCheck true
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Euroscale Coated v2)
  /PDFXOutputConditionIdentifier (FOGRA1)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f0062006500200050004400460020658768637b2654080020005000440046002f0058002d00310061003a0032003000300031002089c4830330028fd9662f4e004e2a4e1395e84e3a56fe5f6251855bb94ea46362800c52365b9a7684002000490053004f0020680751c6300251734e8e521b5efa7b2654080020005000440046002f0058002d00310061002089c483037684002000500044004600206587686376848be67ec64fe1606fff0c8bf753c29605300a004100630072006f00620061007400207528623763075357300b300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200034002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef67b2654080020005000440046002f0058002d00310061003a00320030003000310020898f7bc430025f8c8005662f70ba57165f6251675bb94ea463db800c5c08958052365b9a76846a196e96300295dc65bc5efa7acb7b2654080020005000440046002f0058002d003100610020898f7bc476840020005000440046002065874ef676848a737d308cc78a0aff0c8acb53c395b1201c004100630072006f00620061007400204f7f7528800563075357201d300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200034002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c00200064006500720020006600f800720073007400200073006b0061006c00200073006500730020006900670065006e006e0065006d00200065006c006c0065007200200073006b0061006c0020006f0076006500720068006f006c006400650020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e0064006100720064002000740069006c00200075006400760065006b0073006c0069006e00670020006100660020006700720061006600690073006b00200069006e00640068006f006c0064002e00200059006400650072006c006900670065007200650020006f0070006c00790073006e0069006e0067006500720020006f006d0020006f007000720065007400740065006c007300650020006100660020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002000660069006e006400650072002000640075002000690020006200720075006700650072006800e5006e00640062006f00670065006e002000740069006c0020004100630072006f006200610074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200034002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d00310061003a0032003000300031002d006b006f006d00700061007400690062006c0065006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002e0020005000440046002f0058002d003100610020006900730074002000650069006e0065002000490053004f002d004e006f0072006d0020006600fc0072002000640065006e002000410075007300740061007500730063006800200076006f006e0020006700720061006600690073006300680065006e00200049006e00680061006c00740065006e002e0020005700650069007400650072006500200049006e0066006f0072006d006100740069006f006e0065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c0065006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002000660069006e00640065006e002000530069006500200069006d0020004100630072006f006200610074002d00480061006e00640062007500630068002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200034002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f00620065002000710075006500200073006500200064006500620065006e00200063006f006d00700072006f0062006100720020006f002000710075006500200064006500620065006e002000630075006d0070006c006900720020006c00610020006e006f0072006d0061002000490053004f0020005000440046002f0058002d00310061003a00320030003000310020007000610072006100200069006e00740065007200630061006d00620069006f00200064006500200063006f006e00740065006e00690064006f00200067007200e1006600690063006f002e002000500061007200610020006f006200740065006e006500720020006d00e1007300200069006e0066006f0072006d00610063006900f3006e00200073006f0062007200650020006c0061002000630072006500610063006900f3006e00200064006500200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400690062006c0065007300200063006f006e0020006c00610020006e006f0072006d00610020005000440046002f0058002d00310061002c00200063006f006e00730075006c007400650020006c006100200047007500ed0061002000640065006c0020007500730075006100720069006f0020006400650020004100630072006f006200610074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200034002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000710075006900200064006f006900760065006e0074002000ea0074007200650020007600e9007200690066006900e900730020006f0075002000ea00740072006500200063006f006e0066006f0072006d00650073002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d00310061003a0032003000300031002c00200075006e00650020006e006f0072006d0065002000490053004f00200064002700e9006300680061006e0067006500200064006500200063006f006e00740065006e00750020006700720061007000680069007100750065002e00200050006f0075007200200070006c007500730020006400650020006400e9007400610069006c007300200073007500720020006c006100200063007200e9006100740069006f006e00200064006500200064006f00630075006d0065006e00740073002000500044004600200063006f006e0066006f0072006d00650073002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d00310061002c00200076006f006900720020006c00650020004700750069006400650020006400650020006c0027007500740069006c0069007300610074006500750072002000640027004100630072006f006200610074002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200034002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF che devono essere conformi o verificati in base a PDF/X-1a:2001, uno standard ISO per lo scambio di contenuto grafico. Per ulteriori informazioni sulla creazione di documenti PDF compatibili con PDF/X-1a, consultare la Guida dell'utente di Acrobat. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 4.0 e versioni successive.)
    /JPN <FEFF30b030e930d530a330c330af30b330f330c630f330c4306e590963db306b5bfe3059308b002000490053004f00206a196e96898f683c306e0020005000440046002f0058002d00310061003a00320030003000310020306b6e9662e03057305f002000410064006f0062006500200050004400460020658766f830924f5c62103059308b305f3081306b4f7f75283057307e30593002005000440046002f0058002d0031006100206e9662e0306e00200050004400460020658766f84f5c6210306b306430443066306f3001004100630072006f006200610074002030e630fc30b630ac30a430c9309253c2716730573066304f30603055304430023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200034002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020c791c131d558b294002000410064006f0062006500200050004400460020bb38c11cb2940020d655c778c7740020d544c694d558ba700020adf8b798d53d0020cee8d150d2b8b97c0020ad50d658d558b2940020bc29bc95c5d00020b300d55c002000490053004f0020d45cc900c7780020005000440046002f0058002d00310061003a0032003000300031c7580020addcaca9c5d00020b9dec544c57c0020d569b2c8b2e4002e0020005000440046002f0058002d003100610020d638d65800200050004400460020bb38c11c0020c791c131c5d00020b300d55c0020c790c138d55c0020c815bcf4b2940020004100630072006f0062006100740020c0acc6a90020c124ba85c11cb97c0020cc38c870d558c2edc2dcc624002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200034002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die moeten worden gecontroleerd of moeten voldoen aan PDF/X-1a:2001, een ISO-standaard voor het uitwisselen van grafische gegevens. Raadpleeg de gebruikershandleiding van Acrobat voor meer informatie over het maken van PDF-documenten die compatibel zijn met PDF/X-1a. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 4.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200073006b0061006c0020006b006f006e00740072006f006c006c0065007200650073002c00200065006c006c0065007200200073006f006d0020006d00e50020007600e6007200650020006b006f006d00700061007400690062006c00650020006d006500640020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e006400610072006400200066006f007200200075007400760065006b0073006c0069006e00670020006100760020006700720061006600690073006b00200069006e006e0068006f006c0064002e00200048007600690073002000640075002000760069006c0020006800610020006d0065007200200069006e0066006f0072006d00610073006a006f006e0020006f006d002000680076006f007200640061006e0020006400750020006f007000700072006500740074006500720020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020007300650020006200720075006b00650072006800e5006e00640062006f006b0065006e00200066006f00720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200034002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200063006100700061007a0065007300200064006500200073006500720065006d0020007600650072006900660069006300610064006f00730020006f0075002000710075006500200064006500760065006d00200065007300740061007200200065006d00200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d00310061003a0032003000300031002c00200075006d0020007000610064007200e3006f002000640061002000490053004f002000700061007200610020006f00200069006e007400650072006300e2006d00620069006f00200064006500200063006f006e0074006500fa0064006f00200067007200e1006600690063006f002e002000500061007200610020006f00620074006500720020006d00610069007300200069006e0066006f0072006d006100e700f50065007300200073006f00620072006500200063006f006d006f00200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400ed007600650069007300200063006f006d0020006f0020005000440046002f0058002d00310061002c00200063006f006e00730075006c007400650020006f0020004700750069006100200064006f002000750073007500e100720069006f00200064006f0020004100630072006f006200610074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200034002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b00610020007400610072006b0069007300740065007400610061006e00200074006100690020006a006f006900640065006e0020007400e400790074007900790020006e006f00750064006100740074006100610020005000440046002f0058002d00310061003a0032003000300031003a007400e400200065006c0069002000490053004f002d007300740061006e006400610072006400690061002000670072006100610066006900730065006e002000730069007300e4006c006c00f6006e00200073006900690072007400e4006d00690073007400e4002000760061007200740065006e002e0020004c0069007300e40074006900650074006f006a00610020005000440046002f0058002d00310061002d00790068007400650065006e0073006f00700069007600690065006e0020005000440046002d0064006f006b0075006d0065006e0074007400690065006e0020006c0075006f006d0069007300650073007400610020006f006e0020004100630072006f0062006100740069006e0020006b00e400790074007400f6006f0070007000610061007300730061002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200034002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200073006b00610020006b006f006e00740072006f006c006c006500720061007300200065006c006c0065007200200073006f006d0020006d00e50073007400650020006d006f0074007300760061007200610020005000440046002f0058002d00310061003a0032003000300031002c00200065006e002000490053004f002d007300740061006e00640061007200640020006600f6007200200075007400620079007400650020006100760020006700720061006600690073006b007400200069006e006e0065006800e5006c006c002e00200020004d0065007200200069006e0066006f0072006d006100740069006f006e0020006f006d00200068007500720020006d0061006e00200073006b00610070006100720020005000440046002f0058002d00310061002d006b006f006d00700061007400690062006c00610020005000440046002d0064006f006b0075006d0065006e0074002000660069006e006e00730020006900200061006e007600e4006e00640061007200680061006e00640062006f006b0065006e002000740069006c006c0020004100630072006f006200610074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200034002e00300020006f00630068002000730065006e006100720065002e>
    /ENG (Modified PDFX1a settings for Blackwell publications)
    /ENU (Use these settings to create Adobe PDF documents that are to be checked or must conform to PDF/X-1a:2001, an ISO standard for graphic content exchange.  For more information on creating PDF/X-1a compliant PDF documents, please refer to the Acrobat User Guide.  Created PDF documents can be opened with Acrobat and Adobe Reader 4.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /HighResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


