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Abstract—Automated test case generation has proven to be useful to reduce the usually high expenses of software testing. However,
several studies have also noted the skepticism of testers regarding the comprehension of generated test suites when compared to
manually designed ones. This fact suggests that involving testers in the test generation process could be helpful to increase their
acceptance of automatically-produced test suites. In this paper, we propose incorporating interactive readability assessments made by
a tester into EvoSuite, a widely-known evolutionary test generation tool. Our approach, INTEREVO-TR, interacts with the tester at
different moments during the search and shows different test cases covering the same coverage target for their subjective evaluation.
The design of such an interactive approach involves a schedule of interaction, a method to diversify the selected targets, a plan to save
and handle the readability values, and some mechanisms to customize the level of engagement in the revision, among other aspects.
To analyze the potential and practicability of our proposal, we conduct a controlled experiment in which 39 participants, including
academics, professional developers, and student collaborators, interact with INTEREVO-TR. Our results show that the strategy to select
and present intermediate results is effective for the purpose of readability assessment. Furthermore, the participants’ actions and
responses to a questionnaire allowed us to analyze the aspects influencing test code readability and the benefits and limitations of an
interactive approach in the context of test case generation, paving the way for future developments based on interactivity.

Index Terms—testing tools, evolutionary computing and genetic algorithms, interactive search-based software engineering, readability

1 INTRODUCTION

ESTING is a crucial activity in the lifecycle of any soft-
ware project to increase its quality and ensure its main-
tainability. However, testing is a costly phase that requires a
considerable amount of resources [1]]. As the complexity of
industrial systems grows, the design of effective test suites
becomes a harder task and exhaustive manual testing is
no longer possible. Current research in automated testing
aims to overcome these limitations by developing efficient
techniques [2]], among which search-based algorithms have
been extensively studied in the context of test generation [3].
In object-oriented systems, test case generation involves
the design of test scenarios comprised of a sequence of
method calls and the evaluation of the resulting execution
(i.e., outputs and/or final object states) [4]. The generation
of effective test suites often requires a deep understanding
of the classes under test, since it implies choosing inputs
able to reveal possible faults, setting initial states for the
objects, defining the right order of invocations and adding
proper assertions. Search-based test case generation autom-
atizes this process, usually guided by coverage criteria. Evo-
Suite [5], an open-source test generation tool, has become a
reference in this area. In the unit testing competition at SBST
2021 [6], EvoSuite obtained the highest overall score among
the five competing tools, a number of tools that in turn
reveals the maturity achieved in this field. Indeed, many
authors have built their proposals on top of EvoSuite [7]
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or inspired by this tool (e.g., EVOMASTER for REST API
testing [8]), thus adapting the search to different testing
scenarios and seeking to improve the process.

Despite the great advances, some studies reveal that
current automated tools still present some limitations that
hamper their practicability [9], [10]]. More specifically, exist-
ing tools still have difficulties detecting complex, real-world
faults [11]] and testers are often reluctant to adopt the gen-
erated tests due to their lack of readability when compared
to manually-designed ones [12]. As a motivating example of
the latter issue, consider the test cases internally generated
by EvoSuite for class ArrayIntListElin Figure(1} All these
three test cases cover the same test target: a line in the
method removeAtElement. Both test0 and testl have
the same length (excluding assertions, generated in a post-
processing step). However, it might be difficult for a tester to
understand at a first glance that test 0 is actually traversing
removeAtElement because clear indirectly invokes that
method. Also, test2 is a bit longer than the other two test
cases, but the argument values or the sequence of actions
might be more meaningful than those in test1 (e.g., they
use different versions of the method add). In this situation,
some questions arise: what is the covered functionality by
each test case? Which of the features in these tests are desir-
able for a tester? Which test looks more “human-written”?
In summary, which test case is more readable? It seems
that there is not an easy answer to these questions. It is
not straightforward to map an automatically-generated test
suite with the code covered by each test case, and no test
readability standard applies to every tester equally due to

1. This class is part of the Commons Collections Primitives and imple-
ments an ordered collection of int values backed by an array.
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its subjective nature [10]. Contrarily, test readability is more
about the understanding and preferences of testers, or even
the guidelines followed in each organization.

@Test

public void test0() throws Throwable ({
ArrayIntList arrayIntList0 = new ArrayIntList();
arrayIntList0.add (0, 0);
arrayIntListO.clear();
assertEquals (0, arrayIntListO.size());

}

@Test

public void testl() throws Throwable {
ArrayIntList arrayIntListO = new ArrayIntList (301);
arrayIntList0.add(2181);
int int0 = arrayIntListO.removeElementAt (0);
assertEquals (0, arrayIntListO.size());
assertEquals (2181, intO0);

}

@Test

public void test2() throws Throwable {
ArrayIntList arrayIntList0 = new ArrayIntList();
arrayIntList0.add (0, 0);
arrayIntListO.add (1, 1);
int int0 = arrayIntListO.removeElementAt (1);
assertEquals (1, arrayIntListO.size());
assertEquals (1, int0);

Fig. 1. Test cases generated with EvoSuite covering a line in the method
removeElementAt inclass ArrayIntList

Different automated techniques have recently con-
tributed to dealing with the problem of the skepticism
of testers regarding the comprehension of generated test
suites by improving their final appearance [13], [14], [15].
To address this challenge, however, the possibility of com-
plementing current automated tools with the know-how
of testers can represent a further significant step towards
the acceptance of the generated tests. Indeed, incorporat-
ing human knowledge into the test generation process via
interactive optimization has been recently mentioned as an
appealing solution [10], [16]. Interactive approaches allow
the active participation of humans and have been explored
for different problems in search-based software engineering
(SBSE) [17], [18], [19]. Focusing on search-based software
testing (SBST), Marculescu et al. were the first to propose an
interactive SBST tool for test data generation [20], which was
successfully evaluated with an industrial partner [21]. Inter-
active optimization is especially well-suited when objectives
are difficult to define [22], or some additional subjective
criteria need to be considered [16]. Trying to improve the
readability of test suites falls into this scenario [10] since it
is an abstract concept subject to the tester’s own perception.

To bridge the gap between testers and automated tools,
this paper studies how interactive optimization could help
address the challenge of generating more readable and
meaningful test suites according to the tester’s preferences.
In this approach, the concept of readability is intrinsically
linked to the tester’s choices, past experience and knowl-
edge of the system. As such, test readability is quantifiable
from the tester’s subjective perspective instead of from ob-
jective measures related to particular test code features (e.g.,
test length). To this purpose, we adapt and extend EvoSuite
to allow testers to incorporate their readability assessment
in the form of a readability score and, thus, participate in the
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decision of which of the test cases generated are preferable
to keep in relation to several coverage targets pursued in
the search process. This includes, among other aspects, a
schedule of interaction, a method to diversify the selected
targets, a plan to save the readability value assigned to the
inspected test cases and some mechanisms to customize the
level of engagement in the revision of tests.

We applied this novel approach, called INTEREVO-TR
(Interactive Evolutionary Test generation with Readability
assessment), in a study with 39 participants who interacted
with the tool during a test generation process. The analysis
of their actions and feedback offers interesting findings
regarding the subjective perception of aspects affecting read-
ability and the positive influence of design decisions in
the interaction process (e.g., the target selection strategy
or the number of programmed interventions). In terms of
usefulness, our results suggest that INTEREVO-TR not only
helps reach more readable test suites based on the tester’s
preferences, but it also provides a space to reflect on the
goals pursued by some of the test cases in the final test suite.

The unique contributions of our paper are:

e An interactive approach specifically designed to inte-
grate readability assessments into search-based test case
generation.

o INTEREVO-TR, the implementation of our interactive
approach built on EvoSuite and available onlineEl This
new version includes novel options to handle interac-
tivity and readability assessment, which allows tailor-
ing when and how interactions take place.

o An empirical study on the relation between test case
length and the moment when test targets are covered,
which serves to determine a strategy for the selection
of more interesting targets from the perspective of
readability assessment.

e An experimental study with humans to validate the
feasibility of the interactive tool, which evaluates how
participants addressed different aspects related to the
approach: test readability, interaction process and useful-
ness. The data collected from their interactions, as well
as their responses to a post-execution questionnaire
(included in the replication package), are comprehen-
sively discussed, paving the way for future studies
that consider the improvement of test generation tools’
performance based on interactivity.

The paper is structured as follows. Section [2| provides
background on SBST, interactive SBSE and DynaMOSA
(EvoSuite’s default algorithm). Section El describes the de-
sign and implementation of INTEREVO-TR. The experimen-
tal methodology is presented in Section @ The results are
detailed in Section [p} followed by a discussion in Section
Sections[7]and 8] present threats to validity and related work,
respectively. Section 9] concludes the paper.

2 BACKGROUND

The following two subsections present relevant concepts
related to: 1) the generation of test cases through search-
based techniques; 2) interactive approaches in SBSE and,
more specifically, SBST, and 3) DynaMOSA, the default
evolutionary algorithm in EvoSuite.

2. Replication package: https://doi.org/10.5281/zenodo.7182195
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2.1 Search-based test case generation

Search-based software testing (SBST) has become a cost-
effective approach to overcome the impracticality of exhaus-
tive testing. Successfully applied in the context of test data
generation [23], it has also been used to test object-oriented
software [4], [5]]. Test suite generation can be formulated
as a search problem, where test cases will be generated for
all possible test coverage targets given some coverage criteria,
such as the lines of the system under test (SUT), its branches,
or the injected mutations, i.e., seeded artificial faults in the
code which are meant to be detected by the test suite. One
of the most popular SBST tools is EvoSuite, which provides
algorithms and objective formulations to generate test suites
for Java classes with a high fault-detection capability [5].

EvoSuite is based on evolutionary computation, a search
approach in which a set of candidate solutions (a.k.a. indi-
viduals) is iteratively improved. In EvoSuite, such a pop-
ulation of solutions can be either whole test suites [24] or
individual test cases which are later grouped to create a
final test suite [25]. Test cases are represented as a sequence
of statements with constructor and method calls, as well
as their parameter values. An initial population of test
cases is created by choosing such statements and values at
random. In each iteration of the search (a.k.a generation),
the evolution happens as follows: 1) a subset of individuals
are selected for reproduction based on their quality; 2) indi-
viduals are modified by crossover and mutation operators,
generating new individuals; and 3) the current population
and the new individuals are compared to promote the
survival of the best ones. A key element in any evolution-
ary algorithm is the fitness function, which assesses the
quality of the individuals. In EvoSuite, such a function is
configurable and maximizes one or more testing criteria.
Additional evaluation criteria can be defined as secondary
objectives, such as the test length to control the growth of
the sequence of calls in the test cases. After the search, tests
are completed with assertions based on mutation analysis,
and a minimization step is executed to remove redundant
constructs.

2.2 Interactivity in SBST

Interactive SBSE (iSBSE) promotes the active participation
of software engineers by providing intermediate results for
their inspection [17)]. Their feedback is later integrated into
the search process in order to progressively adapt it to the
human’s preferences. Designing an iSBSE proposal involves
several decision factors that should be adapted to the appli-
cation domain [[17]. Firstly, the type of algorithm depends on
the goal pursued by the interaction, e.g., including subjec-
tive evaluation criteria or refining the problem definition.
Secondly, the user might be asked to perform different
actions, such as the adjustment of the fitness evaluation, the
selection and comparison of solutions, or the modification
of the candidates. An interaction schedule has to be defined
too, deciding the moment and frequency of interactions, and
the criteria to choose the solutions to be shown. Finally, it is
necessary to determine for how long the feedback influences
the search, and whether such feedback can be modified.
Many software engineering tasks reformulated as opti-
mization problems can benefit from the interaction with the
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engineer. Modeling and design involve complex cognitive
tasks in which the engineer’s subjective judgment becomes
relevant to evaluate the quality of the candidates [18],
[26]. However, the use of interactive approaches has been
broadened to other tasks that have been traditionally solved
in a fully automated way, such as refactoring [19], [27]
and testing [20], [21], [28]. Our prior work provides an
overview of the possibilities that interactive optimization
can bring to search-based test generation [29]. Based on the
general design factors mentioned above [17], we analyzed
the suitability of several interactive options to address com-
mon limitations in search-based test generation, including
potential actions a tester could do. In that work, we also
discussed novel ideas related to the interaction schedul-
ing, such as starting interaction after reaching a minimum
coverage threshold or showing context information for the
tester. The design of INTEREVO-TR, which is presented in
Section [B} emerges from some of these ideas.

2.3 Test-case generation with DynaMOSA

DynaMOSA, proposed by Panichella et al. [25], is the state-
of-the-art algorithm in the current version of EvoSuite. Since
INTEREVO-TR takes DynaMOSA as the base algorithm, we
next summarize the characteristics relevant to our proposal.
Target-oriented many-objective search. DynaMOSA is a
many-objective algorithm that evolves a population of indi-
vidual test cases. It considers the individual distances from
the targets in the class under test as the set of objectives
to optimize. Hence, test cases are not evaluated by a single
fitness function but by a set of k£ functions, each one mini-
mizing a different coverage target. Formally, the optimiza-
tion problem is defined as finding a set of test cases T' =
{t1,...,t,} that minimize the fitness functions fi,..., f&
associated with k possible targets U = {u, ..., ux}.

Each fitness function f; is defined as a distance, d(u;, t;),
which is different depending on the coverage criteria and
expresses how close the execution traces of test case t;
are from covering the target u; (see [25] for details). The
algorithm does not focus on all targets at the same time but
dynamically chooses new targets as other targets at a higher
position in the control dependency hierarchy are covered.
Preference criterion and selection. DynaMOSA aspires to
build test cases that fully cover the targets rather than test
cases with acceptable values for all objectives. To guarantee
this, DynaMOSA introduces a particular preference criterion
when comparing test cases. Namely, this is a target-oriented
preference criterion because, given an uncovered test target
u;, a test case ¢; is preferred over another ¢, iff:

fi (tl) < fz (tz) OR fi(tl) = fi(tz) N length(tl) < length(tg)(l)
where f;(t1) is the fitness value of test case t; for u;, and
length is measured in terms of number of statements. There-
fore, if two test cases have the same fitness for a given target,
the shorter one is preferred. The survival strategy prioritizes
test cases in the population which are closer to covering the
uncovered targets currently addressed. If there is still room
in the population after this, some of the remaining tests are
selected based on a diversity preservation measure [30].
Archiving. Once the algorithm produces a test that covers
one of the current uncovered targets, the efforts of the
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evolution are redirected towards the rest of the uncovered
targets. To avoid losing useful test cases, they are archived
together with the target they cover [24]. If several test cases
cover the same target, test length is used to discriminate.
From now on, this archive will be named as coverage archive.
DynaMOSA uses it in two moments. Firstly, the reproduc-
tion step includes the mutation of test cases chosen from
the archive with a certain probability. Secondly, the final test
suite is built from the archive, whose test cases are post-
processed to minimize them and add assertions. Notice that
redundant test cases, i.e., those subsumed by other test cases
when they cover the same targets, are removed at this stage.

3 INTEREVO-TR: INCORPORATING
READABILITY ASSESSMENT

A limitation in current SBST tools is that software engineers
cannot easily understand the purpose of the generated test
cases. To address this issue, these tools could implement
mechanisms to involve the tester —who has the knowledge
of the class under test— in the process. Here, we explain
how our interactive approach, INTEREVO-TR, allows testers
to incorporate their subjective evaluation of test cases in
terms of readability. In the following subsections, we first
present an overview of our interactive proposal and then
we describe how we extended DynaMOSA to incorporate
interactivity and support readability assessment.

INTERACTIVE

3.1 Overview of the interactive approach

Before going into the technical details of INTEREVO-TR,
we first provide an overview of the approach by defining
each of the general components of any interactive SBSE
proposal. Such components need to take into account some
particularities of how EvoSuite manages candidate solutions
during the search. They also need to be tailored to the
purpose of the interaction, i.e., readability assessment.

Type of algorithm. Achieving high coverage is still the
primary objective of any SBST approach. Therefore, our
approach does not follow the precepts of human-based
evaluation, where the fitness function is partially or totally
replaced by a human. Instead, the extent to which a test
case is readable —as perceived by the tester— will be used
to compare test cases at certain moments of the search.
This type of action is more aligned with a preference-based
interactivity [17], where the goal is to incorporate the user’s
choices to adapt the search process. At this point, it is
important to distinguish between two different versions of
the same test case:

o Inner test case (individuals): This refers to the structure
of the test cases internally handled and evolved by the
evolutionary algorithm.

o Minimized test case: This refers to the final appearance of
a test case after minimization, i.e., once the statements
not strictly required to meet the coverage criteria are
removed. These are the test cases usually observed by
testers at the end of the process.

Accordingly, in this approach, the tester will only review
minimized versions of some selected test cases. This implies
that those inner test cases selected for interaction will be
minimized before being shown to the tester.
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Type of feedback. At some points during the execution, the
search will pause and will enable an interaction moment. In
each one, the algorithm will dispatch one or more interac-
tions to the tester, preparing some files for their inspection.
A single interaction consists of:
o A coverage target selected from the set of already covered
targets.
o A set of candidate test cases —in their minimized form—
covering the selected target.

Focusing on a single target at a time allows the selection
of candidate test cases with a common purpose —and,
therefore, similar tests that can be more easily confronted.
Furthermore, the target itself provides a context that can
help in the evaluation. Given that these candidates already
cover the selected target, the tester will always review com-
plete test cases (i.e., as they would appear in the final test
suite) instead of partial ones and, thus, the tester can directly
take care of their readability. Each candidate test case will
store a value associated with its readability, called readability
score. It is the tester who has to assign these readability
scores upon the revision and subjective assessment of each
of the candidate test cases. This is a numerical score within a
range, whose limits can be configured. For example, a rating
scale from 0 to 10 would be a valid range.

Interaction schedule. Fatigue is an important issue to pre-
vent in case of human interaction, as it could distort the
process or even cause the tester to abort. Therefore, we
should avoid situations requiring many or too frequent
interactions, or the analysis of too much information. As
such, the implemented interactive algorithm should present
a configurable set of interaction-related parameters, so that
testers can adapt the interaction to their needs. Essentially,
the tester should be able to adjust (1) the number of test
cases shown in each interaction, (2) the number of interaction
moments as well as the number of selected targets (single in-
teractions) in each interaction moment, and (3) when to start
the interactions and their frequency. Preparing two or more
single interactions in one interaction moment can be useful
to impose some constraints in the process of target selection,
e.g., the selection of targets affecting different methods to
foster diversity in the revision of test cases. This point will
be further explained in Section 3.2}

Information integration. After the interaction, the search
will resume and the feedback provided by the tester will
be integrated according to the following strategy:

o The most readable test cases for the tester will be saved
and used to create the final test suite.

o All the assessed test cases will also be saved for later in-
teractions. In this way, the system will avoid requesting
the tester’s opinion about minimizations already shown
during the execution.

o The most readable test cases will be used as a source
to generate new test cases in the population. This can
help derive new test cases that preserve part of the
characteristics that make them readable for the tester.

The final goal of these interactions is to reach a more
readable test suite at the end of the process. Therefore, it is
important to note that, beyond considering this new source
to generate additional test cases, our interactive proposal
does not interfere with the search and, thus, it is devised to
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preserve the coverage that would be achieved with the fully
automated version.

3.2 Interaction moments and target selection

INTEREVO-TR modifies the original routine of DynaMOSA
by pausing the search and enabling certain interaction mo-
ments during the execution to allow testers to assess the
readability of some generated test cases. These interactive
moments will be scheduled at a given Revise_Frequency —
a configurable parameter—, and will take place at that
frequency until exhausting the maximum number of inter-
actions indicated by the parameter Max_times. Our version
also includes a novel option to customize when interactivity
should start: Revise_after_percentage_coverage. More specifi-
cally, the first interaction moment is only enabled once a
certain percentage of the global test coverage is reached.
This way, testers can decide whether they are willing to
review test cases at an early stage, or prefer to wait until
a greater number of targets have been covered. The process
is graphically explained in Figure 2}

EXECUTION
START Revise_after_percentage_coverage Max_times

X | X

H “
(& L J L L J‘
RS

Regular execution

EXECUTION
END

RE RS RS
Regular execution Revise_frequency J Revise_frequency

Interaction Interaction
moment moment

Interaction 1

Interaction
moment

: Method A
Method A
: Method B

Interaction 2

~ Target 3

Max_targets_interaction_moment
Covered targets

Fig. 2. General diagram of INTEREVO-TR’s interaction scheduling and
target selection.

At an interaction moment, one or more single inter-
actions can be prepared, depending on the parameter
Max_targets_interaction_moment (2 in the example). An inter-
action starts by extracting one target from the list of already
covered targets. When this parameter is set to a number
greater than 1, an interaction can only select targets affecting
methods other than those previously addressed in the same
interaction moment. Looking at the example, target 1 and
2 are related to method A, and target 3 to method B. Since
the first interaction already focused on target 1 (method A),
the second interaction discards target 2 —because it also
has to do with method A— and takes target 3 (method B)
instead. This constraint of selecting different methods seeks
to diversify the tests shown so that the revision encompasses
a greater part of the code of the class under test.

As mentioned above, the target provides a context for
the comparison of test cases —as they have in common that
they cover the same target. Therefore, to help understand
the target, the output format of different coverage criteria
has been restructured for pretty-printing the target to a file.
Table [1f collects and describes the parameters mentioned in
this section under the category of “adjustment of interaction
time” (following the terminology by Ramirez et al. [17]).
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Finally, note that the strategy to select the targets for inter-
actions will be subject to evaluation later on in Section [4}

3.3 Selection of candidate test cases

In each interaction, a number of candidate test cases is
selected for the coverage target. The test cases to be shown
are primarily extracted from the population. Even though
the search evolves the test cases for uncovered targets,
some of them can still cover the selected target indirectly.
Note also that an inner test case can transform into differ-
ent minimized versions, depending on the target driving
the minimization process. This is because the unnecessary
statements removed in the minimization can be different
depending on the portion of the code pointed by the target.
Therefore, the same inner test case can give rise to different
minimized candidates for different interactions. The per-
centage of tests to review is defined as a parameter (Per-
centage_to_revise) so that the tester can control the amount
of information requested (see Table [I} category “solutions
shown”). Therefore, the maximum number of tests cases to
revise is computed as follows:

NT = max( Population X Percentage_to_revise, 2) (2)

where Population represents the size of the set of test
cases evolved in the search population, and 2 is the min-
imum imposed so that the user can have at least two
candidates to compare. The test case associated with that
target in the coverage archive occupies a spot on the set
of candidate test cases of size NT'. Then, if the number of
individuals in the population covering the target is greater
than NT — 1, then NT — 1 test cases are selected at random.

3.4 New archives: preference and readability

In INTEREVO-TR, the improvement of the readability of
the final test suite according to the tester’s preferences is
considered as an additional objective to the coverage of test
targets. Therefore, apart from the aforementioned coverage
archive, the implemented interactive version introduces two
new archives to handle this complementary objective: the
preference archive and the readability archive.

Preference archive. This archive keeps track of the most
readable test case for each of the targets for which the tester
interacts. More specifically, the preference archive saves a
list of tuples with the following information: <target,
minimized test, readability score>. This archive
is maintained because of the following three reasons:

o To keep testers informed about the progress/to let them
know that their opinion is taken into account.

o To help form the final test suite (see Section [3.6).

o To take part in the production of candidates in future
generations.

Since this archive records the most readable test cases,
it forms a valuable source of information (see “Information
integration” in Section B.T). To exploit this opportunity, we
include a new parameter called P_preference_selection.
This parameter indicates the probability for the algorithm to
select the preference archive instead of the coverage archive
as a source for the generation of new tests (see “Archiving”
in Section 2.3). Note that this parameter comes into play
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TABLE 1
Definition of interaction parameters in INTEREVO-TR.
Category Parameter Description
Adjustment Revise_frequency Interaction will take place at regular intervals of this number of generations.
of interaction Max_times Maximum number of times the user is willing to interact during the search.
time Revise_after_percentage_coverage | The possibility to interact will be enabled when reaching this percentage of coverage.

Max_targets_interaction_moment

Maximum number of targets that the user is willing to address in one interaction moment.

Solutions shown Percentage_to_revise

Percentage of test cases in the population the user is willing to revise at most.

Readability score
and
preference archive

Max_readability_score
Readability_threshold
P_preference_selection

Allowed readability scores in the range [0, Max_readability_score].
Readability score under which test cases will not be transferred to the preference archive.
Probability of selecting a test case from the preference archive to breed a new test case.

once the preference archive is populated with some test
cases as a result of the first interactions.

Readability archive. Minimized test cases whose readability
has been already valued are saved in this archive together
with their readability score. Right before a newly sched-
uled interaction, the archive is queried to avoid requesting
the tester’s opinion about those minimizations again. If a
minimized test case is found in the readability archive,
that test case directly receives the recorded score for that
minimization. Additionally, the test case and its associated
score are shown to the tester so that it can be observed and
used as a reference when evaluating test cases not yet seen.

3.5

Figure [3| depicts a workflow and an example of the process
of readability integration when an interaction is scheduled.

Integration of readability scores

Initial state. Initially, the coverage archive contains those
targets already covered (3 targets in the example) and their
respective covering test case, whereas the population con-
sists of the tests (6 in the example) evolved in relation to the
uncovered targets currently addressed by the algorithm.

Step 1: Coverage target and test case selection. When an inter-
action moment is enabled, a target is first selected from the
coverage archive (target 2 in the example). At that moment,
the algorithm starts a search of candidate test cases for the
interaction. The first candidate is the test associated with the
target in the archive (test case B). The rest of the candidates
are extracted from the population. In this example, we
assume that test cases 2, 4 and 5 also cover target 2.

Step 2: Test case minimization. The candidates are subject to
the minimization process for the selected target. As a result,
some of the test cases can result in the same minimization
(this is the case of test cases 4 and 5), thus reducing the
number of candidates (from 4 test cases to 3 minimizations).

Step 3: Query for already-valued test cases. Except for the first
interaction, the readability archive will normally contain
some minimized tests valued in previous interactions. The
readability score of those minimized candidates already in-
cluded in the archive is retrieved (minimization 3 is assigned
6 as its readability score). Depending on the effect of the
archive, the tester may need to evaluate a number of test
cases between 1 and NT'. As the last step, assertions are also
added to the minimized test cases if the option is enabled.

Step 4: Readability assessment. In this step, minimized test
cases are shown to the tester for revision and readability
evaluation. The coverage target and already-valued mini-
mizations are also shown and serve as a reference point
for the assessment of not yet seen tests. To this end, the

Coverage Archive Population
Covered targets and associated test cases Evolution of test cases for
____________________________________________ R current uncovered targets
i Target1 B Target2 ! Target3 !
R l ...... LA, l ...... LN l ...... ! ’ Test case 1 ‘ ’ Test case 2 ‘ ’ Test case 3 ‘
’ Test case A ‘ ’ Test case B ‘ ’ Test case C ‘ ’ Test case 4 ‘ ’ Test case 5 ‘ ’ Test case 6 ‘

Step 1) Coverage target and test case selection

Test case in
Coverage archive

Candidates in the population

Selected target covering the selected target

’ Test case B ‘ ’ Test case 2 H Test case 4 H Test case 5 ‘

Step 2) Test case minimization

’ Test case B ‘ ’ Test case 2 ‘ ’ Test case 4 ‘ ’ Test case 5 ‘
o
--* Minimize tests l
in relation to
the target ’mi.' izati 1H inimizati .2‘ ’MinimizationS‘

Step 3) Query for already-valued test cases

Minimization 3
readability = ?

Minimization 2
readability = ?

Minimization 1
readability = ?

Readability Archive

Is the minimization in the Readability archive? ————>

Minimization 3
readability = 6

Minimization 3

Minimization 1 Minimization 2

readability = ? readability = ? readability = 6
Step 4) Readability assessment Save
"""""""" Gives a
| Target2 readability
""""""" Observes score Minimization 1 | | Minimization 2
«— e o
Minimization 3 readability = 3| [readability =8

readability = 6

Step 5) Inclusion in the preference archive

Minimization 3
readability = 6
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readability = 8

Minimization 1
readability = 3

Save selected test case

Minimization 2
readability = 8

Fig. 3. General workflow of the process of readability integration.

system outputs the corresponding files with the information
of the test cases and the target for their revision. The
system is paused during the revision and only resumes the
execution once the tester provides the required readability
scores through the console. Valid scores range from 0 to
Maz_readability_score, which can be adjusted. As men-
tioned earlier, once the minimized test cases are scored by
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the tester, they are saved in the readability archive.

Step 5: Inclusion in the preference archive. The test case with
the best readability score is transferred to the preference
archive—in its minimized version—associated with the se-
lected target (minimization 2). In case of a draw, one of
the tied candidates is selected at random. In contrast, if all
candidates had been valued with a score under Readabil-
ity_threshold, none of them will be transferred to the archive.

This 5-step process is repeated in the same interaction
moment up to Max_targets_interaction_moment times or until
Max_times interactions are completed. Finally, note that, at
the end of an interaction moment, the user is informed of
any update of the preference archive. In fact, the system
outputs the preference archive and the tester can consult it to
know about the progress of their preferences. All mentioned
interactive parameters related to test readability and the
preference archive are shown in a special category in Table[T}

Exceptional cases. It is worthwhile mentioning some special
cases that can alter this process. A few situations may arise
that make the interaction unnecessary for a given target:

o Step 1: The target is not covered by any of the test cases
in the population; therefore, the number of candidates
is lower than N'T' (see Equation P).

o Step 2: All selected inner test cases derive in the same
minimized version (again, the number of candidates
would be lower than NT).

e Step 3: All minimized versions are directly found in the
readability archive.

In these three cases, the algorithm selects a new target
and repeats the process of candidate selection. If the list of
covered targets was exhausted, interactions at that moment
would be skipped and the execution would resume.

Another special case is that the same target can be
addressed in different interaction moments during the ex-
ecution. The rationale behind this is that new candidate test
cases may be available in the evolved population whose
minimization is different from those previously observed.
If the selected target appeared in a past interaction, the
preference archive may contain a test case for that target.
This possibility has two implications:

o Step 1: Instead of two or more candidates, INTEREVO-
TR is allowed to progress with the interaction even if
only one candidate is found in the population because
this test case can be compared with the one already
saved in the preference archive.

o Step 5: The preference archive is only updated when the
readability score of the new candidate is higher than the
score of the test case saved in the preference archive for
that target. If both have the same score, the shortest test
case will be preferred.

3.6 Final test suite

At the end of the execution, the final test suite is created
by aggregating archived test cases generated during the
search. Unlike the original version, the priority source of
test cases in INTEREVO-TR is the preference archive instead
of the coverage archive. Thus, all the tests in the preference
archive are added to the test suite. However, in case that
some redundant test cases are found, those with the lowest
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readability score are removed first, keeping the most read-
able tests at all times. Since testers only address a subset of
all targets, the test suite is complemented with the coverage
archive, adding all the test cases required to maintain the
same coverage level reached at the end of the search.

4 EXPERIMENTAL METHODOLOGY

This section details the methodology followed to conduct
the experimental evaluation of INTEREVO-TR. Firstly, the
research questions (RQ) are stated. Then, we describe the
scope and analysis method of a first experiment where
we seek to establish a suitable target selection strategy
for the case of interactive readability assessment. Finally,
we present the characteristics of the interactive experiment
with humans using INTEREVO-TR, including the selection
of participants, survey design and interaction parameters.

4.1 Research questions

In the first part of our experiments, we aim at determining
a proper target selection strategy for the interactions. It
would be interesting to prioritize those covered targets
requiring more elaborated test cases—more interesting from
the perspective of readability assessment—to make most
of the tester’s revision. At this point, we wonder whether
those targets covered at a later stage during the execution—
seemingly harder to cover—actually require larger test
cases. The rationale is that the longer the test case, the more
opportunities to have test cases with different code lines.
This leads to the following research question (RQ):

RQ1: What is the relation between the targets covered through-
out the search and the length of the test cases covering them?

Once the test selection strategy is decided, the second
part of our experimentation involves participants who in-
teract with INTEREVO-TR. Namely, we want to know about
three different aspects: fest readability, interaction process and
usefulness of the approach. The motivations of this study are
reflected in the following research questions:

RQ2: How do the participants address the evaluation of test
case readability?

RQ3: How do the participants interact with INTEREVO-TR?
RQ4: Do the participants find INTEREVO-TR useful?

4.2 Description of Experiment #1

The first experiment analyses the relation between covered
targets and test length (RQ1). To this end, we instrumented
EvoSuite to: 1) record the generation when DynaMOSA
covers each target, and 2) minimize the test cases contained
in the coverage archive as a further step at the end of
the execution. For each of the different minimizations, a
file then collects the generation in which the test case
was inserted in the archive and the number of lines and
characters of the minimized test case (assertions are not
included in the counting because they are only added once
the target has been covered). Since the minimization of
many test cases may take significant time, this step is only
considered for experimental purposes and not for the target
selection process in the interactions. To make this analysis
affordable and simplify the reporting of results, we used
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10 classes of a varying number of targets from the SF110
corpusﬁ and the EvoSuite’s tutorial. This set also includes
the class ArrayIntList, used in the second experiment.
We used Branch Coverage, Line Coverage and Weak Mutation
as the set of coverage criteria to be optimized to keep the
same conditions with respect to the interactive experiment,
for which a reduced number of criteria was preferred to
avoid information overload (see Section[£.3.2). Based on the
guidelines for assessing algorithms of random nature [31],
we executed DynaMOSA 30 times for each class. The rest of
the search parameters are configured to the default values.
To analyze the results, we collect the records of the
30 executions and then divide them in 3 different groups
according to the moment when the tests were inserted into
the archive: initial population (generation 0 or g0), between
the generations 1 and 9 (g1-9), and at generation 10 or later
(g10+). The number of available targets to cover decreases
as the execution progresses, so this division seeks to balance
the number of records in each group. Then, for each group,
we calculate the average test length in terms of lines and
characters. We also obtain the minimum values, as we are
especially interested in preventing interactions with too sim-
ple tests. Wilcoxon and effect size (Cliff’s delta) tests are ap-
plied to statistically analyze the results with o = 0.05. The
data distributions under analysis correspond to average test
length (lines or characters) measured at different moments
of the search. Therefore, the null hypothesis establishes that
the length remains the same (on average) during the search.

4.3 Description of Experiment #2

The second experiment, in which participants interact with
INTEREVO-TR assessing and providing scores for some
automatically-generated test cases at some points during
the search, is aligned with RQ2-RQ4. First, we detail the
organization of the experiment, the selection of participants
and the data collection process. Next, we focus on the
configuration of general and interactive parameters.

4.3.1 Study design

Organization. The experiment was planned as a session
scheduled in three parts: 1) a short introduction to the con-
text of the experiment, in which we explain basic concepts
about unit testing and EvoSuite, as well as the task to be
done; 2) a running example of INTEREVO-TR using the
Eclipse IDE; and 3) the actual execution of the algorithm,
independently done by each participant, followed by some
time to fill a survey. We considered steps 1 and 2 to be
necessary since participants might not have experience in
the automated generation of test cases, and they also need
to understand concepts like the coverage criteria and targets
used by INTEREVO-TR. Due to the inherent fatigue that an
interactive experiment imposes, we carefully designed the
interaction scheme (details are provided in Section[t.3.2) and
the experimental conditions. In total, the experiment was
conceived to last a maximum of 2 hours, setting 10 minutes
to get familiar with the class under test and a maximum of
40 minutes for the execution of INTEREVO-TR in step 3.

3.SF110 Corpus:  https://www.evosuite.org/experimental-data/
sf110/| (Last accessed: 21st September 2022)

TABLE 2
Experience and skills of the participants.

Years of experience <lyear | 1-2 | 3-6 | 7-10 >10
Programming in Java 10 9| 12 3 5
Testing software 15 | 10 2 9 3
Self-assessment 1-Low 2 3 4 | 5-High
Programming skills in Java 5 9| 13 10 2

For the running example (step 2), we made use of a
simple Stack class to explain how the interaction hap-
pens and to allow participants to get familiar with the
environment. For step 3, the actual interactive experiment,
we chose ArrayIntList as the class under test. This is
a well-known class of medium complexity used in other
SBST experiments with participants related to test read-
ability improvement [14]], [[15]. Due to the time required
to complete the experiment and the cognitive burden of
manually revising many tests, all participants used one class
under test. Actually, the same class was used to be able
to compare their results. However, each participant used a
different random seed for the execution, meaning that each
one evaluates different test cases. A step-by-step example of
the interactions of one participant can be found her

Participants. Participants were recruited by email, sending
invitations to department members of the two universities
involved in the study. We extended the invitations to profes-
sional developers among our industrial contacts, as well as
student collaborators. In total, we obtained positive answers
from 39 participants (similar to other studies [14f, [15]),
divided into: 4 Bachelor’s students, 4 Master’s students, 7
PhD students, 10 faculty members with programming skills
and 14 professional developers from industry. As part of
the survey, we collected some basic information about their
experience programming in Java and testing software in
general. As shown in Table[2} the majority of the participants
have 3 or more years of experience coding in Java (51%).
Profiles with expertise in testing are more difficult to find
as it requires more specialization. Nevertheless, 62% of
the participants have more than one year of experience in
testing. Among those with less than one year of experience,
we mostly found students at different levels. We also asked
participants to rate (1: low, 5: high) their own programming
skills in Java, for which most of them (64%) considered they
have good skills (3 or more on the scale 1-5).
Questionnaire and data collection. The survey includes a
number of predefined questions to be filled after completing
the task, grouped into six parts: 1) test generation process, 2)
test readability assessment, 3) aspects influencing their sub-
jective scores, 4) interaction process, 5) perceived usefulness
and 6) actions they would have liked to do. Table B| shows
the specific questions aligned to RQ2, RQ3 and RQ4. To
avoid neutral answers, participants express their opinion us-
ing a 4-point Likert scale: Fully disagree, partially disagree,
partially agree, fully agree. Finally, the survey provides a
text area for open comments and suggestions.

As for the perception of usefulness, participants had to
compare the final test suite with two other test suites auto-
matically generated with EvoSuite under the same parame-

4. https:/ /github.com/PdedP/InterEvo-TR/tree /master /
Example of interaction
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ter setting. This set did not include the test suite automat-
ically generated with the same seed used in the interactive
execution; by doing this, we try to prevent participants from
finding in the test suite test cases poorly valued by them in
the interactions, which could condition their perception of
the results. In a second part of this evaluation, we wanted
to analyze whether participants perceived differences in the
tests selected by the tools. Given the interactive nature of
INTEREVO-TR, participants cannot perform a “blind” exe-
cution of each tool. To address this issue, we asked them to
compare individual test cases selected by both INTEREVO-
TR and EvoSuite in a posterior evaluation. More specifically,
they had to assign a readability score for 3 different pairs
of test cases: (1) interactive vs interactive, two tests whose
readability differed significantly for one of the participants
in his/her execution of INTEREVO-TR; (2) interactive vs
automatic, one test highly ranked by one participant in
the execution of INTEREVO-TR against another similar test
automatically selected by EvoSuite to create the final test
suite; and (3) automatic vs automatic, two test cases selected
from test suites automatically generated by EvoSuite, which
acts as a control case. All the details about the methodolo
to carry out this study can be found in an extended repor%
The qualitative analysis of the survey responses is com-
plemented with additional information saved in several log
files: generations at which interactions happen, the number
of selected test cases, the number of resulting minimizations
and how many of those are found in the readability archive,
the selected targets, the provided scores and the time spent
in each interaction. The tests selected for each interaction,
the preference archive and the final test suite are saved
as Java files. The survey, the anonymized responses and
execution results are available in the replication package.

4.3.2 Parameter setting and interaction scheme

General parameter setting. Most participants are not ac-
quainted with the coverage criteria handled by EvoSuite,
so dealing with too many coverage criteria could be over-
whelming for them. This led us to limit the set of criteria
to Branch Coverage, Line Coverage and Weak Mutation, widely
used in relevant experimental studies [24]. During the inter-
action, information about the target is dumped into a text
file. To make it more accessible to participants, the informa-
tion provided in case of weak mutation includes the kind of
mutation but not the exact change. Moreover, mutations are
injected at the bytecode level and the change performed can
be misleading sometimes, as it does not directly correspond
with the source code. We set a search budget of 1,000
generations, which is the approximate average number of
generations computed after executing EvoSuite 30 times on
this class with a timeout of 2 minutes. Using generations
instead of time as stopping condition allows us to control the
frequency at which interactions are dispatched, as described
in the following paragraph. We also set a global timeout of
40 minutes for the whole execution. The rest of the parame-
ters were left with their default values. Therefore, the initial
population is initialized in the same way as EvoSuite does
it by default (no new elements are added that could bias the

5. https:/ / github.com/PdedP /InterEvo-TR/tree/master / Analysis /
RQ2-RQ4/Extended technical report
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readability results), and the tests observed by the tester are
previously minimized and augmented with asserts.
Interaction parameters. We adjusted the interaction parame-
ters (see Table[) based on the analysis of preliminary execu-
tions to control the cognitive load required by interactions,
and also on the basis of a previous study to observe the
influence of different parameter settings in the results. For
further information on this, the study can be found in the
extended report of the replication package (see footnote).
In this regard, we reached a consensus to set Max_times =
10 interactions with a maximum of 4 tests in each (Percent-
age_to_revise = 8% and population size = 50, therefore, NT =
4). We also agreed to set Max_targets_interaction_moment = 3
to promote the appearance of targets related to at least 3
different methods. With this configuration, the number of
interaction moments varies between a minimum of 4 and
a maximum of 6. This maximum could be reached if the
system does not find targets to interact with in some of
the previous interaction moments. This was achieved by
dividing the search budget (in generations) into 5 equal
segments and setting the result as Revise_frequency. Based
on the analysis of RQ1, we configured the EvoSuite pa-
rameter Enable_secondary_objective_after = 10 to delay the
activation of the first interaction moment (at least until
reaching the 10" generation), thus avoiding interactions
focused on too simple targets. This parameter value, to-
gether with Revise_after_percentage_coverage = 50%, should
be reached before enabling the interactive process for the
first time. Participants can rate each test case on a scale from
0 to 10 (Max_readability_score), being Readability_threshold
= 3. We opted for a wide range of values to observe
whether participants made use of the full range of available
values or just concentrated on a subset. Finally, we set
P_preference_selection = 20%, meaning that 1 in 5 times the
system will select the preference archive instead of the
coverage archive to create a new test case (in general terms,
this means that 1 out of 50 test cases in the population are
generated in this way in each generation on average).

TABLE 3
Questions in the survey related to RQ2, RQ3 and RQ4.

ID Question

Q2.1  The revised tests cases were easy to understand
Q22 Could you appreciate differences regarding the readability of
test cases revised in the same interaction?
Q2.3  Was it easy to assign a readability score to each of the test cases?
Q24  Was the target useful to guide you when evaluating
the readability of the test cases?
Q3.1  The number of interactions was appropriate
Q3.2 The number of tests to revise in each interaction was appropriate
Q3.3  The interactions were tedious and costly in time
Q3.4 Ipaid more attention to earlier interactions than to later ones
Q3.5 It was useful to be informed about the score assigned to
already revised test cases
Q3.6 The preference archive was useful to know that my decisions
were taken into account and had an impact on the final result
Q4.1  The review and comparison of tests helped me better under-
stand the purpose of some of the tests in the final test suite.
Q4.2  The final test suite is more readable than the other
test suites provided for the same class
Q4.3  The time spent on interactions has compensated for the result
5 REsuLTs

The following subsections present the results for our RQs.
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5.1 RQ1: Covered targets and test case length

RQ1 studies the relation between the moment when targets
are covered and the length of the test cases covering them.
Table 4 shows the mean and minimum number of lines
and characters of the minimized test cases for the covered
targets in each class, divided by the 3 groups indicated
in Section The results are shown in ascending order
of the number of targets in each class (#I.). Test cases in
g0 —those covering targets before the evolution has even
begun— are on average of shorter length than those in
the two other groups (g1-9 and gl0+), both in terms of
lines and characters in almost all classes. We can highlight
the case of CoordSystemUtilities, where the difference
between the mean in g0 and g10+ is 5.3 lines (9.1 vs 14.4)
and 235 characters (474 vs 709). With the analysis of the
minimum values, we wanted to prevent selecting too simple
test cases for the interactions. As expected, seemingly trivial
test cases appearing in the initial population (just with 1
line and less than 60 characters) are enough to cover some
targets in 8 classes. However, and more interestingly, we
cannot find such short test cases from that point on (except
for DateUtil in the range 1-9). The case of Player is
notable, where the shortest test case in gl0+ has 12 lines
and almost 500 characters, in contrast to the simplest test in
g0, with 2 lines and 62 characters. The difference between
the groups g1-9 and gl0+ is not so marked, albeit the
general tendency is the appearance of longer tests from the
10" generation onward. This is especially evident when
analyzing the minimum test case length in each group.

TABLE 4
Relation between targets and length of the test cases covering them.

# Lines # Characters
Class #T. Stat. 0 19 10+ 0 19 10+
Label 70 Mean 45 7.7 6.8 132 232 201
(jipa) Min. 1 2 2 24 56 56
ATM 87 Mean 7 11 115 259 415 434
(tutorial) Min. 1 8 9 33 320 329
JSJshopNode 146 Mean 7.5 10.1 94 243 352 348
(shop) Min. 1 1 3 46 78 129
XMLUtil 23 Mean 5.2 5.6 6.8 237 277 318
(checkstyle) Min. 1 2 2 25 72 187
bcWord 295 Mean 45 5 53 196 233 246
(battlecry) Min. 1 3 4 59 119 190
ArrayIntList 403 Mean 5.4 5.1 57 195 192 209
(commons p.) Min. 1 2 3 53 80 123
Player 468 Mean 9.5 12 145 384 485 571
(gangup) Min. 2 4 12 62 145 498
User 657 Mean 5.8 7.2 7 221 278 273
(lhamacaw) Min. 1 2 1 26 67 37
CoordSystem. 804 Mean 91 111 144 474 563 709
(jopenchart) Min. 1 4 4 182 258 258
DateUtil 1363 Mean 3.2 39 3.6 117 140 124
(caloriecount) Min. 1 1 1 32 31 35

Given these results, we run the Wilcoxon test to know
whether the observed differences between g0 and the other
two groups are statistically significant. To that end, we join
the results of g1-9 and gl0+ in a single group. Therefore,
the null hypothesis establishes whether the number of lines
(equivalent for characters) in the test cases from the initial
population (g0) are similar to those generated afterwards
(g1+). The test indicates that statistical differences exist
for all classes, both in terms of lines and characters. The
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exception is ArrayIntList, where the average test in g1-9
was already slightly shorter than that in g0. According to
the effect size test, the differences are large in the rest of the
classes, except for the pairs <XMLUt1il, lines> (small) and
<DateUtil, characters> (medium).

s Y

RQ1 answer: Targets covered at the beginning require
of much shorter test cases than the rest of targets covered
during the search. Focusing on the minimum size, the set of
tests created in the search do not include as short test cases
as those appearing in the initial population in general.

\. J

We are now in a position to determine which targets
are worth selecting first, especially because the number of
interactions is limited. Thus, prioritizing targets not covered
directly from the beginning seems a reasonably good strat-
egy to increase the chances of inspecting more elaborated
tests. Consequently, the target selection strategy for the
experiment with participants prioritizes the most recently
covered targets. Furthermore, in the case of ArrayIntList,
test cases for targets covered later (g10+) are often longer
than those covered previously and, more importantly, they
are never too short (at least 3 lines and 123 characters).

5.2 RQ2: Test readability

In RQ2, we seek to analyze the behavior of the participants
regarding the interactive readability assessment process.
Since each participant rated different test cases for different
targets at different moments, we manage their readability
scores independently. Figure [ shows how frequently each
score was assigned. i.e., how many times the readability
score appearing in the vertical axis was selected. As can
be observed, only 5 participants assigned the minimum
score (0) at some moment, whereas scores 1 and 2 were
chosen by 33% of participants at least once. In total, only
5.7% of all tests received scores lower than 3 (value of
Readability_threshold), suggesting that they did not consider
automatically-generated test code for this class as particu-
larly difficult to understand. Most of the participants used a
wide range of values, concentrating on scores between 5 and
8. We also detect a couple of students (participants with id 5
and 17) who perceived most of the tests as highly readable,
repeatedly assigning high scores (8 and 10, respectively)
Attaching the same score to all the test cases shown in a
given interaction was not unusual, it happened 25.4% of the
time they revised at least two test cases. This implies that
participants did not always observe enough differences to
rank the tests in terms of readability. Overall, we observe a
variety of scores and evaluation patterns, e.g., participants
15, 16 and 39 used almost the full scale of values while 5, 12
and 22 focused on a few scores. This seems to confirm that
readability assessment is a highly subjective process, and
therefore, difficult to automate without human intervention.

Several questions in the survey allow us to complement
the analysis of RQ2, and Figure 5| shows the responses to
them. Although the target class is not too complex and

6. Both participants completed the task very quickly, and their re-
sponses to the survey reveal less critical thinking than the rest of
participants. Their unusual behavior seem to indicate they found the
task easier than expected, and they did not engage too much.
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Fig. 4. Frequency of readability scores (0-10) assigned by each participant during the 10 interactions.
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Fig. 5. Responses to questions related to the test readability.

most of the participants (89%) said that the tests were easy
to understand (Q2.1), some of them (33%) expressed that
assigning a readability score was not an easy task (Q2.3).
Therefore, it could be helpful to assess the tests based on
some predefined criteria, providing some guidelines for
the scoring process. Focusing on the information provided
during interactions, 85% of the participants perceived differ-
ences in terms of test readability (Q2.2), while 87% of them
agreed that knowing the target being pursued was useful.
These responses give us confidence about the suitability of
using the target as the driver of the selection process, as it
allows making a connection between the test cases shown.

Considering the variability of scores, each participant
could have thought of different code features as relevant
when assessing the tests. To shed light on this, we asked
them to rate whether the following aspects were important
in their decision-making (some of them inspired by previous
studies [32]): 1) values given to variables; 2) arquments used
in the invocation to the constructors and methods; 3) test length
(lines, characters, etc.); 4) number of different classes and methods
appearing in the test case; and 5) similarity to the test case he/she
would have written. Figure [6] shows their responses for each
readability aspect, where the horizontal lines correspond
(from bottom to top) to the minimum, median, average, and
maximum value. The shadow area represents the distribu-
tion of the ratings. Similar to what happened with the scores,
all readability aspects were deemed as the most relevant
by some participants, but the less relevant to others. Test

length was not as important as could have been thought;
only 8 participants (20.5%) —3 of them with more than 7
years of testing experience— assigned it the highest rating.
However, the selected tests were not excessively large in
any case, so this might explain why this aspect had little
influence. Arguments used in invocations and similarity
to the test they would have written had more impact on
their mind. Participants were also allowed to suggest new
aspects and rate them. Analyzing their responses, the direct
invocation to the method under test was relevant for 4 par-
ticipants. Also, the presence of comments —especially if the
test raises exceptions— was highlighted by 2 participants,
while others were influenced by some other factors, such as
the complexity of the test case, how narrow it was in the
functionality being checked, and the presence of duplicated
code. All these additional aspects received high ratings (1-2).

RQ2 answer: The scores and feedback provided by the
participants suggest that readability assessment is a highly
subjective process based on different readability criteria.
Similarity to human-written code and meaningful argu-
ments were deemed as more relevant than test length.

5.3 RQa3: Interaction process

Table [f] shows a summary of the number of test cases
(in total and per interaction) and targets/methods selected
by INTEREVO-TR in each participant’s execution. The tool
stopped the maximum number of interactions allowed (10)
in all executions, asking participants to inspect between
15 and 28 test cases, with a median of 2 per interaction.
The total number of explored targets varied between 3
(only 1 participant) and 10 (up to 4 participants), with
a median of 8. This suggests that INTEREVO-TR requires
breaking ties for a variety of targets and most of the
participants were able to see test cases associated with
different targets. As explained in Section and being
Max_targets_interaction_moment = 3, the target selec-
tion procedure had to find targets for 3 distinct methods
in each interaction moment. As such, this strategy could
have had an influence on the number of different methods
addressed: a median of 5 and a maximum of 6. Still, partici-
pants frequently evaluated tests covering the same methods,
but the target was possibly a different one each time.
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readability aspect.

TABLE 5
Number of tests, targets, and methods appearing during interactions.
Min. Max. | Median Avg. Std. Dewv.
Test cases (interaction) 1 4 2.0 1.95 0.90
Test cases (total) 15 28 19.0 1946 293
Targets (total) 3 10 8.0 8.13 1.32
Methods (total) 3 6 5.0 4.67 0.76

As for the interaction time, participants took between 9
and 37 minutes (an average of 21.5 minutes) in the revision
of both test cases and complementary files (target and
preference archive). Given that the experiment demands
participants to repeat the same task in each interaction,
it is interesting to study whether the time spent on each
interaction remained similar or not. Figure [/ shows the
time in seconds dedicated (on average) by participants per
interaction. The time clearly decreases as the execution
progresses, which is a common phenomenon in iSBSE ex-
periments [26]. The main causes are the inherent fatigue
and the repetitive nature of the process, leading humans
to pay more attention at the beginning. As evidence of this,
20 participants spent more time in the first interaction than
in any other. The number increases to 33 participants if we
take into account the 3 first interactions. Also, it seems that
the task became more predictable after the first interaction,
which is reflected in a significant time reduction between the
first and second interaction in comparison with other mo-
ments of the execution. Another factor influencing the time
curve is the number of test cases under evaluation, which
depends on the minimization process and the existence of
already-valued tests in the readability archive. Overall, one
might expect to see a decrease in the number of unseen test
cases as this archive grows. Indeed, our log data indicates
that, in the first interaction, all participants evaluated 2 or
3 test cases. In the middle of the process (interaction 5), 15
participants were asked to assess only one new test case.
In the last interaction, such a situation happened to 22 of
them. Even so, we also found some executions differing
from this behavior, in which participants still saw 3 or 4
different tests in the last interactions. This mainly happened
when the algorithm was not able to find new candidates for
targets/methods already explored and, as a result, focused
on other targets not addressed yet.
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Fig. 7. Time spent on each interaction. The solid line represents the
average among all participants. The shaded area delimits the minimum
and maximum values.
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Fig. 8. Responses to questions related to the interaction process.

We contrast the information extracted from log files with
the participants’ responses to the questions related to the in-
teraction process (see Figure[8). According to their answers,
the effort required in terms of the number of interactions
and tests to be revised was appropriate (Q3.1 and Q3.2). We
observe some discrepancy regarding the time spent on the
interaction (Q3.3), with 28% of participants acknowledging
that they would have preferred a shorter process. This fact
could be influenced by the specific choice of targets and
test cases done by INTEREVO-TR, since some participants
mentioned that they saw very similar tests and some re-
peated targets. Question Q3.4 provides interesting insights
when compared with Figure [7} 72% of the participants —
partially or fully— disagreed with the idea that they paid
more attention to the earlier interactions. Despite the many
factors influencing the interest and the time spent (learning
effect, number of test cases, etc), it is reasonable to believe
that earlier interactions demand more effort and imply more
interest, and this is somehow reflected in more time spent
at the beginning by all participants (almost 4 minutes on
average). Fatigue due to the repetitive assessment process
could be another factor, but it cannot be empirically assessed
from the collected data. To provide an example of the
complex relation between interest, time and effort, we can
mention the case of one participant who required around
8 minutes to evaluate 2 test cases in the first interaction.
Then, this participant evaluated 3 and 4 tests in around
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one minute during interactions 8 and 9, and finally spent
more than 1.5 minutes inspecting only one test in the last
interaction (for a new target but related to a method already
considered several times before). Finally, knowing the scores
previously assigned (Q3.5) was seen as interesting by 87%
of the participants. The preference archive, however, had
a more limited utility (Q3.6). Probably, participants were
more aware of the previous scores because they are directly
printed on the console. The archive, in contrast, is dumped
into a file, requiring users to open it. In fact, one participant
(represented as “empty response”) mentioned that he forgot
the possibility of checking the archive during the process.

RQ3 answer: Overall, the way INTEREVO-TR prepares
and presents the information for the interactions seems
suitable for the purpose of readability assessment. The in-
teraction time varied among interactions and participants,
decreasing as the execution progressed and influenced not
only by the number of tests to revise but also by the
appearance (or not) of new targets/methods.

5.4 RQ4: Usefulness

To respond to RQ4, we analyze the responses to the last
three questions (see Figure [9). Positive answers (partially
or fully agree) clearly predominate, and none of the par-
ticipants expressed strong disagreement with any of the
statements. From the answers to Q4.1, we believe that the
active interaction with an SBST tool helps to understand the
automatically-generated tests. The possibility of inspecting
intermediate candidates and the targets behind their gener-
ation may lead users to early see what types of test cases the
tool handles internally and what to expect from the process.
As for Q4.2, most of the participants (90%) partially or
fully agreed that the resulting test suite was more readable
than the two automatically-generated test suites. Interac-
tions may help to mentally map the test cases found in
the final test suite with their underlying purpose. Indeed,
one participant suggested the inclusion of a comment in
each test case indicating the covered targets for the sake
of traceability. To create the final test suite, INTEREVO-TR
prioritizes tests with high readability scores, meaning that
the test suite reflects the participant’s preferences. Such a
prioritization usually leads to larger test suites compared to
those automatically generated, such as the test suites used
for comparison. This happened for 34 out of 39 executions
with respect to the number of test cases in the first test suite,
and 24 executions for the second test suite. It is interesting
that most of the participants found the resulting test suite
more readable despite this increase in size. However, this
test suite also contains some other unseen test cases since
users only interact with a subset of the targets. These “new”
tests presumably look similar to those in the automatically-
generated test suites and might explain why most of them
only perceived partial differences in terms of readability.
The majority of them (87%) were satisfied with the over-
all experience (Q4.3). We can highlight that all professional
developers agreed that the time spent compensated for the
result, with 42% of them fully agreeing. None of the 5
participants partially disagreeing with the benefit obtained
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for the time invested on the task reported any specific reason
under free comments. Only one of them indicated that he
missed the direct invocation of some of the methods being
tested. Cross-checking their responses to other questions, 4
of them said it was not easy to assign scores (Q2.3), and 2
of them acknowledged that the process was costly in time
(Q3.3) and their interest decreased over time (Q3.4). Keeping
engagement with the process might be related to the vari-
ety of tests selected for assessment. The current selection
strategy is based on the targets explored so far, and such a
number differs from one execution to another, as discussed
in Section New mechanisms to select targets from a
greater number of methods and to widen the diversity of the
presented test cases should be analyzed in future studies.

Empty response Fully disagree Partially disagree Partially agree Fully agree

Q4.1

Q4.2

Q4.3

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

Number of responses

Fig. 9. Responses to questions related to the approach usefulness.

Finally, the posterior evaluation of test cases selected by
INTEREVO-TR and EvoSuite shows that participants actu-
ally perceive differences in the readability of the tests chosen
by these tools. Regarding the comparison (1) interactive vs
interactive, two thirds of the participants followed a similar
evaluation pattern when assessing the pair of tests assigned
to them, that is, they favored the same test case, exactly
as the original participant did during the interaction. In
contrast, 19% of them had the contrary perception and the
other 13% gave the same score to both tests (a tie). As for (2)
interactive vs automatic, 74% of the participants preferred the
interactive test case (highly ranked by another participant)
to the similar test automatically selected by EvoSuite. Only
10% of them showed preference for the automated test case.
Remarkably, in both previous comparisons the results in
favor of the best-rated tests were quite spread across the 10
pairs of test cases generated for the study, revealing that the
concrete selection of pairs did not have a decisive influence.
Figure |10| shows the distribution of the readability scores
for each tool. The comparison (3) automatic vs automatic was
successful in serving as a control mechanism. For 87% of the
participants, the difference in score for both automated tests
was 2 or fewer points; those similar ratings show that they
were not biased by the intuitive belief that the test cases
in the pair could come from different sources, or that one
of the presented test cases should be better than the other.
In fact, we observe a broader range of differences in score
in the comparisons (1) and (2). As an example, 48% of the
participants gave differences in score of 3 points or more
when confronting the pair of tests interactive vs interactive.
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Fig. 10. Distribution of scores for tests created by INTEREVO-
TR/EvoSuite.

RQ4 answer: Most of the participants were very positive
regarding the interactive experience and approach useful-
ness, perceiving differences with respect to fully automated
results in terms of readability. All professional developers
agreed that the result obtained was worth the time invested.

6 DISCUSSION

In this section, we discuss additional aspects related to the
interactive experience and the behavior of INTEREVO-TR,
based on the participants” responses to open questions and
the impact of design decisions of the approach, respectively.

Actions for readability improvement and comments. Par-
ticipants gave their opinion about other interactive oppor-
tunities they would have liked to have had in addition
to providing readability scores. Among the five proposed
possibilities, rewarding/penalizing individual parts of the
test cases (56%) and modifying values of variables and
arguments (54%) were the two options most consistently
selected by participants. Combining parts of two or more
test cases (38%), suggesting the inclusion of new objects or
the invocation of different methods (28%) and adding new
assertions (28%) were also marked but to a lesser extent.
The different free comments were numerous, including
suggestions and issues they faced. Among them, some par-
ticipants mentioned that, in some interactions, the shown
test cases were too similar (e.g., only the value of an
argument changed) or not complex enough. This might
also explain why test length was not perceived as highly
relevant. A possible solution to this would imply incor-
porating a mechanism to show both diverse and not too
simple test cases, e.g., based on some objective measures.
Other participants indicated that some test presentations
did not feel natural, e.g., negative values in parentheses
or too high values passed as arguments. Sometimes they
would recommend splitting a test case into two. These are
issues mainly related to the internal operation of the test
generation process. Two of them described some problems
when providing the scores (they failed when introducing the
values and could not undo the action), suggesting that they
would like to re-evaluate already seen tests. Based on this,
we decided to implement the option of revisiting candidates
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in the tool (revisit_candidates). With this option enabled, the
tester can provide a new score to tests already shown in
previous interactions when they appear again. Developing
an intuitive GUI could help solve these issues as well.
Preparation time. Preparing interactions involves the selec-
tion of candidate tests, their minimization and the addition
of assertions, which adds an overhead to the search. We
should note that the minimization process is only applied
when at least two candidates covering the target are found;
otherwise, the next target in the list is selected and the
process is repeated until the number of interactions for
that interaction moment is finally reached (as described in
Section. Moreover, the selected tests are only augmented
with assertions once it is guaranteed that the interaction will
take place, i.e., when some minimizations are found whose
readability evaluation is still pending. As a result of this
procedure, the mean preparation time in the experiment was
11.7 seconds (around 1 second per interaction), which we
judge acceptable when compared to the search (2 minutes
in our case) and the interactions themselves (21.5 minutes
on average). Whether this preparation time significantly
increases with other classes should be further investigated.
Minimization and readability archive. We should recall
that, after the minimization of inner test cases, we can find
redundant minimized tests, thereby reducing the number of
candidates selected initially. Thus, considering all attempts
to produce an interaction with at least two candidates, the
minimization process halved the size of the set of selected
test cases, i.e., 47.9% turned out to have the same mini-
mization as another candidate. Furthermore, this reduction
spoiled 42.5% of all attempts, when only a single minimiza-
tion was found and there was no point in asking for revision.
Again, this suggests that it could be helpful to increase the
diversity of the candidates for the purpose of readability
assessment. Then, the set of remaining minimizations was
further reduced, as 80.6% of them were found in the read-
ability archive. This canceled 45.1% attempts of interaction
that only contained already seen minimizations. Therefore,
only 12.4% of the attempts succeeded in completing the
interaction. In summary, the minimization process and the
readability archive are effective and necessary mechanisms
to avoid showing redundant tests and useless interactions,
as they seem to be frequent. This, however, may depend on
the complexity of the class and its particular code features.
Preference archive. In the experiments carried out, we can-
not know whether the parameter P_Preference_Selection con-
tributed to the generation of more readable test cases. Due
to the subjective nature of this problem, we cannot assess
to which extent the code features that made those test cases
the most readable for the tester actually propagated to new
test cases in next generations. We should remark, however,
that the number of different test cases contained in the
coverage archive will be usually much larger than that in the
preference archive. Consequently, selecting too many tests
from this archive could hamper the population diversity, so
this parameter should not be set to a high probability.

7 THREATS TO VALIDITY

Experiments with participants pose some threats to internal
validity due to the sample size and its representativeness.
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Firstly, the number of participants (39) is aligned with pre-
vious studies in SBST [14], [15], and clearly superior to what
is frequent in iSBSE [17]. In this sense, we consider that the
sample size is adequate for the type of qualitative analysis
presented. Notice that increasing the sample size would
not necessarily imply more agreement given the subjective
scoring process. Despite this, most of the participants were
not experts in software testing, so the results might not be
representative of what professional testers would think or
do. However, we were able to recruit several professional
developers, and the type of testing task (unit testing over
a Java class) does not really require such a kind of testing
expertise. To overcome the possible lack of knowledge in
relation to the task, we devoted some time to explaining
basic concepts and running an example. Even though we
cannot be completely sure whether they understood the task
and paid enough attention to its resolution, their positive re-
sponses give us enough confidence about their commitment.
In the study, INTEREVO-TR could not be compared with
other previous interactive approaches —as far as we know,
there is no comparable proposal of interactivity for readabil-
ity assessment. In this sense, the perception of usefulness
might stem from the good performance of EvoSuite in
generating automated tests more than from the interactive
approach, since most of the participants had not been in
touch with SBST tools in the past. Even if this is the case, the
fact that they mostly found the interactive process appealing
and useful offers positive evidence per se, especially consid-
ering the burden of manual code inspection. As in similar
experiments with participants, the social-desirability bias
also poses a threat to the validity. For instance, it is possible
that most of the readability scores are medium to high
because participants thought we had added “some more
readable tests” in the tests shown for revision. However,
participants did not exactly know what were the aspects
under evaluation, as they were only told to rate the extent
to which the presented test cases looked readable for them,
and how that information was used by the tool. Therefore,
ultimately, they may have biased the results in favor or
against our interests. In the analysis of usefulness, we added
control questions were both test cases in the pair had been
generated by the same tool (INTEREVO-TR and EvoSuite) to
avoid any guesses about the purpose of the comparison.
Our experiment was planned using a single class under
test. Interactions demand considerable cognitive effort, so
asking participants to perform a second run with another
class could have compromised the results due to a learn-
ing effect. To alleviate this threat, all participants executed
the tool using a different seed and, therefore, they could
observe different targets and/or tests. To avoid information
overload, test cases were generated with respect to three ac-
cessible coverage criteria (Line, Branch and Weak Mutation).
Enabling some additional coverage criteria can lead to the
generation of more tests to cover those additional targets.
This could require a greater number of interactions to make
a proportional impact on the test suite to that achieved
with those three criteria. However, we have focused on
three frequently used criteria [24]. Also, we conjecture that
a broader set of criteria could result in turn in more diverse
targets and test cases being selected, which could ultimately
make the process even more interesting for expert testers.
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8 RELATED WORK

Next we summarize related works on 1) test readability in
automated testing and 2) interactive approaches in SBST.

Test readability. As noted by Rojas et al. [10], generating
more readable test cases represents an open challenge de-
rived from its intrinsic subjective character, which makes it
difficult for test generation tools to achieve more human-
competitive results [9], [12]. In this line, Daka et al. [32]
collected human-rated test cases to train a regression model
and extract desirable code properties, such as identifier
length or code constructs like loops or assertions. The read-
ability estimation provided by the predictive model can be
used to automatically analyze test cases in a post-processing
step, or as part of a multi-objective formulation [33]. From
their experiments with participants, the authors highlight
that more readable test cases allow testers to make decisions
faster, but some aspects (e.g., variable names) still need to
be improved. Other empirical studies have also concluded
that understanding the intention of automatically-generated
test cases requires considerably more time, being limited by
the lack of comments and descriptive names [12].

Several authors have studied how automated methods
could overcome the aforementioned issues. Daka et al. [13]
tackled the generation of meaningful test method names
that synthesize the behavior of the code under test, showing
that the automatically-generated names were as descriptive
as manual ones. Panichella et al. [14] proposed TestDescriber
as an approach to improve the understandability of au-
tomated test cases by means of individual summaries. In
their evaluation, these summaries helped developers both
to find twice as many bugs and to better comprehend the
purpose of test cases. Recently, Roy et al. [15] presented
DeepTC-Enhancer, an approach based on deep learning and
templates to enhance both the documentation of the tests
and additional code aspects, including variable renaming.
In their study, participants reported a significant improve-
ment in readability when applying DeepTC-Enhancer with
respect to previous methods [13]], [14]. In contrast to these
works, our approach does not aim at improving the read-
ability of the test suite by enhancing different aspects of
its appearance. Instead, our interactive approach seeks to
modify the composition of the test suite itself by replacing
test cases with those satisfying the tester’s preferences. All
previous developments differ from our approach in that
they operate automatically in the end, i.e., without any
human intervention. Also, INTEREVO-TR does not modify
the test cases themselves, but the opinion of the tester takes
part in the selection of test cases for the final test suite.
As such, we claim that both, interactive and automated
approaches, could be used in combination to boost the
readability and acceptance of the results. On the one hand,
the interactive execution would add the necessary human
perspective in the selection of tests. On the other hand,
fully automated techniques would help improve the overall
appearance of the final test suite by showing a cleaner test
code. These mechanisms could be invoked before presenting
the test cases to the testers, helping them when executing
INTEREVO-TR with more complex classes. In such situa-
tions, the test cases selected for revision can really benefit
from additional comments and renaming improvements.
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Interactive SBST. Marculescu et al. analyzed the possibili-
ties that interactive evolutionary computation could bring
to SBST and, in particular, to the generation of test data in
black-box testing [22]. Their original idea was to allow ex-
pert testers to evaluate some solutions and interact with the
tool by incorporating their knowledge and understanding
of the SUT. The following works by the same authors [34],
[35] explored in detail the idea of “user as fitness function”,
where domain specialist was asked to periodically re-assign
weights for the objective functions of a differential evolu-
tion algorithm. In their algorithm, applied to an embedded
software from an industrial partner [20], candidates are
encoded as numerical arrays that contain the inputs to the
SUT, and up to 11 objectives are defined to evaluate its
behavior. Among other aspects, they motivated the need of
providing clear and accurate information during the inter-
action and observed differences in how domain specialists
prefer to interact. The empirical study also revealed that
the interaction greatly contributed to exploring new regions
of the search space, though the resulting tests were not as
good as manual tests. Their last work presents an updated
prototype of the interactive SBST tool focused on fault
detection, together with an experience report of its transfer
to industry [21]]. We share with these works the application
of interactive optimization to an SBST problem, though the
approaches are notoriously different. We focus on white-box
testing for object-oriented software (as opposed to black-
box testing), which implies that our interaction demands
inspecting source code instead of test data or SUT behavior.
Therefore, the approach is different in both the purpose of
the interaction and the feedback integration, since our aim
is not to adjust the fitness function to guide the search but
to complement it with preferences about test readability.

9 CONCLUSION

Search-based test generation has been extensively studied
in the past, and now automatic tools like EvoSuite provide
efficient evolutionary methods to achieve high coverage.
However, the generated tests are still difficult to understand
by testers, who cannot participate in the process. In this
work, we propose INTEREVO-TR, an interactive approach
that lets testers evaluate the readability of candidate test
cases during the search. Readability assessment at peri-
odical steps has been integrated into DynaMOSA (Evo-
Suite’s default algorithm), as well as several mechanisms
to prepare the interactions and integrate human feedback.
Our experiment with participants reveals an assortment of
results regarding how they faced test readability assessment,
how they behaved during interactions and how useful they
perceived this process. We highlight that INTEREVO-TR
is able to present relevant information to testers, whose
feedback is reflected in the results. These are positive signs
towards a wider adoption of SBST tools and the acceptance
of automated results. Also, we consider that INTEREVO-
TR can be helpful for students and junior developers to
introduce themselves in automated testing.

In this study, the tester could provide a single readabil-
ity score during interactions. As future work, we plan to
analyze and implement further interactive opportunities,
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such as the possibility to modify the candidates in addi-
tion to assessing them. Moreover, these new opportunities
could enhance the capability to detect challenging faults
as testers could provide their knowledge of the internal
structure of the source code. Based on the participants’
feedback, INTEREVO-TR could also be improved in terms
of tool usability. Being a human-based approach, it would
be also interesting to analyze possible cognitive biases
usually affecting software engineering tasks [36], especially
those action-oriented and related to decision-making. In this
sense, InterEvo-TR could be extended to allow the joint
evaluation by several testers as way to reduce inaccuracies
coming from less expert testers. In addition, it would be
interesting to compare our interactive approach against the
manual design of test cases, thus analyzing whether interac-
tive test generation tools could help testers save time. In the
long term, we plan to study whether an interactive approach
can actually promote a wider adoption and acceptance of
SBST from the software industry.

ACKNOWLEDGMENTS

The authors would like to thank the participants for their
valuable time, strong interest and positive feedback, and
the Area de Sistemas de Informacién in the University of
Cadiz. This work was partially supported by the Euro-
pean Commission (FEDER), the Spanish Ministry of Science
and Innovation (projects PID2021-122215NB-C33, RT12018-
093608-BC33, RED2018-102472-T, Grant PID2020-115832GB-
100 funded by MICIN/AEI/10.13039/501100011033) and
the Andalusian Regional Government (postdoctoral grant
DOC_00944).

REFERENCES

[1] G.]. Myers, C. Sandler, and T. Badgett, The art of software testing,
3rd ed. Wiley Publishing, 2011.

[2] S. Anand, E. K. Burke, T. Y. Chen, J. Clark, M. B. Cohen,
W. Grieskamp, M. Harman, M. J. Harrold, P. McMinn, A. Bertolino,
J.J. Li, and H. Zhu, “An orchestrated survey of methodologies for
automated software test case generation,” Journal of Systems and
Software, vol. 86, no. 8, pp. 1978-2001, 2013.

[3] S.Al, L. C. Briand, H. Hemmati, and R. K. Panesar-Walawege, “A
systematic review of the application and empirical investigation
of search-based test case generation,” IEEE Transactions on Software
Engineering, vol. 36, no. 6, pp. 742-762, Nov 2010.

[4] S. Wappler and ]. Wegener, “Evolutionary unit testing of object-
oriented software using a hybrid evolutionary algorithm,” in IEEE
International Conference on Evolutionary Computation, 2006, pp. 851
858.

[5] G. Fraser and A. Zeller, “Mutation-driven generation of unit tests
and oracles,” IEEE Transactions on Software Engineering, vol. 38,
no. 2, pp. 278-292, 2012.

[6] S. Panichella, A. Gambi, F. Zampetti, and V. Riccio, “Sbst tool
competition 2021,” in 2021 IEEE/ACM 14th International Workshop
on Search-Based Software Testing (SBST), 2021, pp. 20-27.

[71 B. Evers, P. Derakhshanfar, X. Devroey, and A. Zaidman,
“Commonality-driven unit test generation,” in 12th International
Symposium on Search-Based Software Engineering. ~ Springer Inter-
national Publishing, 2020, pp. 121-136.

[8] A. Arcuri,]. P. Galeotti, B. Marculescu, and M. Zhang, “Evomaster:
A search-based system test generation tool,” Journal of Open Source
Software, vol. 6, no. 57, p. 2153, 2021.

[9] A. Arcuri, “An experience report on applying software testing
academic results in industry: we need usable automated test
generation,” Empirical Software Engineering, vol. 23, no. 4, pp. 1959—
1981, 2018.



IEEE TRANSACTIONS ON SOFTWARE ENGINEERING

[10] J. M. Rojas and G. Fraser, “Is search-based unit test generation re-
search stuck in a local optimum?” in IEEE/ACM 10th International
Workshop on Search-Based Software Testing (SBST), 2017, pp. 51-52.

[11] M. M. Almasi, H. Hemmati, G. Fraser, A. Arcuri, and J. Benefelds,
“An industrial evaluation of unit test generation: Finding real
faults in a financial application,” in Proceedings of the 39th Inter-
national Conference on Software Engineering: Software Engineering in
Practice Track. 1EEE Press, 2017, pp. 263-272.

[12] S. Shamshiri, J. M. Rojas, J. P. Galeotti, N. Walkinshaw, and
G. Fraser, “How do automatically generated unit tests influence
software maintenance?” in 2018 IEEE 11th International Conference
on Software Testing, Verification and Validation (ICST), 2018, pp. 250—
261.

[13] E. Daka, J. M. Rojas, and G. Fraser, “Generating unit tests with
descriptive names or: Would you name your children thingl and
thing2?” in Proceedings of the 26th ACM SIGSOFT International
Symposium on Software Testing and Analysis, ser. ISSTA 2017. New
York, NY, USA: Association for Computing Machinery, 2017, p.
57-67.

[14] S. Panichella, A. Panichella, M. Beller, A. Zaidman, and H. C. Gall,
“The impact of test case summaries on bug fixing performance:
An empirical investigation,” in Proceedings of the 38th International
Conference on Software Engineering, ser. ICSE '16. New York, NY,
USA: Association for Computing Machinery, 2016, p. 547-558.

[15] D. Roy, Z. Zhang, M. Ma, V. Arnaoudova, A. Panichella,
S. Panichella, D. Gonzalez, and M. Mirakhorli, “DeepTC-
Enhancer: Improving the Readability of Automatically Generated
Tests,” in 2020 35th IEEE/ACM International Conference on Auto-
mated Software Engineering (ASE), 2020, pp. 287-298.

[16] M. B. Cohen, “The maturation of search-based software testing:
Successes and challenges,” in Proceedings of the 12th International
Workshop on Search-Based Software Testing, ser. SBST "19.  Piscat-
away, NJ, USA: IEEE Press, 2019, pp. 13-14.

[17] A.Ramirez, J. R. Romero, and C. L. Simons, “A systematic review
of interaction in search-based software engineering,” IEEE Trans-
actions on Software Engineering, vol. 45, no. 8, pp. 760-781, 2019.

[18] E. Pérez, J. Font, L. Arcega, and C. Cetina, “Empowering the
Human as the Fitness Function in Search-Based Model-Driven
Engineering,” IEEE Transactions on Software Engineering, pp. 1-16,
2022.

[19] S. Rebai, V. Alizadeh, M. Kessentini, H. Fehri, and R. Kazman,
“Enabling Decision and Objective Space Exploration for Interac-
tive Multi-Objective Refactoring,” IEEE Transactions on Software
Engineering, pp. 1-19, 2022.

[20] B. Marculescu, R. Feldt, R. Torkar, and S. Poulding, “An initial
industrial evaluation of interactive search-based testing for em-
bedded software,” Applied Software Computing, vol. 29, pp. 26-39,
2015.

[21] B. Marculescu, R. Feldt, R. Torkar, and S. M. Poulding, “Transfer-
ring interactive search-based software testing to industry,” Journal
of Systems and Software, vol. 142, pp. 156-170, 2018.

[22] B. Marculescu, R. Feldt, and R. Torkar, “A concept for an inter-
active search-based software testing system,” in Proceedings of the
4th International Conference on Search Based Software Engineering, ser.
SSBSE’12. Berlin, Heidelberg: Springer-Verlag, 2012, pp. 273-278.

[23] P. McMinn, “Search-based software test data generation: A sur-
vey: Research articles,” Software Testing, Verification and Reliability,
vol. 14, no. 2, pp. 105-156, 2004.

[24] J. M. Rojas, M. Vivanti, A. Arcuri, and G. Fraser, “A detailed
investigation of the effectiveness of whole test suite generation,”
Empirical Software Engineering, vol. 22, no. 2, pp. 852-893, 2017.

[25] A. Panichella, E. M. Kifetew, and P. Tonella, “Automated test
case generation as a many-objective optimisation problem with
dynamic selection of the targets,” IEEE Transactions on Software
Engineering, vol. 44, no. 2, pp. 122-158, 2018.

[26] A. Ramirez, J. R. Romero, and S. Ventura, “Interactive multi-
objective evolutionary optimization of software architectures,”
Information Sciences, vol. 463-464, pp. 92-109, 2018.

[27] V. Alizadeh, M. Kessentini, M. W. Mkaouer, M. O Cinnéide,
A. Ouni, and Y. Cai, “An Interactive and Dynamic Search-
Based Approach to Software Refactoring Recommendations,”
IEEE Transactions on Software Engineering, vol. 46, no. 9, pp. 932-
961, 2020.

[28] B. Marculescu, S. Poulding, R. Feldt, K. Petersen, and R. Torkar,
“Tester interactivity makes a difference in search-based software
testing: A controlled experiment,” Information and Software Technol-
ogy, vol. 78, pp. 66-82, 2016.

17

[29] A. Ramirez, P. Delgado-Pérez, K. J. Valle-Gémez, I. Medina-Bulo,
and J. R. Romero, “Interactivity in the generation of test cases with
evolutionary computation,” in 2021 IEEE Congress on Evolutionary
Computation (CEC), 2021, pp. 2395-2402.

[30] M. Koppen and K. Yoshida, “Substitute distance assignments in
NSGA-II for handling many-objective optimization problems,”
in Evolutionary Multi-Criterion Optimization, S. Obayashi, K. Deb,
C. Poloni, T. Hiroyasu, and T. Murata, Eds. Berlin, Heidelberg:
Springer Berlin Heidelberg, 2007, pp. 727-741.

[31] A. Arcuri and L. Briand, “A Hitchhiker’s guide to statistical tests
for assessing randomized algorithms in software engineering,”
Software Testing, Verification and Reliability, vol. 24, no. 3, pp. 219-
250, 2014.

[32] E. Daka, J. Campos, G. Fraser, J. Dorn, and W. Weimer, “Modeling
readability to improve unit tests,” in Proceedings of the 2015 10th
Joint Meeting on Foundations of Software Engineering, ser. ESEC/FSE
2015. New York, NY, USA: ACM, 2015, pp. 107-118.

[33] E.Daka,]. Campos,]. Dorn, G. Fraser, and W. Weimer, “Generating
readable unit tests for Guava,” in Search-Based Software Engineering
- 7th International Symposium, SSBSE 2015, Bergamo, Italy, September
5-7, 2015, Proceedings, 2015, pp. 235-241.

[34] B. Marculescu, R. Feldt, and R. Torkar, “Objective re-weighting to
guide an interactive search based software testing system,” in 2013
12th International Conference on Machine Learning and Applications,
vol. 2, Dec 2013, pp. 102-107.

[35] B. Marculescu, R. Feldt, and R. Torkar, “Practitioner-oriented visu-
alization in an interactive search-based software test creation tool,”
in 2013 20th Asia-Pacific Software Engineering Conference (APSEC),
vol. 2, Dec. 2013, pp. 87-92.

[36] R. Mohanani, I. Salman, B. Turhan, P. Rodriguez, and P. Ralph,
“Cognitive Biases in Software Engineering: A Systematic Mapping
Study,” IEEE Transactions on Software Engineering, vol. 46, no. 12,
pp. 1318-1339, 2020.

Pedro Delgado-Pérez received the Ph.D. degree in computer science
engineering (2017) and works as Assistant Lecturer in the University
of Cadiz (Spain). He has mainly centered his research on testing tech-
niques. His research interests also include SBSE and OO programming.

Aurora Ramirez received the PhD in Computer Science from the Uni-
versity of Cordoba (Spain) in 2018, where she is currently a postdoctoral
researcher. Her research interests include SBSE, software analytics,
interactive optimization and explainable artificial intelligence.

Kevin J. Valle-Gémez currently works as Assistant Lecturer at the
University of Cadiz (Spain). His research interests focus on the improve-
ment of software testing processes in line with the needs of industry.

Inmaculada Medina-Bulo received her PhD in computer science at
the University of Seville (Spain). She has worked in the Department of
Computer Science and Engineering of the University of Cadiz (Spain)
since 1995. She is the main researcher of the UCASE Research Group.
Her research interests focus on Software Testing, SBSE, loT and CEP.

José Raul Romero received his PhD at the University of Malaga
(Spain), and is with the Dept. of Computer Science of the University
of Cérdoba. His research interests focus on democratization of data sci-
ence and the application of intelligent systems to software engineering.



	Introduction
	Background
	Search-based test case generation
	Interactivity in SBST
	Test-case generation with DynaMOSA

	InterEvo-TR: Incorporating interactive readability assessment
	Overview of the interactive approach
	Interaction moments and target selection
	Selection of candidate test cases
	New archives: preference and readability
	Integration of readability scores
	Final test suite

	Experimental methodology
	Research questions
	Description of Experiment #1
	Description of Experiment #2
	Study design
	Parameter setting and interaction scheme


	Results
	RQ1: Covered targets and test case length
	RQ2: Test readability
	RQ3: Interaction process
	RQ4: Usefulness

	Discussion
	Threats to validity
	Related work
	Conclusion
	References
	Biographies
	Pedro Delgado-Pérez
	Aurora Ramírez
	Kevin J. Valle-Gómez
	Inmaculada Medina-Bulo
	José Raúl Romero


