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Abstract: Information overload is a major concerns retrieval systems face. Information is 
ubiquitous, available from many distinct sources and the main issue is to get just the right piece of 
information that might satisfy our specific needs. Many of these sources organize their 
informational resources on a given ontology. However, these ontologies are static and do not allow 
for personalization. This fact degrades the value of the service if there is no easy mental mapping 
between user specific needs and the general source ontology. Organizing informational resources 
according to particular needs might increase users’ satisfaction and save their time. In this paper we 
present a methodology to filter and organize informational resources according to users’ interests, 
thus granting users with a personalized edition of the resource, especially tailored towards their 
specific needs. We believe that this methodology may be applied in educational scenarios, where 
we have a repository of educational objects that are organized according to specific objectives, 
automatically producing specific courseware. Our experimental results confirm that it is possible to 
automatically personalize document resources with high precision at a reduced editor workload. 

 
 
Introduction 
 

Nowadays people are overwhelmed by information which is available from many different sources. The 
web brought to us a new media where everyone can publish regardless of validity, structure, format or language. In 
this new scenario, the problem is not to get information but to gather the right few pieces of information and to 
organize them in a way that satisfies our particular needs. 

Besides the web, there are many more sources continuously providing fresh information. It is common to 
have information distributed through RSS feeds freely available. These feeds present information on an orderly 
fashion, catalogued on a given ontology previously defined. However, this ontology is static and does not allow for 
personalization. What if users are interested in a distinct taxonomy? A given resource is useful for a given group of 
users if it is organized in a way that maps users’ interests; however it is useless if there is no easy mental mapping 
between users’ interests and the way information is organized. Organizing collections of objects according to 
particular needs might increase users’ satisfaction and save their time. These objects may be general news stories, 
collected from a newspaper feed, as we have used in this work, or a set of learning objects in an institutional 
repository or any other kind. 

In this paper we describe myExpresso, a prototype system[19], applied to the Expresso newspaper [22], to 
deploy and test our methodology. myExpresso requests users to specify their interests through a taxonomy and to 



identify a few exemplary news stories representing each class in the taxonomy. Based on that exemplary news, the 
system builds a model of user’s interests which is then used to automatically label fresh news stories that are 
acquired from the newspaper feed. myExpresso filters news stories and presents them organized according to user 
interests, granting users with a personalized edition of the newspaper, especially tailored towards their specific 
needs. 

We believe that the application of this methodology in an educational setting might contribute to build – or 
complement – and maintain educational resources and greatly improve their usefulness. Our methodology may be 
applied to explore and organize a repository of learning objects, according to specific objectives, thus working as a 
courseware semi-automatic editor. Students themselves might use such a tool to build a course on a specific 
competence; or to help them collect a set of learning objects that might help in understanding a given concept or 
how to apply a given technique. 

myExpresso may be seen as an automatic resource compiler, a system that seeks and retrieves a list of the 
most authoritative documents for a given topic [4]. This is a very broad definition, under which many distinct types 
of systems may be considered, including, for instance, search engines. In this work we are interested in an automatic 
resource compiler, which has the responsibility of collecting and organizing a collection of relevant objects, in a 
continuous effort to keep the collection up-to-date and organized according to user specific needs. Many automatic 
resource compilation systems and methodologies have been proposed in the past, exhibiting many interesting ideas 
and characteristics. 

Thesus (2003) [10] allows for the users to search documents in a previously fetched and classified 
document collection. In this system documents are classified based on document contents and link semantics. 

WebLearn (2003) [16] retrieves documents related to a topic, specified through a set of keywords, and then 
automatically identifies a set of salient topics, by analysing the most relevant documents retrieved in response to the 
user query that describes the topic. The identification of these salient topics is a fully automatic process not allowing 
for user interference. 

iVia (2003) [18] is an open source virtual library system that collects and manages resources, starting with 
an expert-created collection that is augmented by a large collection automatically retrieved from the web. iVia 
identifies relevant internet resources through focused crawling [3] and topic distillation approaches. 

Personal View Agent, PVA, (2001) [5] learns user profiles in order to assist them when they search 
information in the web. This system organizes documents in a hierarchical structure – the personal view, which is 
user dependent and dynamic, automatically adapting to changes in user’s interest. 

Metiore (2001) [1] is a search engine that ranks documents according to user preferences, which are learned 
from user historical feedback depending on the user objective. 

Personal WebWatcher (1999) [17] analyses page requests, learns a user model and suggests web pages 
potentially interesting to the user. The system operates offline, when learning user models, and at query time, when 
recommending interesting pages to the user. 

The ARC system (1998) [4] compiles a list of authoritative web resources on any topic. The algorithm has 
three phases: search and grow, weighting and iteration and reposting. 

Letizia (1995) [15] is a user interface agent that assists a user browsing the Web. Letizia also suggests 
potentially interesting links for the user to follow. Interest in a document is learned through several heuristics that 
explore user actions, user history and current context. 

In our work users are able to specify their information needs, by specifying the topic ontology they are 
interested in, through examples. From there on, the system learns the topic, periodically read the sources to acquire 
fresh objects, and automatically organizes them according to specific users’ interests. Specifying interests through 
examples seems adequate once it is very flexible and does not require any prior training neither any specific skills 
from the editor. 

We have applied semi-supervised learning algorithms to learn user needs that have shown to be effective 
since significantly reduce editor workload while maintaining accuracy. 

In the remainder of this paper we will describe our methodology, presents and discusses the results we have 
achieved related to editor workload and accuracy. At last we present our conclusions and future work. 

 
The Methodology and myExpresso Prototype 
 

News in a newspaper, and many other systems that organize document collections on a static directory, 
such as Yahoo! [23], systems based on Dewey Decimal Classification [6] and other similar taxonomies [21], are 
presented in an orderly fashion; however this structure is rigid and does not allow for personalization. 



We propose a methodology that is intended to allow users to freely personalize informational resources – 
which may be educational resources – according to their specific needs. This methodology is deployed through the 
myExpresso prototype that uses common open source technologies, including Lucene [9], MySQL, Java and PHP. 

For sake of clarity we define a few concepts we will use throughout this paper: User is a person seeking for 
information and Editor is the person in charge of adding and updating contents on a specific web site. A Topic is a 
specific information need described by the Editor. Resources are collections of documents describing a Topic for a 
given period of time. 

The Editor is responsible for specifying a Topic which is of relevance for the site users. Users explore 
Resources to get information on that Topic. 

Editor and User are roles that may be impersonated by the same single user. An Editor may also define and 
maintain resources on behalf of a group of users with common interests. 

 
Architecture 
 

The methodology we propose [7] executes a continuous loop (Fig.1) where each of the iterations consists 
on the following phases (adapted from [8],[14]): 

• Acquisition: aims to find and retrieve, from the sources, as many relevant documents as possible 
while retrieving as few non-relevant documents as possible (tasks 1 and 2). 

• Pre-processing: comprises any transformation process that is applied to the retrieved documents to 
generate appropriate document models (task 3). 

• Learning: intends to find patterns and to learn user needs (task 4). 
• Analysis and Presentation: aims to facilitate the exploration of large document collections and to 

detect and adapt to drift in user interests (tasks 5 and 6). 
The first iteration for a given topic goes from topic definition to document archival, pre-processing, 

learning and classification (tasks 1 through 5). This iteration is conducted by the editor and results in the first 
version of the resource. From this point on two distinct threads are executed: 

• In the first thread, the user explores the resource (task 6). 
• In the second thread (automatically scheduled and triggered) the system periodically refreshes the 

resource by reading the sources and classifying incoming documents (news stories at myExpresso) 
(tasks 2 and 5). 

Explicit editor effort is required exclusively for topic specification. Labeling a set of exemplary document 
is the most demanding task that is required from editors on this phase. These exemplary documents will be used to 
build a model for the topic. 

 
Topic specification 

 
Topics are specified by the editor, at task 1 (Fig.1). The most relevant features of the topic specification 

include: 
• a taxonomy, representing the ontological structure for the topic – for instance (“sports”, “politics”, 

“technology”) –  and 
• a partially classified set of exemplary documents that should include labeled documents on every 

taxonomy categories. 
The topic taxonomy is a hierarchy of concepts specifying the ontological structure of the resource. The root 

is the topic itself. The taxonomy is merely a way of structuring the resource according to user specific needs. 
Each document in the resource is supposed to be associated to just one category – the most specific 

category in the taxonomy adequately representing the document. 
 



 
Fig. 1  System architecture 
 

Pre-processing 
 

Each document to be included in the resource is previously transformed by a set of functions that reduce 
document text, in the title and snippet that is provided by the news feed, to a common standard format adequate for 
automatic classification. These transformations include lexical analysis, that eliminates punctuation and converts 
text to lower case, removal of stop words, that eliminates words that do not add semantics, and stemming, that 
reduces each word to its radical. These two last transformations are language dependant; myExpresso applies a 
Portuguese list of stop words and a Portuguese stemmer since we are processing Portuguese collections of objects. 

After being pre-processed news stories are indexed and standard TF×IDF vectors [20] are generated and 
stored. Pre-processing and indexing is performed by Lucene classes wrapped in our framework. 

 
Learning 

 
Learning the topic taxonomy in an unsupervised manner, by applying clustering techniques, does not seem 

appropriate. The user may be interested in an organizational structure different from the one obtained with 
unsupervised techniques. On the other hand, a supervised learning scheme requires a large number of labeled 
examples from each category. This is a major drawback since the manual classification of news stories might 
become costly and highly time-consuming. 

We use a semi-supervised solution, requiring the editor to classify a few examples at an initial phase. The 
system will then learn a classifier for each category in the taxonomy, based on the exemplary pre-labeled 
documents, using Expectation-Maximization (EM) techniques [2]. In this setting the system learns from few labeled 
and many unlabeled examples. 

News stories content, extracted from the title and snippet, is used to learn the taxonomy applying standard 
text classifiers to standard TF×IDF vectors. 

We apply a Support Vector Machine (SVM) classifier [11] – currently the most accurate classifier for text 
[2] – wrapped in a simple semi-supervised bootstrapping algorithm [13]. In this method, the classifier is wrapped in 
a process that iteratively labels unlabeled documents and adds them to the labeled set. This cycle is executed until a 
certain stopping criterion is met. One of these stopping criteria is based on the concept of classification gradient, 
which is a way of measuring model improvement between iterations [7]. At the end we store, for each topic, the 
corresponding SVM model. 

 
Classification 

 
Once a topic model is available we may apply it to classify incoming news stories. For each document to 

classify, our SVM classifier, SVMLight implementation [12], receives a TF×IDF vector and generates a set of 
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probabilities, one for each class in the topic taxonomy. These probabilities represent the posterior probability of the 
document belonging to each class. For each document, the higher probability is compared to a minimum threshold 
and, when it is higher than that minimum, the corresponding class is attached to the document. When the higher 
probability is lower then the minimum threshold the document remains unlabeled, meaning that the automatic 
classifier does not have enough confidence to attach that document to a given class. 

 
Presentation 

 
Users have their resources available and may explore them through a directory that maps their specific 

interests (Fig. 2). 
 

 
Fig. 2  Resource presentation 
 
 
 

Evaluation 
 
 
It is not yet clear for us whether this proposal is adequate for automatic courseware construction and 

maintenance or not. Evaluating this requires us to apply the prototype proposed in the current paper in a learning 
environment, with a repository of learning objects that may be organized by editors (teachers), according to a set of 
specific objectives, and further explored by end-users (students). 

However, we may evaluate whether editor workload can benefit from semi-supervised learning and if so at 
what expense in classification accuracy. Thus, our evaluation will be focused on the classification task. 

 
Editor Workload Reduction 

 
In our work we have used applied an EM algorithm for semi-supervised learning which wraps an SVM 

classifier in a process that iteratively labels unlabeled documents and adds them to the labeled set. This cycle is 
executed until a given stopping criteria is met. With this process we expect to decrease editor workload and achieve 
similar accuracy – as in a fully supervised setting – with less work. 

To evaluate this we have compiled two datasets: one is composed by 200 web pages related to the topic 
popular events (PE) – that might be used by someone wishing to learn how Portuguese families commemorate these 
festivities – and the other is composed of 66 documents related to the topic artificial intelligence (AI). Either topic 
has three classes: Christmas, Easter and Carnival for PE and Research Laboratories, Events and Documents for AI. 

We have started by obtaining reference values under a fully supervised setting and have achieved an error 
rate of approximately 25%, for the AI resource, and an error rate of approximately 8%, for the PE resource. These 
are the marks we want to achieve at the semi-supervised setting but with a reduced set of labeled documents. 

We have observed that the semi-supervised learning algorithm is able of leveraging evidence from labeled 
and unlabeled examples, significantly reducing the workload required to obtain a certain accuracy level. At the PE 
resource we have achieved a minimum supervised error of 8% with a workload of 45 labeled documents. Applying 



semi-supervised learning, we have an equivalent error rate, of 10%, for a workload of just 33 documents, a reduction 
of 27% on the workload. A similar reduction on the workload is achieved at the AI resource. 

The advantage of semi-supervised techniques becomes clear at this point. These experiments seem to 
confirm the validity of semi-supervised learning techniques and to prove that it allows reducing the workload 
without compromising accuracy. These experiments confirm the advantages of semi-supervised learning for 
problems where instance labeling is very demanding, especially for the workload reduction they allow without 
significantly compromising accuracy. 

 
Classification Accuracy 

 
To evaluate the classification accuracy of our text classifier we have defined a topic with 11 distinct classes 

(labeled 1 to 11). A classification model was generated from a training dataset obtained from the Expresso feed, for 
a three day period. Then we collected 492 news stories from the 9th September 2007 till October, 31st and manually 
label them on our 11 class taxonomy. Automatic labels have been generated with our previously trained classifier 
for those news stories and we compute precision for this set. We got a macro-average precision of 87% and a micro-
average precision of 96%. Since our dataset in biased towards some categories – categories 2, 6 and 10 have only 
one document each while category 4 has 64 documents – micro-averaging seems more reliable. These figures 
confirm high accuracy. 

 
Conclusions and Future Work 

 
Whenever a user, or group of users, wants to be kept informed on some topic, an automatic resource 

compilation system can be of great value. We may imagine some potential interested parties: organizations, 
associations and specific interest groups, commercial companies trying to gather information on their market, news 
wire services, students interested in some subject, to name a few. Nowadays the problem is not to obtain information 
but to organize it and to extract its intrinsic value in due time. 

We believe that an automatic system, which adapts to user information needs, may be very valuable and 
potentially interesting to private as well as to professional users. In our work we pretend to automate the content 
retrieval task in order to reduce editorial effort while improving end-user satisfaction. 

We have proposed and described a methodology and a prototype that accomplishes some of the aims 
mentioned above. Although it was not possible to evaluate to what extent user satisfaction is improved with such 
functionalities, our experimental results show the value of semi-supervised learning techniques, especially when 
document labeling is an expensive task, and confirm high accuracy on news stories classification. 

From this point on, many paths for improvement can be followed. The application of information extraction 
techniques may add very interesting capabilities. These techniques may generate document summaries, or 
summarize the content of sets of documents, which may be very valuable at the presentation layer. At a second 
phase, we may explore information extraction techniques to automatically build a report on the current state of the 
art of some topic, specifically structured according to the organization preferred by the user. 

We may think of a course as a specific collection of learning objects organised on a given ontology, defined 
according to the course objectives. In this scenario, we may apply our methodology to automatically compile, from a 
repository of learning objects, the material that is required for a specific course. We may even apply our 
methodology to retrieve fresh content from the web and other sources to continuously update courseware based on a 
previously defined ontology. Students themselves might use such a tool to build a course on a specific competence; 
or to help them collect a set of learning objects that might help in understanding a given concept or how to apply a 
given technique. 
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