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Abstract. Playing an online game, interacting on a social network or in a digital
gaming community is part of the daily lives of most children and youth, with
effects on the development of the personality, influence on the behavior and on
the ability to manage conflicts.

Studies and reports have been analyzing the interactions of online players, on
gaming platforms and communities, as consumers and content producers, with
the aim of understanding and finding effective ways to prevent hate speech from
proliferating in these digital environments.

In this article, we present a gamified installation, combining narrative and
participatory approaches, as a response to the proliferation of online hate speech.
The game-installation [IN]The Hate Booth consists of a light booth, where the
interactor can find an interactive fiction game inspired by the videogame universe.
This game will be the basis of a pedagogical itinerary, aiming to reflect on expe-
riences with online hate speech and its effects inside and outside the virtual world
[1,2].

The initiative seeks to contribute to achieving and developing the sixteenth
goal of the United Nations 2030 Agenda for Sustainable Development, Peace,
Justice and Strong Institutions: the construction of peaceful and just societies, and
effective, accountable and inclusive democracies at all levels.
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1 Introduction

The Internet, and mostly the social networks, transformed the way individuals commu-
nicate. From an era in which ideas were transmitted in a slower and limited way, we
evolved to the era of superinformation, based on countless diffusion channels to interact,
share and express ideas and information, instantly and massively.

The media have been the stage for strong discussions that, many times, result in the
use of offensive and discriminatory language [3, 4]. The use and dissemination of hate
speech permeates online platforms. As a result, hate speech has been recognized as a
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serious problem, giving rise to several international initiatives as countermeasures to
the problem. At the end of the last decade, the academic interest in hate speech had a
significant increase, reflected, for example, in the volume of production indexed in Web
of Science (WoS), which increased from 42 to 162 between 2013 and 2018 [2—4].

Researchers have been describing online hate speech as a set of behaviors categorized
as toxic in relation to constantly renegotiating and evolving social norms [2]. Sellars [8]
surveyed a set of common traits that help to identify hate speech: the fact of addressing
a group or an individual, as a member of a group; the presence of content that expresses
hate and may cause harm; the intention to harm; the public nature of the discourse and,
finally, the existence of a context that makes the violent response possible. From these
common traits, different types of hate speech can be identified, motivated by gender,
sexual identity, nationality, historical events, or religious beliefs [2, 3, 9—11].

Citron and Norton [13] define and analyze four forms of response to online hate
messages: (2) inaction (3) exclusion/suspension of messages and users (4) education
(5) counter-narratives. The first and second types of reactions have been the most used
by large technology corporations. According to the authors, the silence in response to
digital hate also carries significant expressive costs, so it can contribute to the legitimacy
of a type of hate speech. In turn, blocking the users of hate messages may work as
a short-term solution, on an individual scale, but it continues to be detrimental to the
community, especially from the point of view of freedom of expression.

Available data related to these experiences is often difficult to assess as it is in private
databases. One of the most recent datasets, a report focusing on the analysis of cyber
hate experiences of children aged 11-17 years in 10 European countries concluded that
exposure to hate speech increases with age, a trend likely correlated with greater overall
engagement with the virtual world [2, 14, 16].

Hateful messages need to be limited, because they can violate the dignity of the
others; however, doing so often creates a conflict between fundamental rights: on the
one hand, freedom of expression and, on the other, the right to equality, inclusion, and
protection. The complex balance between these rights has been the subject of analysis
when addressing the problem of hate speech on the Internet.

2 Previous Research on Hate Speech in Video Games and Game
Platforms

Online games provide players with the emotion of competition [5] and the social inter-
actions that are provided can be positive or negative. Many gamers believe online games
are a positive experience and a unique and privileged way to keep in touch with friends
or create new networks of contacts. These positive aspects play an important role in the
community in the digital and physical lives of the players [19].

The negative aspects, many times provided by the competition and experience of the
game, can lead to verbal expression of profanity and obscenity, tolerated as a common
reaction in moments of anger and frustration [13, 20, 21].
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During the games, the interaction in chats is common, and the dialogues diverge
between praise and negative or ironic comments about the performance of the game,
personal insults based on sexual orientation or ethnicity, situations of harassment and
attacks on minorities [22]. The hate speech in digital games is frequently the result of
these interactive dynamics between gamers, in unmoderated activities, such as the for-
mation of teams, the discussion of strategies in chats or livestreaming on game platforms
and communities, which are commonplace to spread this type of toxic behavior [23].
Resorting to censorship as a response to these manifestations of hate can, at times, oppose
freedom of expression, the pillar and conquest of democratic societies, the foundation
of self-realization, autonomy, democracy and truth [24].

Social networks have been monitoring hate speech by identifying and reporting con-
tent to platform creators and administrators. When we analyze this type of phenomenon
in the field of videogames, we deal with different characteristics, such as the access and
the less public nature of these spaces, when compared to Twitter, Tiktok, Youtube, or
Facebook.

In 2017, when more than 500 white supremacists marched in Charlottesville, in the
United States of America, they showed the world its organizational capacity (program-
ming, logistics and transportation), all set up in Discord chat rooms, a communication
tool initially created for the gaming community, which allows the creation of chat rooms
and groups to unite gamers. Following the incidents in Charlottesville, where there were
fatalities, this platform imposed restrictive measures on hate speech, by banning several
users who express sympathy or connection to neo-Nazi or white supremacist ideologies
and by prohibiting, through censorship, messages of harassment or threats.

In 2019, following the attack on the Christchurch Mosque, the author, Brenton Tar-
rant, stated that Facebook, Reddit and Youtube had been a significant source of infor-
mation and inspiration [25]. According to Lamphere-Englund and Bunmathong [26],
prominent social networks have intensified the mediation of extremist content, pushing
this type of expression to new forums, namely games and gaming sites. The authors
illustrate their conclusions with several examples that attest to the links between gaming
and extremism.

Steam, the community of gamers and the store, refused to block games or content in
defense of the right to freedom of expression, reaffirming itself as a market for games
closed to cultural disputes. Tiitch and YouTube are other platforms that allow to attend
live broadcasts of everything, including games.

European legislation, as well as some national laws, have taken important steps
in combating hate speech online, for example through the establishment of Codes of
Conduct, the updating of legislation on this matter, or criminal sanctions. On the other
hand, there have been some initiatives by the most prominent technological corporations
in response to this problem, through user policies that converge on blocking individuals,
assuming a commitment to act quickly in case of complaints about this type of abuse:
“Despite initial resistance, and following public pressure, some of the companies owning
these spaces have become more responsive towards tackling the problem of hate speech
online, although they have not (yet) been fully incorporated into global debates” [21].
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Previous studies point to game design as one of the primary influencers of user
behavior, having identified a correlation between a more competitive type of game and
the proliferation of hate speech [2, 4-6, 17, 28, 29]. In turn, dissociative anonymity and
imagination, invisibility, asynchrony, minimization of state and authority, individual
differences and predisposition may trigger toxic disinhibition, as defined by Suler [5],
also contributing to the proliferation of the phenomenon. Suler proposes that the effect
of anonymity on the Internet leads individuals to a feeling of freedom, leading to actions
different from those they would have if they were face to face with the other. This
phenomenon favors the proliferation of trolls and the use of hate speech, characterised
by the demonstration of power or expression of frustration in the face of defeat. This
behaviour is sometimes detrimental to the physical and psychological well-being as well
as the self-esteem of aggressors and victims [2, 19, 28, 29].

Analyzing games and platforms user policies, it is possible to recognize that most
of them has a defined policy in relation to hate speech [19, 22, 27] in which the terms
of use establish silencing sanctions. The ways of identifying this type of discourse also
follow similar protocols in games and platforms: use of Artificial Intelligence (AI), tuned
through “machine learning” or “human-in-the-loop” processes (Al systems trained and
fine-tuned by humans to accurately recognize online hate speech), associated with teams
of varying sizes that work systematically to detect these phenomena. The game Roblox,
for example, claimed to have a team of more than 3000 individuals for this purpose,
however during the last coronavirus pandemic there were several reports of attacks on
players, under the age of 16, with African-American avatars inside the game [12, 25, 32,
33].

Attention given to online hate speech, particularly in videogames and gaming com-
munities, is a reaction to the dissemination of this type of speech and the need to guar-
antee a safe environment in digital spaces. The approaches to the problem are addressed
mainly by two types of strategies for containment and prevention: (1) automatic detec-
tion and classification, based on Al tools and computer science methodologies; (2) the
construction and dissemination of counter-narratives.

Within the game’s communication channels, some toxic communication is fueled
by reactions to in-game events, player performance, and other competitive features. The
widespread use of insults in video games is fueled by the same anonymity that covers
abuse in cyberspace, and game creators are not fully able to predict the consequences
that each game may have. On the other hand, in addition to this spontaneous discourse,
the organized use of platforms as methodologically planned training and radicalization
rooms is also manifest.

2.1 Don’t Feed the Troll

“Don’t feed or troll” is a popular axiom among Internet users, emphasizing that
indifference is the best, and perhaps the only, way to respond to trolls.

In the last decade, trolls and bots have entered the world vocabulary to unravel phe-
nomena that have been constituted, above all, as a challenge for the users and managers of
social platforms, because they have implications in the management and governance of
online communities. Trolling is regularly prevalent on all social networks and is related
to the proliferation of hate speech. Aided by the easy ways to creating anonymous or
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false online profiles and by the atomized nature of interaction on the Internet, it can
represent a threat, when it systematically reaches minority groups [31, 34].

Previous studies confirm that both trolls and bots exert significant influence in driving
digital toxicity. Bots can spread hate online, building groups and supporting opinion
leaders who promote a certain segregation. Stella et al. [35], Uyheng et al. [22] and
Robles et al. [36] correlates the proliferation of negative and inflammatory narratives,
spread by trolls and bots, in political or social events with a polarization of opinions,
intolerance and the increase in hate speech online.

The performances of trolls demand an understanding of two idiosyncratic elements
of a community. Cruz et al. [34] showed that transgression is just one element of a
constellation of complementary practices — learning, assimilation and transgression —
that constitute trolling and that require a degree of knowledge and commitment to a
given community.

Due to the increase in the incidence of trolling in online gaming environments,
several studies have emerged to analyze this trend. Thacker Griffiths [37] examined the
frequency, motivation, and effects of trolling in video games. The results showed that
the trolls tended to keep gaming sessions longer, and that the types of trolling mostly
included sexism and racism. The main reasons given for this practice include fun, teasing
and vindictiveness. On the other hand, the study shows that being identified as a troll is
positively associated with an increase in self-esteem, while being targeted by trolling is
perceived as rather negative, linked to a decrease in self-esteem. In turn, Cook et al. [38]
confirm that trolls do not have a uniform behavior and motivation, distinguishing three
categories of action (1) attack, (2) seeking sensations and (3) seeking interactions. The
first seek to inflict some kind of pain on their victims, the second seek new emotions, and
the third seek attention through new interactions. This analysis allows us to conclude
that trolling is characterized by its instrumentality, and not by an arbitrary nature.

Finally, Cook et al. [38] highlight the importance of a sense of community, in which
the trolls are aware of one another and, at times, undertake group movements. These
events even though considered normal and unavoidable, are seen as deviant and constitute
negative experiences in the domain of cyberbullying and hate.

3 The Methodology: Counter-Narratives to Hate Speech

One of the responses indicated by Citron and Norton [13] to online hate speech is the use
of counter-narratives to copy with the phenomena. A counter-narrative is a message that
offers a positive alternative to extremist, racist, xenophobic, or any other propaganda
that affects individual freedom. It is a way to deconstruct or delegitimize a certain type
of discourse that affects the dignity of the other.

Tuck and Silverman [39] suggest that to create effective counter-narratives, it is
necessary to consider factors such as age and language, offering content capable of
generating thoughts, feelings, memories, and reflections. The authors argue that the
creation of counter-narrative content can be a slow process, which also requires the
expansion, redirection, and recreation of existing content.
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To date, a limited number of studies have been carried out on counter-narratives as
a response to the massive growth of online hate speech. According to Chung et al. [40],
studies have focused on identifying successful counter-narratives [23, 27, 41] evaluating
their effectiveness [18, 32, 42, 43] and the characteristics of counter-narratives [44]. In
particular, analyzing Tiitter conversations, Wright et al. [41] show that some discussions
between strangers can induce favorable changes in speech and attitudes.

In their studies around the use of counter-narratives to combat online hate speech,
Benesch et al. [41] distinguish eight groups of reaction: (1) presenting facts against hate
speech; (2) presenting contradictions in hate speech; (3) warning of the offline or online
consequences of hate speech; (4) manifesting affiliation with a particular characteristic
of the speaker, seeking empathy and deterrence; (5) denunciating hateful speech, through
the mechanisms of digital platforms; (6) responding with humor; (7) responding with a
positive tone and (8) showing hostility.

In the project IN[The Hate Booth] we explore a mixed methodology, based on the
creation of counter-narratives, capable of incorporating partnerships, content creation
and developing a set of strategies based on gamification, to achieve a measurable and
replicable impact.

The concept of culture of convergence [46], which defines the technological, eco-
nomic, cultural, and social transformations perceived in the contemporary scenario of
the media, is the starting point for a participatory approach, considering it the most
effective in the development of capabilities and tools for change.

The narrative approach, namely fiction-based research, used to create the counter-
narratives, can cause changes in the way individuals relate to themselves and others
[47], since the research developed is more truthful, meaningful, useful, accessible, and
human.

4 The Game-Installation IN/The Hate Booth]

Based on the proposals of Tuck and Silverman [39] and Citron and Norton [13], we
combined two axes to generate the installation IN[The Hate Booth]: the development of
a counter-narrative, and a pedagogical itinerary with an educational purpose.

This game-installation reflects cyberspace as fertile ground for the toxic disinhibition
of the hatred discourse. Trolls and bots escape between the watched but unregulated space
of the Internet. It is an engaged proposal, based on interactive fiction, developed as a
digital installation and as a game.

Currently, young people are increasingly becoming consumers and producers of
media, and there is an urgent need to provide them with knowledge and skills that
enable to have a more informed level of consumption and media knowledge. The game-
installation IN/The Hate Booth] seeks to engage the audience as a starting point to address
the problem of hate speech and its psychological, social and political consequences.

4.1 The Concept

This Digital Art project is a counter-narrative against online hate speech. It is composed
of two dimensions, one physical, a light cabin; and a virtual one, an interactive fiction
game that invites the interactor to a path of discovery.
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The artifact aims to achieve four effects: a) contribute to the immersion of the inter-
actor - obfuscating what is around while keeping the focus on the game; b) cause obfus-
cation and discomfort to the interactor, evidencing the effects of hate speech; c) refer,
metaphorically, to the sense of stage and role, remembering that everyone has rights
and responsibilities in the digital world, as in the physical world, being able to assume
their own persona in the containment of this phenomenon and, finally, d) it represents
virtual communication, inherent to online hate speech, linked to the process of toxic
disinhibition.

The cabin is isolated by three panels, inviting the interactor to an immersive expe-
rience. Inside the cabin, the interactor finds a screen with the announcement that the
feed of a web page will be discontinued, and the only access will correspond to the
post-mortem, guaranteeing the documentation of the incident that led to the decision
and thanking the regular fans and visitors. The cancellation leads to questions voiced in
the comments box: What happened to the authors? Why did they decide to stop writing?

By choosing to find out what happened, it will be possible to find a series of archive
messages and, reading and decoding them, the interactor faces the intensification of
various types of hate messages among the followers (Fig. 1).

Fig. 1. IN[The Hate Booth]: Image of the installation prototype

For the logo of the installation-game, we used the square brackets underlining the
experience of the booth: an immersive voyage, isolated from the outside. Inside the
installation, a magic circle is created where special rules prevail [45] (Fig. 2 and 3).

The pedagogical itinerary provides the orientation of a training path in which students
become co-authors of the interactive installation. In addition to the individual experi-
mentation of the artifact, a collective work will be proposed to produce new clues and
new pages that can continue the game, with the purpose of involving students in partici-
pation, intervention and an active awakening to the problem. In addition, the installation
offers the interactors the possibility to comment on the posts, also involving them in the
discussion.
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Fig. 2. IN[The Hate Booth]: Image of the installation prototype

IN[s507H

VAMOS FECHAR ESTA PAGINA!

Fig. 3. IN[The Hate Booth]: Image captured in the game environment

4.2 The Technical Features

The script was developed in the application Celtx and in Twinery to allow the visualization
of the possibilities of paths and choices. A WordPress domain was created allowing the
access of the game with the different pages. To advance the ten levels the interactors
must read the posts and the comments to identify a main theme, a keyword, which allows
passing to the next post. When the interactor can’t find the keyword, a clue is given by
underlining in yellow an important passage of the text.

The physical dimension of the installation consists of a black cabin, measuring 1.50
x 1.50 x 2.68 m, divided into 3 panels and 1 roof. Outdoor area in self-adhesive vinyl;
closed with a curtain. Lighting will be provided by RGB wallwhashers with a transformer
and motion sensor for color change.

The cabin has the following features

Base in metallic structure coated with black laminate with leveling paters;

— Metal structure coated on the outside with very light aluminum composite;

Ceiling with opaline acrylic light box with RGB LED lighting;

The door with a black flannel curtain, fireproof, easy to assemble with ties (allows to
enter and prevent the light from going out);
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— The lighting will have a timer/sequencer that will be programmed to

— The light color changes every 30 s;

— The lighting will take into account the presence of the interactor, avoiding energy
waste when the cabin is empty.

4.3 The Functional Features

The interactor enters the cabin and is faced with an illuminated and closed environment.
On the screen is the post-mortem of a video game website. In this post-mortem the game
mechanism is also presented. One of the users, in the comments, writes the following:

“MetaHacker

Guys, I already found out what happened! Type “Welcome” into the search bar
and find out what made them close the page...”

And on the second page, you can read:
“Neon

What will be the keyword to get to the next post? Tip: What is the main theme of
the blog?”

The interactor understands that based on the theme of a given entry, he can advance,
through the search bar, on the site that has been discontinued. So, he can discover and
experience the escalation of hate, in the comments, that led to its end. When the interactor
cannot find out in three tries what the keyword is, the game gives a clue by putting a part
if the text that leads to that keyword in yellow.

In addition to the individual enjoyment of the game inside the booth, a collective
work will be proposed, based on a pedagogical itinerary that provides the guidance
of a training path in which students become co-authors of the interactive installation.
In addition to the individual experimentation of the artifact, a collective work will be
proposed to produce new clues and new pages that can continue the game, with the
purpose of involving students in participation, intervention and an active awakening to
the problem. The installation also offers the interactors the possibility to comment on
the posts, involving them in the discussion.

From the experimentation of the installation-game questionnaires will be applied by
inquiry and a qualitative data collection will be carried out through focus groups, with
young people and adolescents aged between 10 and 14 years to assess the impact of the
artifact.

The age group cut was based on previous studies [19], which point to the need
to develop media literacy skills at an early age, when children begin to use game
platforms with less parental supervision. On the other hand, the development of the
game-installation was based on a target audience between this age group.

5 Conclusion

Online hate speech has been taking up more and more space on the Internet, particularly
in gaming environments and associated communities. If, on the one hand, the individual
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right to freedom of expression is inalienable and indisputable, it is no less important to
underline that the exercise of this right implies responsibility and respect for the Other
and for difference.

Misogyny, racism, anti-Semitism, homophobia, xenophobia and other forms of
alterophobia have various mechanisms for producing victims and causing harm. The
concern of democratic governments is precisely the solution to this problem, with-
out harming the values of freedom of expression, seeking a sensible balance between
freedom and equality.

The study of the state of the art in this field shows that the path of silencing, application
of sanctions and criminalization as a response to hate speech, strategies used by the main
social networks such as Youtube, Facebook or Discord have not shown effectiveness in
containing the phenomenon, often posing problems in terms of freedom of expression.

The objective of this article was to analyze the problem and survey the solutions that
have been found by previous studies and initiatives. Gamification, counter-narratives,
and art are the axes we propose in our approach to hate speech, focusing on game culture
and social spheres as engines for the promotion of democratic values, critical thinking,
and digital citizenship. Among the UN Sustainable Development Goals we find some of
the key ideas and concepts basis of the project IN[The The Booth], namely the education
for sustainable development and sustainable lifestyles, through the education for human
rights, gender equality, and promotion of a culture of peace and non-violence, grounded
on global citizenship, and cultural diversity.

Through protocols established with basic schools, the game installation and the
itinerary will be experienced by young people between 10 and 14 years old. The exper-
imentation will be accompanied by a workshop and focus group to collect qualitative
data about the experience and its contribution to the understanding the phenomenon of
hate speech and its input to develop tools and strategies to copy with the problem.
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