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Popular science summary of the thesis 
 

Cells are constantly sensing their environment and their own state. How cells respond 

to these signals depends on a variety of circumstances. However, it is crucial that they 

respond efficiently, as it determines their fate. In the case of organisms like us composed 

by many cells, that means that it will ultimately impact our health. Therefore, it is very 

important that our cells make the right decisions as fast as possible.  

Just as we get better when practicing a task, some of our cells can learn how to react to 

external signals so they respond more efficiently the next time they are exposed. Even 

more, they can pass this knowledge to the next generation of cells so the daughters will 

also be more efficient responding. This is what we here refer to as (transcriptional) 

memory. Understanding how cells can remember could help us to use it to our benefit. But 

how do we figure out how cells remember?  

Imagine that I wonder how you are able to write your name on a piece of paper. How 

can I figure out which parts of you are making it possible? That is correct, I can chop 

pieces of you until you are not able to write anymore. For instance, if I cut your foot, you 

will have no problems doing it, but if I take away your fingers, you won’t be able to write. 

Thus, I will conclude that you were using your fingers to do it. But of course, you have 

many, many, many parts that I could remove. Taking one at the time and asking you to 

write your name for each would take too long. What we can do is to take many people, 

each of them missing one part, ask them to write their names and then see which parts are 

missing in those that are not able to. At this point, I would like to remind you that this is 

just an analogy, scientists are not going around mutilating people…or at least not anymore. 

Cells don’t have feet or hands but also need certain tools to perform their tasks. We can 

take them away to find out which one was needed for a specific task. That is what I have 

done here to try to figure out which tools cells need to have memory. However, I am not 

trying to see how they can do something but how they can do it better. Coming back to the 

analogy, it is as if I want to know not how you can write your name but how you are able 

to react and write it faster if I ask you again. This makes everything a little bit more 

complicated…but we made it. We have found some tools that are important for the cell to 

learn how to react, the next step will be to see how these tools are used. 

Cells keep the information about how to make and how to use these tools in an 

instruction manual called genome. We have used special technologies to read and modify 

that manual. A very common way of deleting parts of it is using the genetic scissors called 



CRISPR/Cas. With these scissors, we can delete specific parts of the cell’s manual so they 

cannot produce or use a specific tool anymore. However, these scissors are not perfect. 

Sometimes they don’t cut properly or cut in places that they were not intended to. The 

mistakes are difficult to detect and can confuse the results when we are studying the cell’s 

toolkit. In this thesis we have shown some of these mistakes, how they can sometimes go 

without being noticed and that they can be important because they may influence how the 

cell behaves. We also show a how these mistakes can be detected, which can be useful for 

other researchers. 

Finally, we have included a diagnostic test that we developed during the Covid-19 

pandemic. It detects the instruction book of the virus if it is present in the sample, by 

copying it many, many times. When it has been amplified so much, we can label it with 

fluorescence, or we can visualize it with other methods. It is similar to other tests that were 

in use, but the ingredients that we use can be produced in a very basic laboratory instead 

of buying them from a company. That makes it cheaper and independent on the supplies 

running low, which is very convenient in pandemic times. In addition, as it is designed to 

detect the instruction book of the virus and we scientists have become very good in 

figuring out how to do that, it can be adapted to detect other bugs if (or when) another 

pandemic comes.  

.  

 

  



 

 

Abstract 
 

Transcriptional memory is phenomenon that has gained interest due to its potential 

impact on human health. With our work, we wanted to contribute to the understanding of 

its regulation. To do so, we performed genome-wide knockout screens in both budding 

yeast and human cells. For that, we developed experimental platforms selecting an easy-

to-assay readout that allowed us to stratify mutants based on phenotype and scrutinize for 

mutants enriched or depleted in the corresponding strata.  

Saccharomyces cerevisiae has been used for many years in genetics mainly because it 

is a simple unicellular eukaryote that is very easy to manipulate genetically. This made it 

a very useful model to study fundamental processes of gene expression in eukaryotes, such 

as transcriptional memory. We have discovered a new layer of complexity to the regulation 

of this phenomenon in yeast, based on mRNA stability.  

Despite the great utility of yeast as a model, the translation of the results to humans is 

challenging. When studying human cellular models, the biology is closer to the real 

situation in a human being while keeping it still relatively easy to work with. However, 

there was still a big challenge: precise and easy genetic manipulation. The discovery of 

the bacterial CRISPR systems and its application to genetic manipulation of high 

eukaryotes has paved the path to a whole new era in research. It can be used to knock in 

or knock out genes or intergenic regions of interest, edition, overexpression, epigenetic 

modifications, and many more. It has potential not only for fundamental research but also 

for synthetic biology, gene therapy, diagnostics, personalized medicine, etc. In this thesis, 

we have used a CRISPR/Cas-generated genome-wide knockout pool to interrogate factors 

involved in transcriptional memory in human cells. We have identified two putative factors 

involved in the regulation of transcriptional memory in humans that are interesting 

candidates for further research. 

To validate and further investigate candidates identified in pooled screens, knockout 

cell lines are frequently produced. A common method for that, is introducing two adjacent 

DNA double strand breaks (DSBs), using for example CRISPR/Cas with two gRNAs, that 

often results in the loss of the region in between. We have uncovered the occurrence of 

unexpected on-target aberrations while using a dual guide CRISPR/Cas system to produce 

deletion knockouts. We have shown that these events can go unseen and affect the 

phenotype of the cells. We proposed a workflow for comprehensive analysis of deletion 

clones. 



Finally, in 2020, scientists across the word were urged to help in the SARS‐CoV‐2 

pandemic. As the virus spread quickly, it was crucial to combine the therapeutic efforts 

with the development of diagnostic tools. The gold standard detection method, RT-qPCR 

is very sensitive and specific, but is expensive and requires specialized equipment not 

available in all contexts. In addition, the reagents providers promptly started struggling to 

meet the global demand. The scientific community responded developing a plethora of 

alternatives. Some of those methods are based on loop-mediated isothermal amplification 

(LAMP) of the viral RNA, which can be detected either by fluorescence or change in pH 

among others. Compared to RT-qPCR, this technic is faster and cheaper, with a simple 

readout that does not require specific equipment. However, it still required the extraction 

of the viral RNA, and the supply of related reagents was rapidly affected. Here, we 

developed a LAMP-based method to detect SARS‐CoV‐2 without any previous 

manipulation of the sample, using in-house produced enzymes. Our method performs 

comparatively to the commercially available options in terms of sensitivity and specificity, 

and it is compatible with the most commonly used sample carriers. All the plasmids for 

the production of the enzymes used are publicly available. 
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1 Introduction  

1.1 Overview 

Cells are exposed to a constantly changing environment and their survival greatly 

depends on their ability to respond to the challenge. Regulation of transcriptional 

responses is key to achieve a successful response. In any cell, specific sets of genes are 

expressed in response to internal and external stimuli. In some cases, previous expression 

events influence subsequent responses of the cell, creating specific expression patterns. 

The establishment of expression patterns influenced by previous events can be considered, 

in a broad sense, transcriptional memory. Since this establishment does not rely on genetic 

variations, it can also be termed epigenetic (transcriptional) memory. The broad term 

“transcriptional memory” is used within the literature referring to a myriad of phenomena, 

including transgenerational memory1 and the maintenance of cell identity2,3. The main 

topic of this thesis is the Transcriptional Memory understood as the transiently 

inheritable improvement of a transcriptional response due to repeated exposure to 

an external stimulus4,5. For simplicity, in the context of this thesis, it will be referred to 

as just transcriptional memory.  

Transcriptional memory has been identified in a variety of organisms6–11, including 

humans12–14. It is well studied in its form of metabolic adaptation15,16, but also affects both 

innate17–19 and adaptive immune responses20–24. In addition, it could have a role in the 

acquisition of reversible tolerance during repeated antitumoral drug treatments25,26. 

Therefore, understanding the molecular bases of transcriptional memory and its regulation 

could offer great advantages for human health, particularly in immunology and cancer 

treatment. We intended to shed light into the molecular regulation of this process. To do 

so, we performed unbiased genome-wide screens in both yeast (Paper I, driven by Bingnan 

Li)27 and human cells (Paper II, driven by Yerma P. Sanchez), for which we had to develop 

the appropriate respective platforms. During the development of screen in humans, we 

detected the presence of unexpected CRISPR/Cas9-induced on-target events that were 

locus and cell line independent. We developed a pipeline to uncover the occurrence of 

these on-target aberrations (Paper III, driven by Keyi Geng)28. In addition, we used our 

expertise in method development to provide a LAMP-based method to detect SARS‐CoV‐

2 (Paper IV, co-driven by Yerma P. Sanchez)29 in response to the emergency created by 

the pandemic in 2020. Although this last work is out of the main topic, we include it in the 
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thesis as I devoted significant amount of time and effort to it, and it greatly impacted my 

growth as a scientist.  

To note, a greatly diverse methodology is used in the papers included in this thesis and 

it has been partially developed or adapted for the specific propose. Thus, it is described in 

detail in the corresponding papers and overviewed along the introduction and results 

sections in this kappa rather than in a dedicated section. For example, genetic screens are 

reviewed in section 1.3 and LAMP amplification in section 1.4. 

1.2 Transcriptional Memory 

When cells encounter the same stimulus repeatedly, the transcription of some inducible 

genes can occur faster or stronger the second time, increasing the efficiency of the 

response. This improvement is passed through mitosis to the daughter cells, that also 

respond more efficiently to a stimulus that they have never been exposed to (Fig. 1.1). This 

fascinating phenomenon, denominated “transcriptional memory”, has been described in 

virtually any kind of organism in response to a great variety of stimuli 6–11,30.  

 
Fig. 1.1: Transcriptional memory as an enhanced response upon repeated stimuli. Cells 

at basal state (no induced expression) are stimulated (red arrow), which induce a first 
expression response (light green line). Cells are cultivated until recovery of the basal state 
and then re-stimulated, inducing an enhanced second response (dark green line, dotted line 
indicate the first response as a reference) that can be faster and/or stronger than the first. 

 

Due to its impact on adaptation, homeostasis, and potentially in human health, it has 

been an attractive topic of research in the last decades. Here, I introduce two of the most 

prominent examples of transcriptional memory, the GAL model in Saccharomyces 
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cerevisiae (used in paper I) and the IFN𝛾/HLA-DR model in human cells (used in paper 

II). Next, I review some of the molecular mechanisms associated to transcriptional 

memory and their conservation across species. 

1.2.1 Transcriptional memory in yeast: The Gal system 

The budding yeast S. cerevisiae is an eukaryotic unicellular organism. These particular 

characteristics made it an extensively used model for studying fundamental processes, 

such as transcription, as it recapitulates the basis of biological processes of more complex 

eukaryotes while still being easy to manipulate. In addition, several instances of 

transcriptional memory have been found in the yeast S. saccharomyces, including the 

enhanced response of GAL17 and INO18 genes upon reactivation, or the faster expression 

of over 1000 genes when cells pre-treated with mild salt concentration are exposed to 

oxidative stress31. Therefore, it is not surprising that the majority of the knowledge in 

transcriptional memory has been collected from this organism.  

1.2.1.1 The Gal regulon 

The Gal regulon is a group of genes that encode the structural (GAL1, GAL2, GAL7, 

GAL10, MLE) and regulatory factors (GAL4, GAL80 and GAL3) necessary for the import 

and metabolism of galactose in the yeast S. cerevisiae32. The regulation of these genes is 

the paradigm of gene expression. Gal4p is a transcriptional activator that constitutively 

binds to UASgal sequences present in the promoter of the structural Gal genes. In the 

absence of galactose, the transcriptional inhibitor Gal80p blocks the activation domain of 

the transcriptional activator Gal4p, preventing the recruitment of the transcription 

machinery and therefore the expression of the gal genes. Upon galactose addition, the 

ligand sensor Gal3p interacts with Gal80p inhibiting its action on Gal4p that then recruits 

the transcription machinery and coactivators, thereby initiating the transcription of the 

structural Gal genes33–36 (Fig. 1.2). 

 
Fig. 1.2: Regulation of the Gal genes in non-inducing and galactose-induced 

conditions. Gal4 is inhibited by Gal80 in non-induced conditions (left). In the presence of 
galactose (right), Gal3 sequesters Gal80 abolishing its inhibition and Gal4 recruits the 
transcription machinery (RNApolII and general transcription factors). 
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However, S. cerevisiae uses glucose as a preferential carbon source. This preference is 

achieved both by transcriptional regulation of the Gal regulon and direct inhibition of the 

structural proteins. The presence of glucose inhibits the transcription and the protein 

galactose transporter Gal2, limiting the galactose available intracellularly. In addition, 

glucose promotes transcriptional repression of the inducer Gal3p and the transcription 

factor Gal4p, which results in tight inhibition of the Gal genes expression37. This double 

control system of induction and repression ensures the fine regulation of the yeast 

metabolism. 

Altogether, the Gal system can exist in three different forms, depending on the available 

carbon source: Repressed (in the presence of glucose), induced (in the presence of 

galactose) or non-induced (in the presence of other carbon sources such as glycerol or 

raffinose). 

1.2.1.2 Memory of galactose stimulation 

When S. cerevisiae is cultured in galactose media, structural Gal genes such as GAL1 

start being expressed at mRNA level after ~5 min of galactose addition, with a peak 

expression at about 50 min38. In 2007, Kundu et al. observed that this expression levels 

were reached much faster in a subsequent galactose-mediated induction7, with maximum 

expression after only 5 min (Fig. 1.3). The faster reactivation is especially evident when 

there has been a previous period of glucose repression39. Interestingly, this effect is not 

permanent, although persists for several cell divisions40, which points to epigenetic 

regulation. 

 

Fig. 1.3: Northern blot quantification 
(n=3) of induction (black) and re-induction 
(grey) kinetics of Gal1 upon galactose 
stimulation. For the first stimulation, cells 
were previously cultured in raffinose. For the 
re-induction, the system was repressed by 
culture in glucose. Figure from Kundu et al., 
20077. 

 

 

Although this is not the only example of transcriptional memory in yeast, the great 

understanding and the complexity of the regulation of the Gal genes, have made this 

system one of the preferred models to study transcriptional memory at the molecular level. 

In fact, during the last decades, several overlapping mechanisms have been found to 

contribute to the memory phenotype, as I will discuss in section 1.2.3.  
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1.2.2 Transcriptional memory in humans: The IFN𝛾-HLA-DR system 

1.2.2.1 The HLA-DR complex 

Human Leukocyte Antigen (HLA) genes encode for proteins of the family of the human 

major histocompatibility complex (MHC), which are the interface between the immune 

system and other cells in jawed vertebrates. Genes in the MHC cluster are divided in three 

categories, class I, class II and class III (Fig. 1.4). Class III genes encode for complement 

components and cytokines. Class I and II MHC are heterodimeric glycoprotein complexes 

present in the cell surface responsible of the antigen presentation to the immune system. 

The genes in this cluster are extremely polymorphic, producing person-to-person variation 

in the repertoire of MHC complexes of an individual. Antigens presented on MHC 

molecules are recognized by cells of the immune system and may elicit an immunological 

response depending on associated co-stimulatory signals, ensuring the elimination of 

damaged, infected, or exogenous cells as part of immunological surveillance41. MHCI 

molecules are expressed constitutively in almost every cell and is primarily recognized by 

TCD8+ cells42. MHCII molecules are only expressed constitutively in professional 

antigen-presenting cells such as B cells, macrophages and dendritic cells, that interact 

mostly with TCD4+ cells43. However, class II HLA expression in other cells might be 

induced in response to certain stimulation44–46.  

 

 
Fig. 1.4: HLA cluster containing Class I, class II and class III MHC genes. Zoom in the 

genes contained in the MHC class II locus, including HLA-DR genes. 
 

HLA-DR is a MHCII complex (Fig. 1.4). It is composed by a constant alpha subunit 

that can bind to various beta subunits, encoded by HLA-DRA and HLA-DRB genes47, 

respectively. In non-professional antigen presenting cells, these genes can be expressed in 

response to interferon gamma (IFN𝛾)48 and the complex short is lived in the absence of 

stimulation49. IFN𝛾 is a cytokine primarily secreted by T cells and natural killer cells that 

plays important roles in the regulation of the immune response. It exerts pleiotropic 

functions including antiviral and antibacterial immunity, enhance antigen presentation, 

macrophage activation, regulation of Th1/Th2 balance, among many others50,51. The IFN𝛾 
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receptor is a heterodimeric transmembrane complex composed by an alpha subunit 

(IFN𝛾R1) that is the main responsible for the ligand binding, and a beta subunit (IFN𝛾R2) 

that stabilizes the complex and is essential for the signaling transduction52–54. These 

subunits are constitutively associated to tyrosine kinases JAK1 and JAK2 through their 

cytosolic tail. Upon stimulation, the receptor tetramerizes (two alpha and two beta 

subunits), the JAK1/2 kinases self- and trans-phosphorylate and recruit STAT1, that is 

then activated by phosphorylation. Activated STAT1 homodimerizes and translocates to 

the nucleus, where it activates the transcription of over 200 genes containing the consensus 

binding sequence GAS (Fig. 1.5). Among those genes, IFN𝛾 reception induces the 

expression of the transactivator CIITA48. CIITA is the master regulator of MHC II genes. 

Its binding to these genes is required for the expression of these HLA-DR proteins55.  

 

 

Fig. 1.5: IFN𝛾-induced 
expression of HLA-DR. 
Simplified pathway from 
reception of IFN𝛾 to 
surface expression of the 
HLA-DR complex for 
antigen presentation. 

 
 
 
 
 
 
 
 

1.2.2.2 Memory of IFN𝛾 

Memory in human cells has traditionally been associated to the adaptative immune 

system21–24,56. More recently, it was discovered that cells of the innate immune system can 

be trained to respond faster to pathogens13,18,19,57–59. In 2010, Gialitakis et al. documented 

for the first time an example of transcriptional memory in non-immune human cells14. 

They showed that, when repeatedly exposed to IFN𝛾, HeLa cells induce the expression of 

HLA-DRA faster and stronger, which has been extensively confirmed afterwards (Fig. 

1.6). In addition, HLA-DRA transcriptional memory of IFN𝛾 perdures at least for 14 

generations60. 
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Fig 1.6: Memory in HeLa 
cells. Expression of HLA-DRA 
mRNA after induction with IFN𝛾 
in naïve (black) and primed cells 
(grey). Figure from Light et al. 
(2013)61  

 

 

 

 

The similarity of the system to the one in yeast made it a popular model for the study 

of transcriptional memory at the molecular level. However, memory after repeated 

treatments with IFN𝛾 is not restricted to MHC-related genes, but it has been also identified 

for enzyme-coding genes such as GBP4 and GBP5. In addition, other cell types have been 

shown to keep a memory of the IFN𝛾 response60, which could indicate that memory has a 

more generalize role in homeostasis beyond the specialized impact on immunological 

memory. Perhaps due to the influence of the previous knowledge in transcriptional 

memory in yeast, the molecular mechanisms of transcriptional memory in humans have 

not been systematically interrogated but rather assessed in comparison to the features of 

the models in yeast.  

1.2.3 Mechanisms of transcriptional memory in eukaryotes 

Despite the great variety of eukaryotic organisms, transcription is a highly conserved 

process. Thus, it is not surprising that some features of transcriptional memory are 

commonly found across evolutionary distant species. However, transcriptional memory is 

a complex process, result of multiple layers of regulation, that partially differs between 

species and gene models. Here, I review the most prominent molecular mechanisms of 

transcriptional memory and discuss their conservation across memory models, with 

particular focus on yeast and humans. 

1.2.3.1 Chromatin-based memory mechanisms 

Transcription is dramatically affected by the opening state of the chromatin, as it 

determines the accessibility of transcriptional regulators. Chromatin states are established 

upon stimulation and can be inherited through mitosis. Consequently, chromatin states 

have been deeply investigated in relation to transcriptional memory. There are three major 
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factors determining chromatin states: nucleosome composition, posttranscriptional 

modifications of histones, and the action of chromatin remodelers. 

In transcriptional memory, the presence of the histone variant H2A.Z in the 

nucleosomes occupying the promoter of memory genes has been proposed as a contributor 

to their faster transcription. In yeast, it is essential for faster reinduction of both GAL1 and 

INO1 memory genes62,63. The role of this histone variant in memory does not seem to be 

conserved in human cells nor mice12,13. Another histone variant, H3.3, has been related to 

memory in mouse fibroblasts13. This variant is in general associated with the inheritance 

of active expression patterns through mitosis64, and it is also incorporated into IFN-

inducible genes upon stimulation65. However, there are contradictory results whether it is 

the carrier of memory through mitosis. 

Posttranscriptional histone modifications are one of the most accepted hallmarks of 

transcriptional memory. In particular, di-methylation of histone 3 at lysine 4 (H3K4me2) 

has been associated with poised promoters and epigenetic inheritance in almost all 

eukaryotic models tested, and it has been proven essential for transcriptional memory in 

yeast and humans12,14,66–69. Based on the INO model in yeast, this modification is 

predominantly established due to the absence of the Spp1 component in the histone 

methyl-transferase complex COMPASS specifically after the first induction, then it is 

recognized and maintained by SET3 complex66. This mechanism has not been confirmed 

in the GAL1 memory model. In humans, the homolog to the yeast COMPASS complex, 

MLL complex, has been proposed as the writer of H2K4me2 during transcriptional 

memory66,70, although it has not been investigated whether, as in yeast, it has a memory-

specific composition. In addition, how this histone modification is read and maintained 

during memory in human cells is unknown. Other epigenetic marks, such as H3K4me3 in 

plants9 are important for memory, although their role is not fully understood. In addition, 

mutants in the SAGA histone acetyltransferase complex71 are specifically affected in the 

secondary response during memory of the Gal genes in yeast, indicating that this 

modification could play a role in transcriptional memory.  

Ultimately, the level of compaction of the chromatin depends on the action of chromatin 

remodelers, that can displace and evict nucleosomes leading to open chromatin states. 

Components of SWI/SNF chromatin remodeling complex have been found essential for 

the memory of the Gal genes in yeast7. However, the role of this complex on memory 

might be more related to their general function in transcription activation rather than being 

specific to re-activation72. There is not much information about the importance of this 

mechanism on the transcriptional memory of other genes in other organisms. 
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In addition to the level of compaction, 3D organization of the chromatin can have a 

huge impact on gene expression. For example, enhancers located at long distance in the 

genome can enter in physical contact with the targeted promoter forming a loop. Loops 

have been reported to support the faster reactivation of GAL1 and INO1 genes in S. 

cerevisiae73, although they do not confer memory on their own74,75. Even if it has only 

been proven in yeast models, the lack of examples of gene loops as mechanism 

contributing to transcriptional memory might be due to the relatively more difficulty to 

assess 3D chromatin structure compared to other molecular features. 

1.2.3.2 Nucleoporins and nuclear re-localization 

Nucleoporins have been related to transcriptional memory in multiple models and 

organisms. These proteins are components of the nuclear pore complex. However, 

functions beyond nucleocytoplasmic transport have been attributed to them, including 

chromatin regulation76–79. Examples of nucleoporins with a role in transcriptional memory 

include Nup100, essential for INO1 memory in yeast8,80, and Nup98, necessary for 

memory of IFN𝛾 in humans and memory of ecdysone in Drosophyla12,81. 

In yeast, memory genes are recruited to the nuclear pore after the first induction82–84 

and that leads to enhanced reactivation62,71. The localization at the nuclear pore persists 

for several generations even under repression, conferring enhanced reactivation to the 

progeny62. Multiple factors, including H2A.Z and components of the SAGA histone 

acetyltransferase complex and Sac3, are critical for the maintenance of these genes at the 

nuclear periphery and therefore for memory71. Nucleoporin-mediated relocation of these 

genes to the nuclear periphery is, thus, an important requirement for memory. However, 

while the disruption of the interaction with the nucleoporins completely abolishes memory 

for INO18, GAL1 does not require the relocation to the nuclear periphery39. Contrarily, the 

resistance to oxidative stress acquired by NaCl pre-treatment requires Nup4285. In 

addition, artificial recruitment of the INO1 gene to the nuclear pore is sufficient for faster 

reactivation62, suggesting that it is the localization rather than the nucleoporin what could 

be the important factor for transcriptional memory. The idea that memory then could be 

related to a faster export is attractive, but the enhanced transcriptional response is usually 

measured as total mRNA abundance or even nascent transcription, which would be 

unaffected by subcellular localization. In addition, depletion of nucleoporins related to 

nuclear export Nup59 or Nup107 does not affect memory70,85.This association to the 

nuclear pore has not been found in any other memory model organism so far. Thus, the 
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enhancement of transcription at the nuclear pore seems to be due to the associated 

components rather than faster mRNA export. 

Although the relocation of the memory genes to the nuclear periphery seems a particular 

characteristic of yeast, there are other examples of relocation within the nucleus. After 

IFN𝛾 treatment, the HLA-DRA locus relocates to PML (promyelocytic leukemia protein) 

nuclear bodies and remains there for several cell divisions, resulting in faster and stronger 

reactivation14. Despite Nup98 being essential for transcriptional memory of HLA-DRA12, 

the role of the nucleoporin in the relocation has not been proven.  

Altogether, it seems that transcription during memory is affected by the subcellular 

localization. In this context, nucleoporins could have a major role bringing together the 

memory genes and the memory-related transcription machinery but perhaps not a direct 

role in the faster reactivation itself. 

1.2.3.3 Cis and trans promoter regulation 

Transcription is regulated by cis and trans regulators. Specific binding motives at the 

promoter are cis regulatory elements, that can be bound by a corresponding transcription 

factor that is then acting as a trans regulator. 

For INO1 and GAL1 genes, specific sequences in their promoters have been found to 

be essential for both, the primary relocation to the nuclear periphery and for the 

maintenance during memory8,39,80. It has been shown that the latest sequences are bound 

by a specific transcription factor during memory (Slf1 and Tup1 for INO1 and GAL1 

genes, respectively) and both cis and trans regulators are essential for the faster 

reactivation8,39,80. Interestingly, the nucleoporins involved in the memory of these genes 

are required for the binding of the memory transcription factor. Thus, it is possible that the 

recruitment to the nuclear periphery leads to changes in chromatin accessibility that 

promotes differential binding affinities for activation or reactivation conditions. 

Unfortunately, neither these specific motives nor transcription factors have been yet found 

within the promoters of memory genes in other organisms. Nevertheless, recent studies 

showed that memory of IFN𝛾 is promoted by a faster recruitment of the transcription 

factors STAT1 and IRF86. 

1.2.3.4 Transcription machinery 

During transcription, RNApolII is recruited to active protein-coding genes together 

with some general transcription factors (GTFs), forming the pre-initiation complex (PIC). 

During PIC assembly, the carboxyl-terminal domain (CTD) of the RNApolII is 
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unphosphorylated. For transcription initiation, RNApolII is phosphorylated at Ser5 of its 

CTD. As it progresses to elongation, Ser2 becomes increasingly phosphorylated and 

phosphorylation at Ser5 is progressively removed87,88 (Fig. 1.7). Thus, there are two time 

limiting steps for transcription activation: recruitment of the transcriptional machinery to 

the promoters and the actual transcriptional initiation. Accordingly, the enhanced 

transcriptional response in transcriptional memory could be the result of the persistence of 

the transcriptional machinery on recently active promoters, a faster recruitment of the pre-

initiation complex (PIC), or faster release from the promoter during the second activation.  

 

Fig. 1.7: Transcription initiation. 
Unphosphorylated RNApolII is recruited to 
the promoter to form the pre-initiation 
complex, then CDK7-mediated 
phosphorylation at Ser5 promotes its 
release from the promoter (top). As 
transcription progresses, levels of 
phosphorylation at Ser5 decrease while at 
ser2 increase (bottom). Modified figure 
produced combining images from Jeronimo 
at al. (2016)89, Kim et al. (2022)90 and 
Kuehner et al. (2011)91 

 

The retention of RNApolII in recently active promoters can act as a mark for recent 

transcription92. Examples of the RNApolII persistence mechanism in transcriptional 

memory are found in yeast, plants and humans. In the case of INO1 and HLA-DRA in S. 

cerevisiae and human cells, components of the PIC remind bound to the promoter in an 

inactive (unphosphorylated at Ser5) state after the first induction8,12. This inactive state is 

achieved by a differential composition of PIC-Mediator that maintains RNApolII in an 

unphosphorylated poised state, prevented from transcription but ready to start upon 

reinduction. In the case of memory genes in Arabidopsis thaliana subjected to repeated 

drought stresses, RNApolII is present at the promoters during the periods between stimuli 

but phosphorylated at Ser530. Interestingly, in the GAL1 memory gene promoter in S. 

cerevisiae the PIC is recruited de novo before reinduction, as the signal of RNApolII drops 

immediately after expression (within 20 min) and recovers after 2-4 hours of repression39. 

Thus, the presence of a form of PIC before reactivation contributes to transcriptional 

memory in different memory models, although the exact mechanism differs. 

Alternatively to the presence of PIC before reactivation, faster transcription can be 

achieved by faster recruitment of the transcription machinery or faster promoter release. 

Some heat-responsive genes in mouse embryonic fibroblasts showed no accumulation but 
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faster release of the RNApolII when cells pre-conditioned by heat shock were re-

activated93. Also, no sign of PIC was found in promoters primed by IFNß for faster 

reactivation, but there was faster and higher accumulation upon re-exposure13. In addition, 

RNApolII was associated to only a fraction of memory genes in monocytes primed with 

IFN𝛾13. Similarly, GBP genes in humans showed no accumulation of RNApolII prior to 

reexposure to IFN𝛾60, pointing to a faster recruitment or release as a mechanism. 

Therefore, the presence of PIC before the second induction is not always a requisite for 

memory. 

Altogether, it seems that the specific mechanism by which the second round of 

transcription occurs faster in regard to the transcription machinery is promoter-dependent. 

1.2.3.5 Cytoplasmic inheritance 

Expression patterns are frequently maintained by feed-forward loops. Indeed, a 

common mechanism to regulate expression cascades is by looped genetic circuits. This is, 

one of the proteins generated in the pathway is a positive (for amplification) or a negative 

(for buffering) regulator of upstream factors.  

In the context of transcriptional memory, this has been thoughtfully investigated in the 

Gal system. As discussed in the previous section, the expression of GAL1 gene depends 

on the activator Gal3p94. However, Gal1p is able to exert the inhibitory functions of Gal3p 

on Gal80p, leading to transcription95. It has been shown that after the first induction, Gal1p 

accumulates in the cytoplasm, is inherited through mitosis, and leads to faster reactivation 

in the daughter cells6,96. In fact, it has been proposed to be the major contributor to short 

term transcriptional memory of the GAL172,97.  

The accumulation of transcription factors after the first response has also been proposed 

in A. thaliana as a contributor to increased ability to cope with drought stress30,98,99. In 

humans, this memory mechanism has not been thoughtfully investigated. Early studies 

showed no differences in the expression of the master regulator of HLA-DR genes CIITA, 

nor in the abundance and kinetics of STAT1 phosphorylation between primed and naïve 

cells14. However, it is possible that the results were limited by the resolution of the 

techniques used. In general, the contribution of cytoplasmic inheritance to transcriptional 

memory might be underestimated due to the focus of most studies on chromatin-related 

factors.  
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1.3 Phenotype-based pooled genetic screens 

A classical approach in genetics to study a phenotype is to isolate cells (or individuals) 

with such characteristic and pinpoint which genes are affected in them. This process can 

be laborious, slow and costly. Alternatively, genes can be specifically targeted to measure 

their effect on a phenotype. However, this becomes exponentially harder as the number of 

genes to study increases. Previous knowledge can guide the selection of genes to be target, 

but sometimes that knowledge might not be available, or the aim of the study might be to 

discover unexplored gene-phenotype relationships. In phenotype-based pooled genetic 

screens, multiple individual loci (or their products) are specifically targeted in a way that 

a traceable record of the modification remains in each variant. Using such approach, big 

sets of cells carrying different genetic variants can be selected in pool for a particular 

phenotype, and the perturbations responsible of that phenotype can be easily determined. 

This approach enables to interrogate thousands of gene products in time and cost-efficient 

manner without the need of previous knowledge. Recent technological advances that 

facilitated the performance of pooled screens have resulted in an explosion of this type of 

studies.  

There are three critical steps in the performance of a pooled genetic screen: generation 

of the cell library with the genetic variants, selection of the cells with the phenotype of 

interest, and identification of the perturbations leading to the differential phenotypes (Fig. 

1.8). Here, I review the most relevant technological advances in each of these steps. 

 

 
Fig. 1.8: Typical workflow of a pooled genetic screen. First, a cell library of gene 

expression variants (generally genetic variants) is generated. Then, the cells with the 
phenotype of interest are selected. The traceable record of the variants is sequenced to 
calculate and compare their frequencies in the selected subpopulation to the original pool. 
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1.3.1 Generation of the cell library 

Although overexpression and other genetic manipulations are valuable to study gene 

function, the first approach is usually to investigate the effect of its loss of function. For 

that, the expression of the gene is impaired, either at the transcriptional or post-

transcriptional level in the case of protein coding genes (Fig. 1.9). Usually, the gene is 

eliminated or replaced, its sequence is altered to produce a premature stop codon, or its 

translation is inhibited by interference. 

1.3.1.1 siRNAs 

Small interference RNAs (siRNAs) are short RNA molecules that target mRNA by 

sequence complementarity and inhibit their translation by cleavage, after being processed 

and loaded into the RISK complex. Synthetic iRNAs (also siRNAs) can be designed and 

introduced in cells to target specific mRNAs hijacking the physiological machinery100. As 

they are easy to produce and applicable to a huge range of organisms, they have been 

extensively used to knockdown protein expression.  

This technology has been a revolution and initiated a whole era of massive pooled 

genetic screens101. For pooled genetic screens, siRNAs are frequently delivered through 

transduction with retroviruses in the form of short hairpin RNAs (shRNAs). Each viral 

particle is packed with only one shRNA and the cells are infected with a relative low 

number of them, ensuring that each cell will be infected with a maximum of one virus. 

Once infected, the shRNA is retrotranscribed and integrated in the cell genome. In this 

way, it can be expressed to inhibit the synthesis of the targeted gene product, while it 

serves as a traceable barcode of the perturbation in that cell.  

As they are nucleic acids, siRNAs are easy to design and synthetize against virtually 

any mRNA. In fact, this strategy has been applied to perform genetic screens in various 

organisms102–104. However, the complementarity of the sequence does not directly 

correlate with the efficiency of the inhibition. The siRNA targeting mechanism is complex 

and is a developing field in its own104,105. Targeting of mRNAs with siRNAs usually results 

in incomplete depletion of the target protein. Although partial depletion can be useful to 

study essential genes, it also leads to heterogeneity in the level of interference. In addition, 

siRNAs are prompt to off target effects106. Consequently, siRNA-based pooled screens can 

be noisy and difficult to interpret. Nevertheless, they have been extensivelly used until the 

appearance of more precise tools for gene editing that could be applied in large genetic 

screens. 
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1.3.1.2 Direct homologous recombination 

Alternatively to translation inhibition, genes can be modified at the DNA level. To do 

so, frequently the own cell machinery to repair DNA double strand breaks (DSBs) is 

harnessed. There are two major pathways to repair DSBs: homologous recombination 

(HR)107 and non-homologous end joining (NHEJ)108. While NHEJ religate the ends of the 

DSBs without error correction, a homologous sequence is used during HR to fill the gap. 

Thus, HR is error-free, which is desirable for precise gene editing.  

While HR is a common pathway in eukaryotes, in very few organisms it can be directly 

exploded. The budding yeast S. cerevisiae undergoes spontaneous homologous 

recombination efficiently with only 35 nucleotides homology sequences. Typically, a 

cassette containing a selection marker or auxotrophy is designed to target and replace a 

specific locus by flanking it with the homologous sequences109,110. In addition, these cells 

can grow in haploid or diploid state, which facilitates the isolation of particular genotypes. 

Being easy to manipulate, S. cerevisiae has been extensively used in genetic studies and 

there are genome-wide collections of mutants since decades that can be used to perform 

pooled phenotypic screens111–113. In this thesis, we have used one of those collections in 

paper I112. 

In higher eukaryotes, the efforts have focused on directing the production of DSBs to 

the specific loci and afterwards either rely on NHEJ to produce the mutation or redirect 

the repair to the HR pathway.  

1.3.1.3 Zinc finger and TALE nucleases 

Zinc finger nucleases (ZFNs) are engineered proteins in which a non-specific nuclease 

(FokI) is fused to a zinc finger domain that recognizes specific DNA sequences114,115. 

When two finger domains recognize the complementary sequences in the targeted DNA 

locus, the nuclease is activated by dimerization and produces a DSB116. In most eukaryotic 

organisms this will trigger the NHEJ repair pathway, that may resect the ends before 

religation resulting in small deletions or insertions (InDels)117. If the InDels are not 

multiple of three nucleotides, they will shift the translation reading frame of the resulting 

mRNA, which will likely produce a premature stop codon. Those faulty mRNAs will be 

degraded through non-sense mediated decay (NMD)118.  

In ZFNs, the finger domains are usually composed by 6-12 fingers, each of them 

recognizing three nucleotides. In total, a motive of 18-36 nucleotides can be recognized, 

which confers high specificity119,120. Although these domains can be customized to target 

virtually any locus, the process is tedious and costly. A further improvement of ZNFs 
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technology fused a modular DNA binding domain derived from transcription activator-

like effectors (TALE) to the nuclease (TALENs)121. The modular nature of the DNA 

binding domain made TALENs a more flexible tool as compared to the ZFNs, being able 

to freely design the targeting based on a protein-DNA code122. However, they are still 

difficult to upscale to high-throughput screens. Thus, although TALENs made possible to 

edit genomes previously hard to manipulate and the expected range of applications was 

growing, the discovery of an even more flexible tool, CRISPR/Cas, relegated them out of 

the spotlight of gene editing. Nevertheless, the interest in TALENs is resurging due to their 

high specificity. 

1.3.1.4 CRISPR/Cas 

Similar to ZFNs and TALENs, CRISPR/Cas consists of a nuclease and a sequence 

recognition component, and relies on the cell repair machinery to resolve the induced 

targeted DSB. CRISPR/Cas is a naturally occurring prokaryotic system whose recognition 

component is purely RNA. Thus, this technology is very easy to customize, scale and 

parallelize123.  

In bacteria and archaea, CRISPR/Cas functions as an adaptative immune system124–128. 

CRISPR is a genomic array composed by genome-targeting sequences (spacers) in 

between identical repeats129–133. When a cell is infected by a bacteriophage or plasmid, 

short fragments of the foreign material (protospacers) are integrated in the CRISPR array, 

keeping a record of the infection. This array is expressed and processed into CRISPR 

RNAs (crRNAs), which are loaded into the CRISPR-associated nuclease (Cas). Upon 

reinfection, the ribonucleoprotein is guided towards the specific viral sequence, which is 

then efficiently cleared134–136. This system has been adapted and heavily used for gene 

editing in previously hard to manipulate genomes. 

There are a variety of CRISPR/Cas systems with different properties and processing 

mechanisms137. The first and most commonly used is CRISPR/Cas9138–141. Cas9 requires 

a trans-encoded RNAs (tracRNA) complementary to the repeats to efficiently process pre-

crRNA to crRNA142. In addition, it requires the presence of a short motive next to the 

complementary target region (protospacer adjacent motif, PAM)143. As the protein and 

tracRNA sequences are constant, the only element that needs to be adapted for a specific 

target is the crRNA by sequence complementarity. Several factors, however, affect the 

efficiency of the crRNA. The most important constrain for the efficiency of Cas9-mediated 

DSB is the presence of the PAM 3’-NNG in the target region, preferentially preceded by 

thymines and no cytosines144,145. Another consideration is the specificity of the RNA-
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guided nuclease activity. Off-target DSBs might occur as a consequence of partial 

complementarity of the crRNA to the off-target sequence. Further studies uncovered the 

relevance of the position of the mismatch for the occurrence of the off-target event146–152. 

The increasing knowledge on the molecular bases of CRISPR/Cas efficiency and 

specificity led to multiple improvements, including Cas9 variants and modifications of the 

crRNA144,150–161. Nowadays, several experimental approaches and predictive algorithms 

are available for rational crRNA design. Furthermore, there is a great deal of already 

validated crRNAs, including libraries against whole genomes in several organisms162. One 

of those libraries163 was used in this thesis for paper II.  

Besides the design of the crRNA, other factors are key for the success of CRISPR/Cas-

mediated engineering. One important consideration is the delivery of the components. 

High-throughput experiments are particularly sensitive to low efficiency in the delivery, 

as it might compromise the coverage of the crRNA library. Conveniently, the RNA 

components may be provided already combined in a single molecule (gRNA), in the form 

RNA or a DNA expression cassette. Cas can be delivered as expression cassettes or as a 

protein. Alternatively, the already assembled ribonucleoprotein complex can be 

provided164. In pooled genetic screens, the gRNA expression cassettes are usually 

delivered for insertion using retroviruses, as explained for siRNAs. This ensures high 

efficiency while serving as a tracer of the introduced genetic perturbation. The Cas 

nuclease can be also integrated, or transiently provided. For high-throughput screens, 

arrays of validated gRNAs are available, simplifying the production of cell libraries.  

As easy to use and readily adaptable tool, CRISPR/Cas has revolutionized the field and 

has democratized the performance of pooled screens. In addition to point mutations to 

produce premature stop codons, a dual gRNA-Cas can be directed to produce two adjacent 

DSBs, which results in the deletion of an entire locus. This approach is useful to study the 

function of non-coding genes and regulatory regions. We used this strategy in paper III. 

But the flexibility of the CRISPR/Cas system goes beyond the production of loss of 

function mutations. Catalytically inactive Cas proteins can be fused to protein domains 

with other activities, expanding the toolkit to a broad range of gene expression 

manipulations165–167. In addition, as our understanding in the regulation of HR grows, the 

efficiency of deriving the repair of the DSB towards this pathway is increasing, opening 

the door to the application of CRISPR/Cas to more precise gene editing168–170. Seemingly, 

the only limit nowadays is our own imagination. However, unexpected events upon repair 

have been described, limiting current applicability of CRSIPR/Cas in medicine. We 

discuss some of those limitations in paper III. 
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Fig. 1.9: Schematic overview of the most popular strategies for manipulation of the 

expression of target genes, explained in sections 1.3.1.1-1.3.1.4. Images from Zhang et al. 
(2019)171 and Vanderwaeren et al. (2022)172 are part of this figure.  

1.3.2 Phenotypic cell isolation 

After generating a cell library of genetic variants, the next step is to identify which of 

them are phenotypically affected. As in any phenotype-based experiment, choosing an 

appropriate readout is crucial for a successful pooled genetic screen. Additionally, the 

subpopulation in the pool with the phenotype of interest must be isolated to determine the 

genetic variants within it. 

The first and most common type of pooled phenotypic-based genetic screen tests 

viability as a phenotype. This is the simplest strategy, as the cells do not need to be 

physically separated. However, other more sophisticated screens are performed using 

endogenous markers or constructed reporters to identify and isolate the cells with the 

phenotype of interest.   

1.3.2.1 Dropout experiments 

In the simplest version of dropout experiments, the modified cells are cultured without 

any other perturbation and the proportions of the variants are measured at consecutive time 

points. In the course of the experiment, the least fit variants will be outcompeted by the 

highly proliferative ones. These studies have been very useful to determine gene 

essentiality in tumoral cells, identifying potential targets for treatments173–176. In addition, 
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this type of screens provided knowledge about the inherent dynamics of the pooled 

mutants that is applicable to other experimental designs177,178. 

Another layer of information is generated when combined with additional 

perturbations, such as drug, additional mutations or infection challenge179–182. For 

example, dropout experiments on tumoral cells treated with an antitumor drug, reveal 

genes responsible of emerging resistances, which is key for the rational design of 

combinatorial therapies. Applied in vivo, this approach can for example be used to discover 

genes important for homing, tumor invasion or metastasis183–185. 

1.3.2.2 Markers and reporters 

In theory, any phenotypic trait can be interrogated in a pooled screen as long as cells 

can be assessed individually, and the subpopulation of interest can be isolated. Often, 

molecular phenotypes are traced using a protein or an RNA that correlates with the studied 

process. This molecule might be endogenously produced or artificially imposed by a 

reporter system. These molecules are then used to separate the population of interest. 

Multiple options exist for separation186–188. The great development and increased 

accessibility of fluorescence-activated cell sorting (FACS) has made it the preferred choice 

in pooled genetic screens. FACS combines fluidics and optic systems for precise analysis 

and separation of each individual cell. First, individual cells are englobed in fluid drops 

and exposed to laser dim of specific wavelength and the diffraction or fluorescence are 

recorded. Then, the cells with the phenotype of interest (i.e., with specific light scatter 

and/or fluorescence level) are separated from the stream by an electromagnetic field189,190. 

Thus, FACS can separate cells based on surface or internal molecules, although those must 

be optically detectable. In reporter systems, this is usually achieved by the synthesis of 

fluorescent proteins, like GFP and YFP, or adding fluorescent tags to existing proteins. 

Endogenous markers can be labeled using florescent antibodies or probes. Therefore, 

reporter systems may simplify downstream sample processing circumventing the need of 

finding suitable antibodies or other labelling agents. However, it is an additional 

perturbation to the cell and the possibility of altered regulation compared to the original 

genomic context must be contemplated. 

Despite its supreme utility in pooled screens, FACS separation still requires specialized 

equipment and expertise. In addition, the flow technology is relatively slow and expensive. 

Alternatively, cells can be separated without fluorescence labelling using antibodies 

attached to magnetic beads. Magnetic-activated cell sorting (MACS) can handle higher 

throughput than FACS, making it cheaper and faster. However, the separation is not as 
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clean as in FACS and only the positive fraction can be obtained with acceptable purity for 

a screen. Besides, MACS separation is restricted to separation based on surface proteins, 

while FACS can be used for internal molecules as well. 

1.3.2.3 Non-selective screens for continuous phenotypes  

Until recently, pooled screens where mainly reduced to discrete phenotypes, or 

continuous traits were categorized to allow the phenotype-based separation. For instance, 

when assessing gene expression usually cutoffs are set, which implies missing the 

dynamics of the responses. To address this challenge, methods as Perturb-seq191 have been 

developed, that allows to assess the transcriptome of each cell and associate it to its genetic 

variant. This approach enables to relate each perturbation with a phenotype measured in a 

continuous scale, without the need of threshold-based separation. It is expected that more 

of these methods expand the applicability of pooled screens. 

1.3.3 Identification of the genetic variants 

Once the cells with the phenotype of interest have been isolated, the genetic variations 

responsible of the phenotype must be identified and quantified. For that, the traceable 

barcodes introduced during the production of the edited pool are sequenced. For instance, 

in the case of CRISPR/Cas-generated libraries, the integrated guide is sequenced and 

quantified as a proxy for the abundance of each genetic variant. The great development of 

sequencing technologies has allowed increased accessibility to this approach. In particular, 

short read sequencing on Illumina platform has become extremely easy to use as well as 

cost and time efficient, making it ideal to combine with pooled genetic screens. 

1.3.3.1 Target sequencing 

To enable simultaneous amplification and library preparation of all the genetic variants, 

in pooled screens the traceable barcode is introduced in the genome of each cell flanked 

by common sequences. These sequences are then targeted for amplification by polymerase 

chain reaction (PCR). As these loci represent a small part of the total DNA of the pool, 

sequential PCRs are usually performed to gradually enrich the target over the genomic 

DNA. In addition, during these PCRs grafting sequences needed for sequencing are 

incorporated (Fig. 1.10). 

Illumina platform is based on sequencing by synthesis. This is, the molecules loaded 

will be used as template for DNA synthesis, while the incorporation of each nucleotide is 

recorded to decipher the sequence. During each cycle, the incorporation of one new 
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fluorescently labelled nucleotide is optically detected. The great advance of the Illumina 

technology is the formation of clusters of each molecule by bridge amplification (Fig. 

1.10) before the sequencing cycles, which leads to enhanced signal and therefore 

dramatically reduced cost. This in turn has made the performance of high-throughput 

screens much more accessible. 

Once the sequences are obtained, they can be mapped to the database of gRNAs or 

siRNAs introduced, and their proportions in the selected pool can be compared to the 

original population in order to detect depleted or enriched variants. As CRISPR/Cas 

screens are currently the most widely used, there are several available tools for the most 

common analyses192–194. Other setups, though, might require customized pipelines. 

1.3.3.2 Amplification bias 

Targeted sequencing involves heavy processing of the DNA sample, including massive 

amplification. It is, therefore, susceptible of errors and biases. One of the most common 

biases occur during the PCR amplification. First, shorter molecules are more efficiently 

amplified, leading to apparent overrepresentation after sequencing. Second, all the 

molecules might not be amplified every round. The most abundant are more likely to start 

being amplified earlier, leading to exponential increase of the abundance differences. In 

pooled screens, the first is not a problem as the amplicon is usually approximately the 

same size. However, big differences in the frequency of each variant can lead to the second 

effect, especially if the complexity of the sequencing library is limited. 

One way of minimizing this bias is reducing the number of amplification cycles. In the 

case of pooled screens this is not easy as the proportion of the amplicon to the rest of the 

genome is very small. Instead, the material is normally split in several amplification 

reactions, especially the first PCR, to randomize the initiation bias. In addition, short 

random nucleotide sequences can be incorporated in the amplicon to serve as a unique 

molecular identifier (UMI). This sequence will be copied in each round of amplification 

and can therefore be used to collapse PCR duplicates. Furthermore, the introduction of 

UMIs in CRISPR/Cas screens has been shown to reduce the amount of cells needed and, 

consequently, the cost and time of the procedures195,196. 
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Fig. 1.10: Schematic 
representation of simultaneous 
amplification of the traceable 
record of every modification 
and library preparation for 
sequencing by successive 
PCRs (top, modified from Liu 
et al. (2016)197) and bridge 
amplification in Illumina 
sequencing platform (bottom) 
as explained in section 1.3.3.1 

 

 

 

 

 

 

1.4 SARS‐CoV‐2: The pandemic emergency 

In March 2020, the World Health Organization officially declared the pandemic state 

of the SARS‐CoV‐2 viral epidemy. The infection started in Wuhan (China) the previous 

December 2019 by zoonosis, although the animal of origin is still unclear, and quickly 

spread all around the world leaving a trace of death and economic damage behind.  

The effects of the infection rank from completely asymptomatic to death, although most 

patients develop cold-like symptoms in variate intensities, typically fever, fatigue, 

respiratory and gastrointestinal issues198. Still, the high infectivity of this pathogen 

overwhelmed the health care systems around the world. In the lack of effective treatment 
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or vaccines at the beginning of the pandemic, detecting and isolating infected people 

became crucial. Severe lockdowns were applied in multiple countries, dramatically 

affecting their economies. Yet, the virus kept rapidly spreading between people and across 

countries. Up to June 2023, more than 700 millions cases and almost 7 millions deaths had 

been registered199, and these sums do not account for undiagnosed cases nor the indirect 

deaths derived from the collapse of the health care infrastructure. 

Luckily, nowadays the alarm rose by SARS‐CoV‐2 has decreased, as a combination of 

prophylactic and interventional strategies have succeeded. This success has been possible 

thanks to an unprecedented joined effort of the scientific community that from the 

beginning of the pandemic focused on adapting and developing new technologies to detect, 

prevent and treat SARS‐CoV‐2 infections.  

SARS‐CoV‐2 is a coronavirus. Coronaviruses are a big family of enveloped viruses 

that infect birds and mammals200,201. Seven coronaviruses are known to infect humans, of 

which the most virulent are MERS-CoV, SARS-CoV and SARS‐CoV‐2 202. Coronaviruses 

are positive single strand RNA viruses203,204. Thus, their genome can be directly translated 

by the cell machinery once it is infected, as they resemble the host mRNAs. The 

coronavirus genome is around 30 kb and contains two overlapping open reading frames 

(ORF1 and ORF1ab) encoding non-structural proteins, and several smaller ORFs encoding 

structural proteins and some non-structural proteins. The replication is complex and not 

fully understood205,206. 

Coronaviruses have a moderate mutational rate and have the ability to recombine their 

genome upon heterologous co-infection207,208. Thus, there is great concern of upcoming 

coronavirus pandemics. The technologies developed during the SARS‐CoV‐2 pandemics, 

as well as the communication networks, emergency protocols and infrastructures 

established during the pandemic, might be leveraged in the expected case of future viral 

pandemics. Here, I review some of the most prominent methods used to detect SARS‐

CoV‐2 during the pandemic and discuss their potential applicability for the detection of 

other pathogens. 

1.4.1 Molecular methods for SARS‐CoV‐2 detection 

Viruses are composed by nucleic acids packed into a protein capsid. Thus, either their 

genomic sequence or proteins can be targeted for detection. During the pandemic, a variety 

of methods were developed or adapted to detect these sequences and proteins of SARS‐

CoV‐2. Those methods differ in their technical complexity, cost, specificity, sensitivity, 

and speed. Frequently, there is a tradeoff between these characteristics. Although regular 
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diagnosis prioritizes sensitivity and specificity, the rapid expansion of the virus pushed the 

need towards faster and cheaper alternatives that allow massive testing. In fact, massive 

screening has been demonstrated as a powerful tool to prevent the virus spread209–211. In 

addition, methods that can be simplified in their performance, can be used by non-

specialized personal in a no-laboratory environment as point of care (POC) solutions, 

allowing massive testing without saturating the specialized infrastructures. 

Samples are collected normally by nasopharyngeal or oropharyngeal swabs, although 

sputum and saliva can be also collected for test212.The sample can be directly tested (in 

case of POC) or transported to the testing facilities, frequently in a viral transportation 

media (VTM). VTM are generally composed by salts, a carbon source, antibiotics, serum 

and a buffering component212. Although the use of VTMs has been proven not really 

necessary213, they are still broadly used. Thus, their components must be accounted when 

developing detection methods. 

1.4.1.1 Methods based on Protein detection 

Methods detecting proteins rely on antibodies (immunoassays). Antibody-based 

detection is a very well stablished method that has been extensively used for a variety of 

applications. Antibodies can be produced against virtually any epitope able to trigger 

humoral response. However, the process of selecting a specific and sensitive antibody can 

be slow and costly. In addition, mutations in the target proteins can reduce or abolish the 

target recognition strength and force to redesign the antibodies. The greatest advantage of 

this strategy, though, is that it can be easily implemented into a lateral flow test. In these 

tests, the sample is applied in one end of the device and travels by capillarity towards a 

membrane where the detection antibodies are fixed into a polymeric strip. An additional 

strip targeting a common antigen in the sample is included as a control. The recognition 

of the antigens triggers a reaction that can be visualized, usually by a color change. This 

approach is the base of most home and POC tests. Although less sensitive than laboratory 

tests, lateral flow tests are easy to use, quick and relatively cheap to produce. 

This strategy was promptly adapted to detect SARS‐CoV‐2 into the popular antigen 

tests, usually targeting the spike proteins present in the surface of the viral particles. It has 

allowed high throughput testing without the need of special equipment or expertise, which 

resulted extremely useful for the rational application of quarantines. During the course of 

the pandemic several variants of the virus emerged, and all of them had mutations in the 

spike proteins. Although some tests have reduced sensitivity to some variant, none of the 
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tests approved by the FDA have completely failed to detect the virus yet214. There is no 

doubt that this approach will be useful in the case of upcoming pandemics. 

1.4.1.2 RT-qPCR 

Real time quantitative PCR (RT-qPCR) is the gold standard method for nucleic acid-

based diagnosis in clinical settings215. It measures fluorescence emitted during the 

amplification through PCR of a DNA molecule. In addition to DNA detection, RT-qPCR 

can be applied to detect and quantify specific RNAs by adding a previous 

retrotranscription step. For PCR amplification, the DNA molecule is denatured by high 

temperature and the single strand sequence of interest is targeted by a primer reverse 

complementary to the 3’ end. For annealing of the primer and further polymerization, the 

temperature must be reduced. Then, the complementary strand is synthetized which, upon 

denaturalization, is targeted by a primer with the same sequence than the 5’ end than the 

original sequence of interest (reverse complement of the 3’ end in the newly synthetized 

strand). Thus, in the next cycle, both strands will serve as a template for polymerization. 

This leads to exponential amplification along the temperature cycles. In RT-qPCR, this 

amplification is detected in real time due to the incorporation of dyes that bind double-

stranded DNA during the reaction, or by using fluorescent probes targeting the specific 

DNA sequence of interest216,217. The fluoresce at each amplification cycle is directly 

proportional to the amount of DNA in the sample. As the fluorescence curve is 

exponential, the point where the exponentiality ramps is frequently used as a reference to 

compare samples, although this threshold can be customized.  The number of cycles 

necessary for the fluorescence to reach that threshold (C𝜏 value) is inversely proportional 

to the amount of target originally present in the sample and can be used to quantitatively 

compare samples, usually test vs control samples218. The use of positive and negative 

controls is essential to ensure reliability and detect potential spurious amplification. This 

method is extremely sensitive and specific, although multiple factors may result in sample 

variability219. Thus, stringent requirements for sample standardization and calibration are 

needed for precise quantification across specimens.   

As it only requires the design of adequate complementary primers, RT-qPCR has been 

applied for the detection of a plethora of pathogens for decades. During the pandemic, RT-

qPCR has been the standard for diagnosis of SARS‐CoV‐2, with recommendations and 

protocols promptly issued by the health organizations. Several kits became available for 

simultaneous detection of the virus and sample loading controls in one-pot RT-qPCR 

reactions. Improvements in the pre-processing of the sample were crucial to increase the 
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applicability of RT-qPCR. The most important, multiple protocols were efficient on 

detecting the virus on unpurified samples220–223, bypassing the expensive and time-

consuming RNA extraction step. However, quantification of unpurified samples is 

challenging, as the samples come with a variable presence of other components. 

Consequently, these tests usually only deliver a qualitative result. 

Despite the improvement, RT-qPCR still requires specialized instruments for cycling 

temperatures and fluorescence detection, as well as certain level of expertise to be 

performed. In addition, the fast-growing number of samples led to a scarcity of reagents 

needed for this test. In response, alternative detection protocols were developed based on 

isothermal amplification. 

1.4.1.3 LAMP 

Isothermal amplification methods use alternative strategies to amplify DNA without 

cycling temperatures, which enables their application without the use of thermocyclers. 

One of the most popular isothermal amplification methods is loop-mediated isothermal 

amplification (LAMP), which we use in paper IV. 

Like PCR, during RT-LAMP the viral RNA is first retrotranscribed and then the DNA 

sequence of interest is targeted by a primer reverse complementary to the 3’ end that is 

used for the synthesis of the reverse complement (Fig. 1.11). However, this primer carries 

an overhang sequence reverse complement of a downstream sequence to the priming site 

(forward internal primer)224. Thus, when the complement is synthetized and single 

stranded, this overhang anneals to the complementary sequence, creating a loop containing 

the original targeted sequence, and serving as primer for further polymerization. The same 

occurs by targeting the resulting reverse complement on the other end with an analogous 

primer with overhang (backward internal primer), creating two species of DNA molecules, 

one in each orientation. For the formation of the loops and further propagation, the 

molecules must be single stranded and therefore separated from the template. While in 

PCR this is achieved by temperature-mediated denaturalization, LAMP uses polymerases 

with strong stand displacement activity. Once the reverse complement is synthesized from 

the overhang primer, it is displaced from the template by the synthesis of another molecule 

from upstream, and the analogous in the opposite end, to displace the overhang primer-

mediated complement. Thus, an additional pair of primers must be designed in LAMP 

against the flanking regions of the targeted sequence. In addition to self-propagation, the 

looped molecules are still target to the overhang-primers, leading to rapid exponential 

amplification. Additional primers targeting the loops can be added to speed up the reaction. 
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The fast amplification confers extremely high potential sensitivity, although it also makes 

it very sensitive to contamination and other sources of false positives. 

The design of LAMP primers is not as straight forward as in PCR, but some tools are 

available. Although the primers are designed for being very specific, they can self-amplify 

and thus lead to false positives224–226. Thus, meticulous validation is required before 

applying them for diagnosis. In response to the pandemic, many research groups quickly 

applied LAMP to detect SARS‐CoV‐2 and several primer sets have been validated227–234. 

It has been combined with a plethora of sample pre-processing protocols and detection 

methods.  

The greatest advantage of LAMP over PCR is that the reaction takes place at a constant 

temperature, making it a convenient alternative for diagnosis when thermocyclers are not 

available. This opens the possibility to adapt it to a POC solution. The change in pH due 

to the large amount of DNA produced can be detected by an indicator230, although this 

requires low or non-buffered reaction conditions that can introduce variability. 

Alternatively, aggregation of gold particles also produces a color change235–237. In 

addition, efforts have been made to implement the detectable LAMP reaction into a lateral 

flow device combined with Cas238 or into an electrochemical device that detects a redox 

reaction239.  

 

 

Fig. 1.11: 
Schematic 

representation 
of LAMP 
amplification, 
as explained 
in section 
1.4.1.3. Image 
from Park et 
al. (2022)240 

 
 
 
 
 

1.4.2 Other isothermal amplification methods 

Another popular isothermal amplification approach is rolling circle amplification 

(RCA). In RCA, the target is circularized using padlock probes and replicated 

continuously into a very long molecule as the polymerase displaces the previously 
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synthetized. This method is largely used in molecular diagnostics as it is easily 

multiplex241. The application to detect RNA is not straightforward. Nevertheless, it has 

been successfully used for RNA target detection and, in particular, for SARS‐CoV‐2 242–

244. 

Other strand displacement methods investigated for SARS‐CoV‐2 detection include the 

use of nickases, that cut the newly synthesized strand allowing easy release of short 

fragments, that then serve as primers for exponential amplification. Examples of this 

approach are the SDA245 and EXPAR246,247 protocols. These methods usually suffer from 

unspecific amplification. Another approach to amplify nucleic acids without cycling 

temperatures is using enzymes to unwind the DNA, as in helicase-dependent amplification 

(HDA)248 and recombinase polymerase amplification (RPA)249, both applied for SARS‐

CoV‐2 detection.  

Finally, combining a reverse transcriptase with DNA-dependent RNA polymerase and 

RNase H activity, produce cycles of alternative synthesis of DNA and RNA copies. Some 

protocols based on this idea have been applied for SARS‐CoV‐2 detection. The most 

relevant are transcription-mediated amplification (TMA)250, that produces linear 

amplification, and nucleic acid sequence-based amplification (NASBA)251, that amplifies 

exponentially. These methods are currently not fully isothermal as they need an initial 

heating step for primer annealing. However, it has been suggested that the thermal step 

can by bypassed by a using DNA-binding protein. Both have been used to detect SARS‐

CoV‐2 250–254. 

In summary, isothermal amplification of nucleic acids are flexible, fast, cost-effective 

and up-scalable approaches that can be applied in the case of future pandemics both in 

laboratory settings and in POC solutions. 
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2 Research aims 

2.1 Paper I: Differential regulation of mRNA stability modulates 

transcriptional memory and facilitates environmental adaptation.  

• To develop a platform to study transcriptional memory in yeast at genome-wide 

thelevel. 

• To uncover new mechanisms underpinning transcriptional memory 

• To decipher the role of mRNA metabolism in transcriptional memory regulation  

2.2 Paper II: CRISPR KO genome-wide screen uncovers new factors involved 

in transcriptional memory.  

• To develop a platform to study transcriptional memory in human cells at high 

throughput. 

• To uncover factors involved in transcriptional memory of IFN𝛾 in human cells. 

2.3 Paper III: Target-enriched nanopore sequencing and de novo assembly 

reveals co-occurrences of complex on-target genomic rearrangements 

induced by CRISPR-Cas9 in human cells.  

• To establish a data-driven workflow to uncover large on-target rearrangements 

derived from CRISPR/Cas9-mediated genetic engineering. 

• To investigate unexpected on-target effects derived of CRISPR/Cas9 mediated 

genetic engineering. 

• To study the biological impact and factors affecting those on-target unexpected events 

2.4 Paper IV: Direct detection of SARS‐CoV‐2 using non‐commercial RT‐

LAMP reagents on heat‐inactivated samples.  

• To develop a flexible, cheap, and fast method to detect SARS‐CoV‐2 on raw samples 

based on loop-mediated isothermal amplification. 

• To benchmark and compare the performance of the protocol with available 

commercial alternatives on unextracted samples. 
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3 Results and Discussion 

3.1 Paper I: Differential regulation of mRNA stability modulates 

transcriptional memory and facilitates environmental adaptation  

3.1.1 Genome-wide screen of factors involved in transcriptional memory of GAL1 

As described in section 1.2, the GAL1 system in S. cerevisiae has been extensively used 

as a model to study transcriptional memory. Although many contributors had been 

identified, at the time of the conception of this study the system had always interrogated 

based on previous knowledge. We hypothesized that an unbiased genome-wide genetic 

screen would uncover new genes modulating transcriptional memory and facilitate a better 

understanding of this process. 

We transformed the genome-wide S. cerevisiae deletion collection255 with a reporter 

for GAL1 expression. Next, we exposed the generated cell library to repeated stimulation 

with galactose as a carbon source. We compared the response of previously exposed cells 

(primed) with those exposed for the first time (naïve) by measuring the reporter expression 

using flow cytometry. We separated the positive and negative cells at different time points 

and sequenced their unique barcode to obtain the distribution of each mutant at each time 

point (Fig. 3.1.1A). Based on that distribution, we inferred the virtual expression kinetics 

of each genotype and compare it to the wild-type strain. We found 35 mutants that showed 

decreased memory, including expected factors such as the chromatin remodeler ISW2256. 

Other 37 mutants showed enhanced memory, including ELP4, a member of the elongation 

complex, which was previously reported to have a role in transcriptional memory257.  

Pathway enrichment analysis of the putative modulators of transcriptional memory 

reported RNA degradation as an enriched term. As nuclear degradation rates have been 

shown to contribute to the quick reprograming of gene expression after glucose 

deprivation, we decided to focus on the role of the exosome subunit Rrp6 in transcriptional 

memory, whose depletion enhanced memory (Fig. 3.1.1B). 
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Fig. 3.1.1: Screen for genetic factors controlling transcriptional memory. A) Heatmap 
depicting strain-specific z-cores for pGAL1 expression at different time points (in 
minutes). B) Relative expression for rrp6Δ (red line) to wild-type (black) line (see Methods 
in paper I for details). 

3.1.2 The absence of functional nuclear exosome produces changes in transcriptional 
memory 

To validate and further study the effect of Rrp6 on transcriptional memory, we used the 

strain ∆rrp6 and studied its genome-wide transcriptional response to repeated galactose 

stimulation along with the wild-type strain. Using RNA-seq data of primed vs naïve cells, 

we found 546 genes in the wild-type strain that showed an enhanced response (Fig. 

3.1.2A), including genes related to galactose metabolism. Interestingly, we also found 773 

genes that were increasingly repressed upon reexposure, with an overrepresentation of 

genes related to rRNA processing and ribosome assembly. Compared to the wild-type 

strain, we found 88 genes with enhanced transcriptional memory. In accordance with the 

screen results, GAL1 was among those genes also affected at the mRNA level. We also 
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found 158 that showed enhanced repression in the mutant (Fig. 3.1.2B). Thus, the lack of 

functional exosome by depletion of Rrp6 results in enhanced both activation and 

repressive transcriptional memory. 

 
Fig. 3.1.2: Genome-wide identification of genes with transcriptional memory. A) 

Heatmap of variable genes in RNA-Seq of both wild-type and rrp6Δ strains indicating the 
relative mRNA abundance of each gene at different time points. Gene-specific 
transcription memory score is shown in purple to pink for each strain. The rightmost 
column shows gene category according to Memory Score (TMscore) in rrp6Δ respect to 
wild type. B) TMscore for genes classified as induction (left) or repression (right) memory, 
grouped by the differential behavior in the two strains.  
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3.1.3 The role of exosome subunit Rrp6 on transcriptional memory is not related to non-
coding RNA accumulation or chromatin reorganization 

One of the functions of the Rrp6-containing exosome complex is the degradation of 

cryptic unstable transcripts (CUTs)258,259. CUTs are small non-coding RNAs produced 

from inter and intragenic regions of the yeast genome, that are usually quickly degraded. 

Although whether they have a biological function is not clear, their expression is abundant, 

which becomes obvious upon depletion of Rrp6. As the depletion of the nuclear exosome 

in mammal leads to the accumulation of enhancer associated non-coding RNAs 

(eRNAs)260, we hypothesized that CUTs accumulation could contribute to transcription 

activation also in yeast and thus explored the possibility that CUTs could play a role 

modulating transcriptional memory. However, we did not find differences in the 

accumulation of these non-coding transcripts between in naïve and primed conditions that 

could explain the phenotype. 

As explained in section 1.2.3, chromatin plays a key role during transcriptional 

memory. Thus, we also investigated the nucleosome occupancy by MNase treatment on 

primed and naïve states of wild-type strain and Rrp6 mutant. We only found some subtle 

difference between wild type and mutant but not between naïve and primed states. We 

concluded that these differences cannot explain the memory phenotype in the Rrp6 mutant. 

3.1.4 Differential abundance of exosome co-factors modulate memory 

Recent studies showed that changes in RNA degradation can impact gene expression 

rewiring in yeast261,262. In glucose deprivation conditions, stress responsive genes avoid 

nuclear decay while genes downregulated in response to glucose withdrawal are targeted 

more efficiently by nuclear surveillance factors. Thus, it is possible that similar changes 

in nuclear decay are affecting the memory phenotype. To investigate this hypothesis, we 

used publicly available CRAC (CRosslink And cDNA analysis) data to search for 

differences in the intrinsic affinity of transcripts for the nuclear surveillance complexes 

TRAMP (Trf4/5-Air1/2-Mtr4-polyadenylation) or NNS (Nrd1-Nab3-Sen1) in naïve 

conditions. Intriguingly, transcripts from induction memory genes are intrinsically more 

associated to exosome cofactors than are the repression memory transcripts (Fig. 3.1.3A-

C). In addition, we observed that those genes that showed enhanced induction memory in 

the absence of Rrp6 were more intrinsically associated to TRAMP and NNS. Similarly, 

those genes that showed repression memory in the absence of Rrp6, were associated to 

TRAMP (Fig. 3.13D-F) and NNS. This suggest that the differential association of the 
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transcripts of memory genes to co-factors of the nuclear exosome complex could be 

contributing to the modulation of memory. 

 

  
Fig. 3.1.3: Differential association to nuclear exosome co-factors. A-F) Boxplots 

representing the relative association for the TRAMP complex (e.g., Mtr4) of transcripts 
grouped by their memory category (A-C) or the differential behavior between rrp6∆ and 
wild-type strains (D-E). F) Volcano plot showing relative protein abundance changes of 
primed (t0’) and naive (t0) conditions in wild-type cells. 

 

Given their differential association between these RNA-binding proteins (RBPs) and 

their targets we hypothetized that the difference in mRNA abundance observed in memory 

genes could be due to differences in RBPs abundances during memory. To test this 

hypothesis, we performed proteomic analysis of wild-type cells in naïve and primed 

conditions (Fig. 3.1.3G). We found a significant decrease of nuclear exosome components 

and its cofactors TRAMP and NNS in primed cells, consistent with the faster accumulation 

of induction memory genes mRNAs. Interestingly, we also observe difference in 

abundance of proteins related to cytoplasmic decay, which suggests that the cytoplasmic 

mRNA degradation may also contribute to transcriptional memory. 
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3.1.5 Nuclear and cytoplasmic mRNA stability plays a role in transcriptional memory 

Next, we investigated how the differential abundance of nuclear and cytoplasmic 

mRNA degradation machinery and the different mRNA-specific affinities could modulate 

mRNA stability in naïve and primed conditions. 

 We performed a genome-wide study of mRNA stability using mRNA metabolic 

labelling (SLAM-seq) in naïve and primed wild type cells before galactose induction. We 

observed a generalized stabilization of mRNAs in primed conditions (Fig. 3.1.4A). 

However, genes that showed induction transcriptional memory were more stabilized in 

primed respect to naïve conditions than those with repressive memory (Fig. 3.1.4B). We 

then interrogated the mRNA stability in different mutant strains. As in the wild-type, the 

rrp6∆ strain showed general stabilization of mRNA in primed conditions, although the 

turnover was generally slower than in the wild-type strain (Fig. 3.1.4C). Similarly, 

induction memory genes showed increased stability while repression memory genes 

showed faster turnover in the mutant (Fig. 3.1.4D). We obtained similar results in mRNA 

stability when depleting the component of the exosome Ski2. Depleting the cytoplasmic 

exonuclease Xrn1 abolished the global differences between primed than in naïve 

conditions (Fig. 3.1.4E). However, the specific differences in memory genes remained as 

in the previous mutants. Altogether, our results indicate that the changes in mRNA stability 

observed in primed conditions does not depend only on Rrp6 but also on the cytoplasmic 

decay machinery. 

 

 

Fig. 3.1.4: Differential 
mRNA turnover between 
naïve and primed cells. 
Boxplots showing the relative 
mRNA turnover (nascent/total 
RNA) using SLAM-seq in 
naïve and primed conditions 
(A-C) in wild-type (A), rrp6∆ 
(B) or xrny1∆ (C) strains. D-E 
show the change in turnover 
between naïve and primed 
conditions for mRNAs of 
genes categorized by their 
memory in wild-type (D) or 
rrp6∆ strain (E). 
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3.1.6 Discussion 

In this study, we have performed a genome-wide screen searching for factors that 

modulate GAL1 memory in the budding yeast S. cerevisiae. Another genome-wide screen 

exploring memory of the GAL1 gene was published during the course of this project263. 

Although it decreased the potential impact of our study, both screens can complement each 

other. We used information from Bheda et al. to validate our results and then focused on 

less explored mechanisms. We uncovered a previously unseen contribution of differential 

regulation of mRNA stability to transcriptional memory. We have dissected the role of the 

nuclear degradation machinery and its regulation during memory.  

Although studies of gene expression often focus on transcription, both synthesis and 

decay contribute to the steady state of RNA. Here, we have studied the role of exosome-

mediated mRNA stability on memory. We discovered that the memory genes affected by 

the depletion of Rrp6 had differential intrinsic affinity for nuclear exosome cofactors; the 

activation memory genes presented very high intrinsic association to the nuclear exosome 

cofactors NNS and TRAMP, while those with repression memory had very low 

association. This suggest that activation memory genes are enhanced in the absence of 

nuclear exosome due to mRNA stabilization. However, the repression memory genes also 

appear more repressed in the absence of functional exosome, despite the low affinity for 

its co-factors. This can be explained by the general stabilization of mRNAs upon Rrp6 

depletion, that makes these unaffected genes look comparatively less abundant. As 

activation memory genes accumulate faster upon re-induction, their higher intrinsic 

affinity for exosome cofactors also points to a differential activity of the exosome during 

naïve and primed conditions. Supporting this hypothesis, we found lower abundance of 

proteins related to nuclear RNA degradation in primed cells.  

In addition to the nuclear decay, we found evidence that the cytoplasmic degradation 

machinery contributes to modulate memory. Activation memory genes are more stable in 

the cytoplasm in primed than in naïve cells, even in the absence of Rrp6. We found that 

depletion of Xrn1 exonuclease abolished the differences in mRNA stability between naïve 

and primed conditions, as expected due to the major role of XRN1 in mRNA degradation. 

Interestingly, we found lower abundance of Xrn1p in primed cells than in naïve, which 

suggest a similar strategy than for the nuclear decay machinery. As for how the memory 

genes are particularly affected, we did not find specific changes in degradation rates of 

these genes between naïve and primed. Plausably, the downregulation of Xrn1 (and 

subsequent increase in global mRNA stability) in primed conditions could be just 

exacerbating the effects of upstream memory mechanisms. That is, the combination of a 
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faster transcription of these genes and lower targeting by the nuclear decay machinery 

leads to a higher amount of these mRNAs in the cytoplasm where, as mRNA degradation 

has been generally decreased, quickly accumulates to mount the response more efficiently. 

Contrarily, the apparent repression memory could be a collateral effect of the overall 

slower mRNA turnover by which these transcripts would be less affected.   

3.2 Paper II: CRISPR KO genome-wide screen uncovers new factors involved 

in transcriptional memory  

3.2.1 Transcriptional memory of IFN𝛾 is reflected on the protein level of HLA-DR in 
human cells 

As described in section 1.2, transcriptional memory has been shown and studied in 

human cells. Until now, most of the efforts have been mainly focused on investigating if 

mechanisms of transcriptional memory in yeast are conserved in human cells. Thus, we 

wanted to perform an unbiased genome-wide screen of factors potentially involved in 

transcriptional memory, to uncover new mechanisms involved in this process as in our 

screen in yeast. Similar to what we did in S. cerevisiae, we reasoned that transcriptional 

memory in humans could be studied by investigating changes at the protein level. Thus, 

differential protein abundance of a gene subjected to transcriptional memory control could 

be used to measure the response of individual cells and separate them accordingly. In 

particular, we used the IFN𝛾-induced expression of HLA-DR as a transcriptional memory 

model. In this case, we decided to use endogenous HLA-DR as a reporter for 

transcriptional memory. 

At the time of the conception of this study, HLA-DR transcriptional memory of IFN𝛾 

had only been shown in Hela cells. To test if memory was reflected at the protein level, 

we exposed Hela cells to repeated IFN𝛾 treatment and compared HLA-DR abundance in 

naïve and primed cells by flow cytometry, using a fluorescently labeled anti-HLA-DR 

antibody (Fig. 3.2.1A). As expected, we found that primed cells expressed HLA-DR 

protein complex faster than naïve cells (Fig. 3.2.1B).  

Using this approach, we tested other human cell lines for memory. The fibroblasts BJ 

and Hs27, as well as the retina cell line RPE1 showed enhanced primed response (Fig 

3.2.1C). Tumoral cell lines are genetically more unstable and tend to accumulate 

secondary genomic alterations that can result in genetic heterogeneous populations. As 

such preexisting genetic heterogeneity would introduce additional noise in our intended 

screen, we decided to use the non-tumoral RPE1 cell line for our screen. In particular, the 
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telomerase-expressing cell line hTERT-RPE1, as the senescence of the original cell line 

could impact the feasibility of the screen. We confirmed that HLA-DR in hTERT-RPE1 

showed induction memory of IFN𝛾 at the level of protein and mRNA (Fig. 3.2.1D-E). 

  
Fig. 3.2.1: Study of transcriptional memory in multiple cell line models. A) 

Experimental design. B) Percentage of HeLa cells expressing HLA-DRp in naïve or 
primed conditions. C) Distribution of HLA-DRp expression in naïve and primed cells 
measured in BJ, Hs27, T47D and RPE. D) RT-qPCR measuring HLA-DRA mRNA 
expression in naïve and primed conditions of hTERT-RPE1. E) Percentage of HLA-DRp 
expressing cells in naïve and primed conditions of subsequent modifications of RPE1 cell 
line measured. 

3.2.2 Validation of the screening strategy 

To perform a genome-wide screen, we generated a pool of knockout mutant cells using 

CRISPR/Cas. We first transduced a doxycycline-inducible Cas9 expression cassette into 

hTERT-RPE1. We selected cells that could properly induce Cas9 expression and 

transduced with the Brunello gRNA library. This library comprises 77,441 sgRNAs and 

includes 1000 non-targeting gRNAs that serve as a negative control. We confirmed that 
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the library was well represented in the pool (Fig. 3.2.2A) and that the pool of mutants still 

preserved memory (Fig. 3.2.1E). 

To confirm that our screen strategy retrieves relevant biological information, we 

exposed the pool of mutants to IFN𝛾 and calculated the changes in the gRNA frequencies 

in the HLA-DR positive fraction. First, we separated the positive cells by Fluorescence-

activated cell sorting (FACS). We found 4619 guides depleted from the positive fraction 

respect to the negative control guides, and 39 genes with at least 2 guides among those 

depleted. We consider those genes as affecting the naïve expression of HLA-DR induced 

by IFN𝛾. Amongst the genes affected in the induced HLA-DR expression were the IFN𝛾 

receptor subunits IFNGR1 and IFNGR2, the transducers of the signal STAT1, JAK1 and 

JAK2, the transcriptional activator CTIIA, and the alpha subunit of the HLA-DR complex 

HLA-DRA (Fig. 3.2.2B). In addition, we performed gene ontology analysis and identified 

IFN𝛾 and related pathways amongst the most significant (Fig. 3.2.2C). These results 

indicate that our strategy recapitulates known biology of the expression of HLA-DR 

induced by IFN𝛾. 

 
Fig. 3.2.2: Validation of the screening strategy. A) Read/guide distribution and guide 
discovery of replicate 1 (green) and replicate 2 (orange) of the knockout pools. B) change 
in probability of being positive for each guide with respect to the control guides (blue). 
Guides targeting genes known to be involved in the pathway are highlighted (purple dots). 
D) Gene Ontology terms significantly represented amongst the gene hits called. 
  

Next, we used an alternative method to separate the positive cells after IFN𝛾 exposure, 

based on magnetic activated cell sorting (MACS). As expected, we identified as depleted 

genes that are involved in the IFN𝛾-induced expression of HLA-DR. However, this 

separation method increased the amount of hits retrieved (9559 guides, 236 genes). This 

could be a consequence of an enhanced sensitivity due to the higher throughput, but it 
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could also reflect a higher rate of false positives. As FACS separation is very precise but 

can handle fewer cells, we decided to combine MACS and FACS separation for the screen 

to balance the capabilities and limitations of both methods. 

3.2.3 KEAP1 and CBFB are novel putative factors modulating memory 

To identify new factors involved in memory, we exposed the pool of mutants to 

repeated IFN𝛾 treatment. Then, we separated the HLA-DR positive naïve or primed cells 

using MACS or FACS and sequence the integrated guide in each cell. Finally, we 

calculated the frequency of each guide respect to the control guides in each fraction and 

compared to the proportions in the original population. To find genes affecting memory, 

we calculate the join effect of the guides targeting the same gene based on the overall 

magnitude of the change, the consistency between guides, and the consistency of the hit 

across samples of the same treatment condition (Zscore). When ranking genes according 

to their difference in Zscore between naïve and prime conditions, we found CBFB (Core-

Binding Factor Subunit Beta) and KEAP1 (Kelch-Like ECH Associated Protein 1 or 

INrf2) as the top candidates (Fig. 3.2.3A). Further, when we looked at the change of each 

guide targeting these genes, we found them consistently more depleted from the positive 

fraction of primed cells than naïve (Fig. 3.2.3B-C). Thus, these genes are putative factors 

involved in the regulation of memory. 

 

 
 

Fig. 3.2.3: Identification of candidates of memory regulators. A) Top 50 candidates 
ranked according to the difference in Z score (∆Z) between primed and naïve responses.  
naïve response. Only top 50 candidates are plotted. B) Change in probability of being 
positive of each guide respect to negative control guides (log scale) in each sample of the 
naïve (red) and primed (blue) responses targeting the top candidate CBFB. C) As in B for 
KEAP1 gene. 
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3.2.4 Discussion 

Here, we have developed a platform to interrogate at genome-wide scale the memory 

of HLA-DR upon repeated treatments with IFN𝛾. For that, we have optimized the 

combination of genome-wide CRISPR/Cas9 knockout pool of mutants with two 

alternative protein-based separation methods (FACS and MACS) and coupled it with 

targeted sequencing.  

We have demonstrated that HLA-DR memory was reflected at the protein level and 

therefore protein-based separation methods are adequate to study this phenotype. To do 

this, we have used the HeLa cells as at the time of this study was the only human example 

of IFN𝛾-induce HLA-DR memory. However, tumoral cell lines tend to be genomically 

unstable, especially HeLa. We suspected that other cell lines could present this memory. 

We have shown that RPE1, among others, showed enhanced response to repeated IFN𝛾 

treatment both at the mRNA and protein level. We considered this cell line an adequate 

cell model to study IFN𝛾-induced HLA-DR memory and produced a pool of knockout 

mutant cells by viral transduction of the CRISPR/Cas9 components.  

In a genome-wide screen, the efficiency of the delivery must be extremely high to 

ensure proper coverage of the entire library. Viral transduction was eventually used in this 

study as numerous attempts with other delivery strategies were not efficient enough. As 

IFN type I (IFN𝛼 and ß) and IFNs type 2 (IFN𝛾) pathways may interact, this brought the 

concern that the exposure to the virus could prime the cells and distortion the phenotype. 

We inserted the Cas9 expression cassette under inducible promoter in order to temporally 

separate the transduction and the knockout generation events. Although we have never 

tested if the exposure to the virus really affects the HLA-DR response, we have 

demonstrated that the enhanced response in primed conditions is maintained for the pool 

of mutants when cultured for two weeks between the transduction and the induction of 

DSBs.  

We proceeded to validate our strategy with both, FACS and MACS separation methods, 

by interrogating the naïve response to IFN𝛾 in the induced knockout pool. Notably, the 

changes in gRNA distributions in the HLA-DR positive fractions were calculated using 

reads as contig, which is subjected to amplification biases. The use of UMIs to collapse 

PCR duplicates have demonstrated to reduce the noise in CRISPR screens. Although our 

library has UMIs, they were introduced together with the gRNA constructs during the 

transduction. Since our experimental design involves long culturing periods, each of the 

original barcoded cells will give rise to hundreds of daughter cells with the same barcode. 

Thus, collapsing the reads to the UMI counts would not only remove the PCR duplicates 
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but also real data points, reducing the complexity of the sample. Despite the risk of 

increasing noise, we were able to clearly identify factors that are essential for the IFN𝛾-

induced expression of HLA-DR in the naïve response, as for example the IFN𝛾 receptor, 

transductors of the signal, or the HLA-DR alpha subunit, demonstrating that our strategy 

is able to recapitulate known biology of the IFN𝛾 response. Importantly, we do not suffer 

from clear proliferation biases as previously reported, despite having extensive expansion 

of the non-induced pool culture prior the experiment, highlighting the importance of the 

used inducible Cas9 system.  

To find genetic variants affecting memory, we compared the changes in guide 

distributions in the HLA-DR positive fraction of naïve and primed cells. Initially, we 

intended to capture a dynamic range of the response by acquiring cells at different time 

points, that would allow us to construct a virtual expression pattern for each gene, similarly 

to what we did previously in yeast. Unfortunately, we underestimated the increment in 

complexity from screens in yeast to human cells. In practice, the difference captured 

between time points was not enough to establish a kinetics, partially due to the variability 

between replicates and separation methods. Memory decreases as the cell divides and 

proliferation rates are affected by the confluency of the culture. RPE1 grows attached to 

the surface of the culture flasks and needs to be trypsinized for passages, which makes it 

especially laborious when handling the humungous amount of cells required for this 

screen. Although this handling was carefully performed, it is possible that heterogeneous 

confluency resulted in differences in proliferation that in terms led to the observed 

variability. We proceeded, then, to bin the time points as technical pseudo-replicates, 

treating memory as a binary phenotype. In retrospective, designing the experiment from 

the beginning in this way and devoting the sampling effort to increase the number of 

replicates rather than time points would have been a better approach, making the screen 

more robust and easier to analyze. 

As our experimental design deviates from traditional screens, we developed a 

customized data analysis strategy. The resulting pipeline was empirically designed to 

identify genes that showed a more pronounced global effect on the primed than in the naïve 

response, at the same time that accounting for the consistency of the hit across samples of 

the same treatment and of the effect of the guides targeting the same gene. Although 

suboptimal, this approach allowed us to rank the genes according to their effect on the 

memory phenotype. We identified two very attractive candidates as top hits, CBFB and 

KEAP1. CBFB (core-binding factor subunit beta) is the regulatory subunit of a 

heterodimeric transcription factor that enhances the binding capacity of the alpha subunit 
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to enhancers and promoters. Interestingly, we also find one of its known partners, RUNX2, 

affected in memory. It is possible that this transcriptional regulator influences the 

differential kinetics in the expression of HLA-DR by differential binding during the naïve 

and primed responses, similarly to the Slf1 transcription factor in the memory of INO gene 

in yeast. Another possibility is that alternative alpha subunits of the complex occur during 

naïve and primed responses leading to differential regulation of the memory genes, similar 

to what has been described for CDK8-Mediator in HeLa cells.  KEAP1 (kelch-like ECH 

associated protein 1) is a substrate-specific adapter of a BCR (BTB-CUL3-RBX1) E3 

ubiquitin ligase complex. Among other functions, it senses and regulate oxidative stress 

response. It has been reported the KEAP1 can regulate the expression of HLA-DRA in 

response to IFN𝛾 at the transcriptional level by regulating histone acetylation. Although 

we capture the effect of KEAP1 depletion in the naïve response, our screen indicates a 

consistently greater effect on the primed response. As histone modifications are a hallmark 

of transcriptional memory, it is possible that the enhanced HLA-DR expression in primed 

cells is modulated by KEAP1-mediated differential histone acetylation. Thus, I think that 

CBFB and KEAP1 are very interesting candidates for further validation and molecular 

dissection. 

3.3 Paper III: Target-enriched nanopore sequencing and de novo assembly 

reveals co-occurrences of complex on-target genomic rearrangements 

induced by CRISPR-Cas9 in human cells  

3.3.1 Perseverance of the target region in CRISPR/Cas9 deletion clones 

As explained in section 1.3, CRISPR/Cas9 can be used to produce genomic deletions 

when two targeted DBSs are in proximity. Later, deletion clones can be identified by the 

different band sizes resulting from PCR amplification of the region, which can be further 

characterized by sequencing. This strategy is particularly important to target non-coding 

genes, as they do not have an ORF to be disturbed and thus the inductions of InDels will 

most likely not impair their function. tRNA genes are particularly problematic to target as 

they are highly similar to each other, making it difficult to target one in particular. To 

circumvent that, the flanking regions can be used as target for the CRISPR/Cas9-induced 

DSBs.  

Using this strategy, we targeted a locus containing two tRNA genes in the hyperploid 

hepatocellular carcinoma (HepG2) and the near-haploid chronic myeloid leukemia 
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(HAP1) by directing Cas9 nuclease to the flanking regions (Fig. 3.3.1A). We selected 

clones with the expected band size and confirmed the deletion by sanger sequencing. To 

our surprise, when we performed ChIP-seq on these clones, we found peaks for RNA polIII 

and H3K4me3 (Fig 3.3.1B), suggesting that the putatively deleted region was still present 

in their genome. Interestingly, no reads spanned the DSBs points (Fig. 3.3.1C), suggesting 

that the putatively deleted sequence could be present in another locus. 

To confirm this hypothesis, we coupled Xdrop technology to enrich for the target 

sequence to Oxford Nanopore long read sequencing (LRS) to get insights of the flanking 

regions. In brief, the DNA molecules are encapsulated in individual droplets together with 

primers against the target region. Droplets containing the target region are sorted by the 

positive amplification of the target and the whole content of the droplet is sequenced using 

Nanopore long read sequencing. Using this approach, we investigated clones derived from 

the two different cell lines, HAP1 Δt72 and HepG2 Δt15. As expected, the coverage in the 

flanking regions of the originally target locus was low when mapped to the annotated 

genome, supporting the hypothesis that the target region was not in its original genomic 

context.  

 

 Fig. 3.3.1. The 
target region 
remained functional 
in deletion clones. A) 
Targeted locus and 
strategy of Cas9 dual 
gRNA deletion 
strategy. B) Normalized 
ChIP-seq reads for 
histone H3K4me3 and 
Pol III covering the 
target loci (red) in the 
HAP1 and HepG2 
controls (ctrl), and Δt72 
and Δt15 clones. C) 
Alignment tracks show 
individual reads around 
the DSBs points 
(scissors) as in (B). 
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3.3.2 Unexpected on-target aberrations in clones 

To decipher the new genomic context of the target region, we developed a customized 

de novo assembly pipeline for the long reads of Hap1 Δt72 and HepG2 Δt15 clones, 

respectively. The obtained sequences from LRS were assembled by recursive alignment 

to the target region, the novo assembly, and gradual extension of the 5’ and 3’. The new 

alignment revealed three break points in Hap Δt72 respect to the original loci, 

corresponding to two tandem inverted duplications of the target region (Fig. 3.3.2A). 

Unclipped reads from our ChIP-seq experiment, as well as combinatorial PCR 

amplification, supported this configuration. Similar analysis in HepG2 Δt15 revealed an 

inversion of the target region connected to the 5’ flanking region, and a repetition of the 

target sequence at the 3’ end. However, this repetition was followed by a sequence not 

found in the human genome. Instead, it was identified as a fragment of Escherichia coli 

genome and a 6000bp of the CRISPR/Cas9 vector used to produce the knockouts (Fig. 

3.3.2B). As for the Hap1 clone, we confirmed this configuration with ChIP-seq reads and 

PCRs. Further, analysis of an additional clone revealed an unseen heterozygosis, with one 

allele carrying fragments of other chromosomes.  We estimated the frequency of these on-

target events by PCR of the target region with internal primers as 40% of HAP1 and 47% 

for HepG2 of the deletion clones, respectively. Thus, unexpected on-targets events are 

frequent and difficult to detect with traditional validation methods for CRISPR/Cas9 

induced mutants.   

 

 
Fig. 3.3.2: On-target rearrangements. Structure of the on-target aberrations 

deciphered using XDrop-LRS and supported by ChIP-seq reads of Hap Δt72 (A) and 
HepG2 Δt15 (B) clones. 

3.3.3 The unexpected on-target events are not locus specific  

We wondered if the similarity between the two tRNAs could be promoting the on-target 

aberrations. To test this, we deleted the intragenic region between the two tRNA genes, 

which has a non-repetitive sequence, and investigated the deletion as well as potential on-
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target abnormalities using combinatorial external and internal primers for PCR 

amplification. We detected genomic alterations in 14% of the Hap1 deletion clones and 

50% of the HepG2 deletion clones, suggesting that the on-target alterations are not due to 

the repetitive nature of the targeted sequence.  

Next, we reasoned that perhaps using plasmids as delivery system of CRISPR/Cas9 

components and the pressure exerted during the drug-based selection of the transfected 

cells could be enriching for these on-target events. To test this, we generated knockout cell 

lines using targeted dual DSBs, as described before, but delivering the CRISPR/Cas9 

components as an assembled ribonucleoprotein by nucleofection. We used a fluorescently 

labelled tracRNA to avoid drug selection. In addition, we used an immortalized non-

tumoral euploid cell line (hTERT-RPE1) and targeted protein coding genes in different 

genomic contexts (RNF220 in Chr 1 and SULT1B1 in Chr 4) (Fig. 3.3.3A-B). In both 

cases, we found deletion clones with on-target abnormalities in about 10% of the deletion 

clones (Fig. 3.3.3C-D), which is only slightly lower than when deleting the tRNA 

intergenic region in the HAP1 cells.  

 

 

Fig. 3.3.3. 
Adverse on-
target genomic 
rearrangements 
occurred using 
the CRISPR-

Cas9-gRNA 
delivery system. 
A-B) Genomic 
locations of 
RNF220 (A) and 
SULT1B1 (B) 
and the dual 
gRNA design. C-
D) Agarose gel 
of PCR products 
generated by 
flanking or the 
deleted regions 
in RNF220 (C) 
and SULT1B1 
(D).  
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3.3.4 Biological consequences of no-target genomic aberrations 

We found multiple evidence that the aberrant rearrangements could be transcriptionally 

active. Firstly, our ChIP-seq data showed H3K4me3 and Pol III ChIP-seq peaks on 

plasmid-derived sequences in HepG2 Δt15 (Fig. 3.3.4A). In addition, we detected 

expression of the Cas9 and puromycin resistance gene, as well as of the gRNA-Δt-1 and 

its scaffold sequence in this clone, and of gRNA-Δt-1 in HepG2 Δt8 (Fig. 3.3.4B). Thus, 

we wanted to explore whether the detected on-target aberrations could be functional and 

impact the biology of the cell. As a proxy, we measured proliferation of HAP1 and HepG2 

clones carrying on-target genomic alterations, as compared to those with bonafide 

deletions of the intragenic (∆i) or the whole tRNA-containing region (∆t) (Fig. 3.3.4C-D). 

We found no significant differences between aberrant and bonafide modified clones in 

HepG2 clones, regardless of whether the entire locus or only the intergenic region was 

deleted. The same was true for HAP1 clones in which the intergenic region (∆i) was 

targeted. However, we detected higher proliferative rate in HAP1 ∆t clones in which the 

target region was still detectable. Thus, on-target alterations can be transcriptionally active 

and affect cell behavior, which could ultimately impact the results of experiments that use 

CRISPR/Cas9 to produce DSBs. 

 

 
Fig. 3.3.4: Adverse on-target genomic alterations affected cell growth, 

promoted active transcription, and varied in abundance among deletion clones. (A) 
H3K4me3 and Pol III occupation at different CRISPR-Cas9 vector sequences integrated 
in HepG2 Δt15. B) Expression levels of genes that integrated in the HepG2 Δt15 and 
Δt8. C) Proliferation along 4 days of culture of HAP1 clones with (orange) or without 
(grey) the presence of target region when deleting the tRNA locus (∆t) or only the 
intragenic region (∆i). D) As in B for HepG2 clones. 
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3.3.5 Discussion 

In this study, we revealed unprecedently documented co-occurrence of on-target 

aberrations in multiple cell lines and loci after the induction of CRISPR/Cas9-mediated 

DSBs. Although the occurrence of genomic alterations after CRISPR/Cas editing have 

been reported, the full picture of the complex on-target rearrangements remined obscure 

due to technological limitations. We have developed a workflow coupling XDrop and long 

read sequencing with a customize the novo assembly pipeline that enables to identify 

difficult to detect rearrangements such as on-target combinations of inversions and 

duplications, interchromosomal insertions, or exogenous sequences. Importantly, 

Nanopore LRS has high error rate. Additionally, sequencing long molecules promotes the 

appearance of chimeric reads. We validated the obtained assembled contigs by short reads 

Illumina sequencing, which has high fidelity, and we performed a combinatorial series of 

PCR to confirm each identified contig.  

We applied this technology to decipher the on-target aberrations of multiple clones that 

underwent dual CRISPR/Cas9 DSBs. We have targeted the same sequence (flanking 

sequences of the tRNA-containing region) in two different cell lines HAP1 and HepG2, 

and in both we found aberrant clones, indicating that is not cell line specific. We also found 

on-target rearrangements when we targeted a different sequence (intragenic region 

between the two tRNAs) in the same cell lines, suggesting that these events are not due to 

some specific characteristic of the targeted sequence. Nevertheless, both flanking and 

intergenic regions are in the same locus for which we cannot discard the influence of the 

genomic context. In addition, other factor such as the use of plasmids to deliver 

CRISPR/Cas9 components, drugs selection, and the big distance between the two induced 

DSBs could be promoting the aberrant rearrangements. However, we have produced 

deletion clones by dual gRNA in another cell line, hTERT-RPE1 in which all these 

aforementioned elements differed from the previous strategy and still detected clones with 

major aberration. We estimated the frequency of aberrant clones amongst the deletion 

clones that we obtained. Although in some cases this frequency was lower (i.e., in hTERT-

RPE1), the total number of clones were too low to give a reliable indication. In addition, 

the relative contribution of each of these factors cannot be separated. Thus, although based 

on our data the on-target aberrations can occur at relatively high frequency, this would 

need to be determined in a dedicated experiment. 

Although the integration of exogenous sequences is not surprising when present during 

the induction of DSBs, foreign sequences tend to be heterochromatinzed. To our surprise, 

we found expression of on-target integration of Cas9, guides and puromycin resistance 
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cassettes. In addition, we showed that some clones that retained the target sequence in 

aberrant on-target configuration gained a proliferative advantage. This could lead to 

additional confounding in subsequent experiments and should be therefore detected during 

clone selection after CRSIPR/Cas9 DSBs induction. Importantly, these on-target 

aberrations are allele specific, which means that they can go unseen during the regular 

detection of the deletion by PCR fragment size (i.e., if the allele that carries the aberration 

does not amplify). Thus, we strongly recommend to always test for the presence of target 

sequence by amplifying the internal region of the fragment to be deleted and perform 

further investigation if necessary. Here we propose a method combining XDrop-LRS and 

de novo genome assembly to characterize those aberrant on-target structures with high 

precision.  

This and other studies rising awareness on undesired effects of using CRISPR tools are 

extremely relevant, as these methods are widely used sometimes without the adequate 

precautions. Although in many cases aberrant clones can be discarded when detected, the 

method presented here could be useful when the sample is precious, and the number of 

clones is limited.   

3.4 Paper IV: Direct detection of SARS‐CoV‐2 using non‐commercial RT‐

LAMP reagents on heat‐inactivated samples 

3.4.1 Production and optimization of in-house LAMP enzymes and primers 

As explained in section 1.4, the fast spreading of the SARS‐CoV‐2 challenged the 

testing capability world-wide. The overwhelming testing demand stimulated the 

development of faster and easier tests to complement RT-qPCR, and the supply of reagents 

for the most common testing methods were running short. Thus, we focused on the 

optimization of a LAMP-based detection on unextracted samples, using in-house produced 

retrotranscriptase (RT) and thermophilic polymerase with strand displacement activity. 

First, we expressed and purified Bst LF (Geobacillus stearothermophilu) polymerase 

and two chimeric version of this protein and Klantaq (Thermus aquaticus), v5.9 and v7.16, 

and tested their ability to amplify synthetic fragments of the SARS‐CoV‐2 sequence in a 

LAMP reaction by measuring the incorporation of a fluorescent dye. For this step, we used 

previously validated LAMP primers and a commercial retrotranscriptase. For each 

polymerase, we optimized the buffer composition and enzyme concentration to minimize 

the reaction time while maximizing the separation of true positives from spurious 



 

54 

amplification of negative controls (Fig. 3.4.1A-B). We found that the chimeras v7.16 and 

v5.9 outperformed Bst LF. Of those, v7.16 showed the best performance, being able to 

detect 104 copies of the viral sequence in little more than 10 min with no non-specific 

amplification (Fig. 3.4.1C-D). 

 

 
Fig 3.4.1. Optimization of enzyme amount and buffer composition for RT-LAMP. 

A) Example of RT-LAMP optimization varying Bst LF amount and the KCl concentration. 
B) Summary of optimization of enzyme amount and KCl concentration for Bst LF, v5.9, 
and v.7.16. Numbers indicate the time difference between the slowest-amplifying positive 
control replicate and the fastest-amplifying negative control replicate. Color indicates the 
required time to detect the slowest-amplifying positive control. C–D) Optimal conditions 
determined for v5.9 (C) and v7.16 (D). 

 

Next, we explored alternative RT enzymes in combination with the chimeras v7.16 and 

v5.9. We tested RTX, with or without proofreading domain, and MashUp-RT at different 

concentrations in the optimal buffer conditions for each chimera polymerase. While both 

RTX versions were seemingly incompatible with our LAMP reactions, MashUp-RT 

efficiently amplified the synthetic SARS‐CoV‐2 sequence in combination with both v7.16 

and v5.9 (Fig. 3.4.2A). In fact, the results were comparable to those obtained using the 
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commercial RT. Thus, we concluded that MashUp-RT and v5.9 or MashUp-RT and v7.16 

were suitable enzyme combinations for fast and sensitive detection of SARS‐CoV‐2. 

 

 
Figure 3.4.2: Benchmarking of in-house produced enzymes against commercial 

alternatives. A) Optimal detection of synthetic SARS-CoV-2 RNA using v5.9 or v7.16 
supplemented with MashUp-RT. B) Synthetic RNA templates amplified with iLACO or 
As1e primers and either and the indicated combinations of enzymes. 

3.4.2 Benchmarking of in-house LAMP with commercial alternatives 

As our aim is to provide an alternative to commercially available options, we compared 

the performance of our in-house reaction with other solutions on the market (WarmStart 

Colorimetric master mix from NEB, Saphir Bst2.0 Turbo from Jena Biosciences, and 

Bst3.0 from NEB). In addition, we explore multiple validated primer sets for LAMP and 

selected iLACO and As1e for the benchmark experiment. All the tested combinations 

resulted in positive detection of the synthetic SARS‐CoV‐2 sequence. However, we found 

dramatic differences in the sensitivity and background signal (Fig. 3.4.2B). The 

performance of the in-house combination of v7.17-MashUpRT with As1e primers was 

comparable to the best commercial alternative Bst3.0, having similar detection time and 

no amplification in the negative control. Thus, we selected this combination for further 

application. 
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3.4.3 Application of the in-house LAMP reaction to nasopharyngeal samples 

As most samples are collected in nasopharyngeal swabs, we wanted to explore the 

ability of our in-house LAMP reaction to detect in this samples. To go one step further, 

we intended to apply it on unextracted heat-inactivated samples. However, we first tested 

the compatibility of the reaction with some virus transport media (VTM) commonly used 

for the collection of these samples (Virocult (MWE), Sigma Transwab (MWE), eSwab 

(Copan) and Beaver (BEAVER biomedical)) using the synthetic SARS‐CoV‐2 sequence 

(Fig. 3.2.3A). Three of them were compatible with our in-house reaction adding up to 10% 

of the reaction volume. Beaver VTM needed to be diluted three more times, and still then 

only the chimera v5.6 was able to amplify the viral sequence efficiently.  

Knowing that, we obtained 184 nasopharyngeal patient samples collected in Virocult, 

TransSwab and eSwab VTM to test our LAMP reaction. The viral load of those samples 

was previously analyzed using GeneXpert SARS-CoV-2; 142 classified as positive (C𝜏 < 

42) and 42 as negative. We perform LAMP reactions on the unextracted samples with 

v7.17-MashUpRT with As1e (2 replicates) or iLACO primers. For comparison, we 

included the popular commercial solution WarmStart. We used the previously determined 

C𝝉 values as reference to compare to the time of detection (Fig. 3.4.3B) and to calculate 

the sensitivity (Fig. 3.4.3C) and specificity (Fig. 3.4.3D) of the LAMP reactions. Although 

the detection capacity of LAMP dramatically drops on samples with high C𝜏, we found a 

high and comparable specificity and sensitivity across all the LAMP reactions. Thus, we 

demonstrated that our in-house LAMP mix offers an efficient alternative to the 

commercially available products, being able to detect SARS‐CoV‐2 in unextracted 

samples with medium to high viral load for time and cost efficiency. 



 

 57 

 
Fig. 3.4.3: Applicability of RT-LAMP to unextracted nasopharyngeal samples. (A) 

Effect of common VTM on RT-LAMP amplification with v7.16 and MashUp-RT. B) 
Comparisons of RT-LAMP C𝜏 (minutes) and GeneXpert RT-qPCR C𝜏 (cycles) for 184 
clinical samples. v7.16 + RT-MashUP reaction mix was tested with iLACO (red) and As1e 
primer sets (blue/yellow). As1e primer set was also tested with WarmStart Colorimetric 
master mix (violet). ND designates the thresholds for calling positives. C) Reaction 
sensitivity according to SARS-CoV-2 abundance as determined by GeneXpert. D) 
Reaction specificity, as % of samples considered negatives by RT-qPCR that were also 
negative by RT-LAMP.  

3.4.4 Discussion 

Here, we have optimized a LAMP reaction to detect SARS‐CoV‐2 in unextracted 

patient swab samples using in-house reagents.  

We have designed and optimized an in-house LAMP mix with comparable performance 

to the commercial alternatives. Our mix of enzymes can be easily produced with a simple 

expression and extraction protocol. Although access to certain equipment is necessary, 

large amounts of the enzyme is obtained in each batch, enough to perform hundreds of 

thousands of tests. Thus, it is time and cost efficient. Having alternatives to the 
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commercially available reagents was important as the increasing testing demand was 

challenging the reagents supply. We optimized the buffer composition and enzymes 

concentration, although we recommend calibrating the amount of enzyme for every batch 

as the efficiency might vary. 

LAMP reaction has been previously proven efficient to detect the virus in purified 

samples. Purification removes potential inhibitors of the reaction and concentrates the 

RNA, leading to more sensitive and robust detection, but it is an expensive and time-

consuming step that requires specialized equipment and personnel. We have successfully 

applied our reaction to unextracted swab samples in some of the most commonly used 

VTMs. Although with lower sensitivity than RT-qPCR, it was still able to identify positive 

samples with medium to high viral load. Thus, it would be useful in the context of massive 

or frequent testing. Although there is certain correlation between the viral load and the 

time of detection, we do not recommend using it as a quantitative test, as differences in 

the sample composition affect the efficiency of the reaction.  

We followed continuous measurement of fluorescent dye incorporation during the 

optimizations to be able to track the reaction in real time. However, once established, the 

positive amplification can be determined by measuring end point fluorescence or other 

methods to detect amplified DNA. To note, although we have optimized our reaction to 

minimize spurious amplification, longer reaction times increase the probability of false 

positives.  

Altogether, I think this method could be useful for continuous testing or in low 

resources circumstances. It can be also adapted to offer POC solutions or home tests if 

combined with an easy readout. In addition, as it relies on primer sequence 

complementarity, it can be easily adapted to detect other pathogens. 
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4 Conclusions and perspectives 

In conclusion, in this thesis we performed two genome wide screens to identify genes 

affecting memory, one in the GAL1 system in the budding yeast S. cerevisiae and one in 

the IFN𝛾-induced HLA-DR in the epithelial human cell line RPE1. In yeast, mRNA decay 

was found to modulate memory, while in humans CBFB and KEAP1 were identified as 

putative contributors. In addition, we present a method to uncover undesired on-target 

events that can appear as a consequence of CRISPR-mediated DSBs, and a LAMP-based 

rapid test for SARS‐CoV‐2 using in-house produced enzymes. Thus, this thesis is a 

combination of biology research and technological development. 

As for transcriptional memory, we uncovered the role of the mRNA stability in the 

memory of the GAL1 system in S. cerevisiae, which brings yet another layer of regulation 

to the already heavily studied GAL1 system. This is valuable information to understand 

how cells adapt to their environment, and what are the basis of the regulation of gene 

expression. Besides the academic interest, deep understanding of metabolic adaptation 

mechanisms could allow fine manipulation of gene expression responses, which could be 

beneficial for the industrial production of metabolites. In addition, it could help to 

understand similar phenomenon that have an impact on human health, such as in the 

memory of hyperglycemia264–266. Nevertheless, although yeast is very often used to 

generate knowledge in gene regulation that can be applied to higher eukaryotes, it is 

becoming more and more evident that the mechanisms of transcriptional memory are not 

widely conserved. As genetic manipulation of human cells is becoming increasingly 

accessible, it is more practical to perform the studies directly in human models or more 

closely related species. The model chosen in this thesis for studying memory in humans is 

highly relevant as HLA-DR complex is the interface with the immune system. It also 

became obvious very quickly that we should select cells that are naturally present in the 

human body. Cells in physiological conditions are frequently exposed to IFN𝛾 and, 

therefore, a deep understanding of how they respond to it is fundamental. The idea of non-

immune cells aiding the immune system to mount an efficient response is not new267,268. 

We believe that the IFN𝛾-mediated memory of HLA-DR in non-immune cells could 

influence immune responses such as anti-tumor immunity267–269 and untoimmunity270–272. 

However, this hypothesis must be further investigated. The discovery of targets for HLA-

DR memory modulation could be used to investigate in these directions and perhaps for a 

future application in drug design. From the screen in RPE1, CBFB and KEAP1 appear as 

putative factors affecting memory. The clear next step is to produce knockout cell lines to 
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validate and decipher the role of these proteins in memory. Additionally, those mutants 

could be used to study differential interaction with the immune system. 

CRISPR/Cas genome-wide screens are a powerful strategy to uncover new biology in 

human cells, but are technically challenging, partially because handling such large cultures 

is greatly demanding. Thus, the data generated from the human screen is a valuable 

resource and can be object of further analysis. Although we and others still perform screens 

manually, it is evident that automation is the future of this approach. Currently there are 

labs, facilities and companies with optimized platforms that are making this technology 

more accessible and adaptable to more complex phenotypes.         

Another challenge when modifying cells using CRISPR/Cas is off- and on-targets 

effects. A good research effort has been devoted to the study of off-target events and their 

predictions. We rose awareness of the on complex on-target aberrations that might go 

unseen in the regular pipelines for selection of deletion clones. We propose a cost-efficient 

method that could be used to deconvolute the complex combinatorial sequences that might 

occur after Cas-mediated DSBs for high precision characterizations of the clones. This 

could be relevant in the clinics, as cells modified for gene therapy require of this high level 

of confidence. In addition, a direct application could be to study the factors that promote 

or prevent this type of events, as well as their frequency, including new variants of Cas9 

or other nucleases. 

Finally, we developed a rapid and economic test able to detect SARS‐CoV‐2 in samples 

with medium to high viral load, without the need specialized equipment or personal. As 

any other primer-based method, ours could be adapted to the detection of new pandemic 

pathogens. To facilitate its application, however, it is important to keep working on the 

read-out method. Ideally, to be implemented in a lateral flow device or similar that could 

be used as a home test or POC solution. The combination of isothermal amplification with 

Cas-mediated detection seems strongly promising273–276. Further, the fast development of 

Cas tools for diagnosis might make the pre-amplification step unnecessary277–279. Although 

there has been a myriad of diagnosis methods for the SARS‐CoV‐2 detection, we feel very 

recomforted to have contributed with our little part during the pandemic crisis. We have 

been contacted from countries with less resources that were interested in implementing the 

method, and we have sent enzymes and primers all around the world. In addition, it has 

been a great example of teamwork and interdisciplinary collaboration in an unbelievably 

fast pace. Altogether, it might not have changed the world, but it has dramatically impacted 

me as a scientist and as a person. 
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