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Popular science summary of the thesis 
Cancer is a collective term for many diseases characterized by uncontrolled cell 
proliferation and spreading of malignant cells into the surrounding tissues in the body. 
Cancer is often treated with ionizing radiation (radiotherapy) or drugs that halt the 
growth of cancer cells (chemotherapy). However, these therapies can cause major 
adverse effects in patients since radio- and chemotherapy not only target tumor but 

also healthy tissue. Moreover, cancer cells can become resistant to these treatments 
enabling the cancer to return. Therefore, there is a need to develop new, more cancer-

specific therapies. 

One way to combat cancer is to target tumor cell metabolism. Metabolism describes 

the life-sustaining building and breakdown of organic molecules in cells which are 
catalyzed by enzymes. Enzymes are proteins that take part in so called metabolic 
pathways in the cell. Cancer cells reprogram their own metabolism to support rapid 
proliferation and enable spreading. This means that the metabolism in cancer cells 
works differently compared to normal cells. One metabolic pathway that is 

reprogrammed in cancer cells is the one-carbon (1C) metabolism which takes place in 
both the cell’s mitochondria and cytosol. This pathway produces 1C units that are 
needed for making building blocks for DNA. Since cancer cells divide rapidly, they need a 
lot of these building blocks to make more DNA and allow the cancer cell to divide and 
form new cells. Several enzymes are involved in the 1C metabolism, including MTHFD1 
and MTHFD2. Because the 1C metabolism is altered in cancer cells compared to normal, 

non-proliferating cells, it represents a potentially cancer-specific vulnerability which 
could be exploited therapeutically for the development of new drugs with less side 

effects than conventional chemotherapy drugs.  

In this thesis, we aimed to develop compounds targeting specifically the 1C pathway 
enzymes MTHFD1 and MTHFD2, in order to find improved, more tolerable drugs for 
cancer treatment. Moreover, we studied whether MTHFD2 has an additional role besides 
its normal function in the 1C metabolism in protecting cancer cells’ DNA from damage 

caused by ionizing radiation.     

In Papers I and II, we develop MTHFD1/2 inhibitors and uncover how these compounds 
kill cancer cells while largely sparing normal cells. We show that the cancer-killing effect 
of these compounds, which mainly target MTHFD1 in the cytosol, requires expression 
and activity of MTHFD2 in the mitochondria. Normal cells do not have as much of the 

MTHFD2 protein as cancer cells which partly explains the cancer-specificity of these 
inhibitors. We demonstrate that MTHFD1/2 inhibitors cause a shortage of a crucial DNA 
building block, called thymidylate, which leads to problems with DNA synthesis and 
ultimately kills cancer cells. We propose that these inhibitors could be a new promising 

strategy to treat cancer.  



 

 

In Paper III, we demonstrate that MTHFD2 is needed in cancer cells to help the repair of 

damaged DNA and promote cancer cell survival after treatment with ionizing radiation, 
which causes serious damage to the genetic material. We show that MTHFD2 gets 
recruited to the cell’s nucleus following ionizing radiation and is part of the early 
response to DNA damage. These findings suggest that targeting MTHFD2 may help to 
make cancer cells more sensitive to radiotherapy and open up exciting avenues for 

future research.  

In summary, our work highlights the therapeutic potential of targeting the 1C metabolism 
enzymes MTHFD1 and MTHFD2 in cancer and contributes to the development of new, 

more cancer-selective treatment options.  

     

      

 

 

 

  



 

 

Abstract 
One-carbon (1C) metabolism provides building blocks for nucleotide synthesis and 
therefore plays a central role in DNA replication and repair. To sustain rapid proliferation, 

cancer cells often upregulate their 1C metabolism, including the enzymes MTHFD1 and 
MTHFD2, as a part of their metabolic rewiring. Previously, MTHFD2 in particular has been 
indicated as a potential drug target, mainly due to its cancer-enriched expression 
profile. Interestingly, both MTHFD1 and MTHFD2 have also emerging nuclear functions 
besides their canonical metabolic activities in the 1C pathway. However, the nuclear 

localization of MTHFD2 and its role in the DNA damage response are not well 
understood. Moreover, evaluation of the therapeutic potential of targeting MTHFD1 and 
MTHFD2 in cancer is hampered by the lack of potent inhibitors of these enzymes. In this 
thesis, we aimed to develop small-molecule MTHFD1/2 inhibitors and characterize their 

mechanism of action, as well as study the nuclear role of MTHFD2 in DNA repair.   

In Paper I, we develop a series of small-molecule MTHFD1/2 inhibitors, including TH9619. 
We study the mechanism of action of these inhibitors and show that they cause 
thymidylate depletion, followed by excessive misincorporation of uracil into DNA, 
induction of replication stress and cell death in acute myeloid leukemia cells. These new 

inhibitors selectively induced apoptosis in leukemia cells while largely sparing non-
tumorigenic cells and displayed efficacy in a mouse xenograft model of acute myeloid 

leukemia.  

In Paper II, we further investigate the mechanism of action of MTHFD1/2 inhibitors, 

focusing on TH9619. We reveal that TH9619 engages with nuclear MTHFD2 but does not 
disrupt formate overflow from mitochondria since it cannot target mitochondrial 
MTHFD2. Mechanistically, TH9619 caused accumulation of 10-formyl-tetrahydrofolate 
downstream of mitochondrial formate release due to its inhibition of MTHFD1. Trapping 
of 10-formyl-tetrahydrofolate ultimately led to thymidylate depletion and cell death in 

MTHFD2-expressing colorectal cancer cells. 

Lastly, in Paper III, we identify a nuclear role of MTHFD2 in the early steps of DNA 
double-strand break repair in cancer cells. We found that MTHFD2 rapidly accumulated 

in the nucleus following ionizing radiation, which was mediated by the ATM and DNA-PK 
kinases, and co-localized with DNA damage sites. Depletion of MTHFD2 led to impaired 
phosphorylation of BRCA1, defective DNA end resection and decreased HR and NHEJ 
repair activity. Moreover, inhibition of MTHFD2 with TH9619 exacerbated DNA damage 

after irradiation in repair-proficient cancer cells and synergized with PARP inhibitors.      

In conclusion, this thesis details the complex mechanism of action of MTHFD1/2 
inhibitors and highlights their therapeutic potential in cancer. Our work also 

demonstrates a critical role of MTHFD2 in facilitating double-strand break repair.   
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1 Introduction 
Cancer is the leading cause of premature death across the world, accounting for nearly 
10 million deaths in 20201,2. It is an umbrella term that comprises a vast number of 
different diseases characterized by abnormal cells harboring genetic mutations that 
enable uncontrolled proliferation and invasiveness. Cancers can originate from nearly 

any tissue in the body. The early 20th century marked the start of modern cancer 
research, accompanied by the development of radio- and chemotherapies that induce 
DNA damage to kill cancer cells3,4. For nearly a century, radio- and chemotherapy, as well 
as surgery have formed the cornerstones of available cancer therapies, and even today 
these treatments continue to be effective in curing some tumors. However, radiation 
and conventional chemotherapy often give rise to dose-limiting toxicities in healthy 

tissues, moreover, cancer cells can develop resistance to these therapies4–6. Targeted 
therapies represent a new generation of anti-cancer treatment that focus on interfering 
with cancer-specific molecular changes7,8. There is currently a great interest in 
understanding cancer-specific vulnerabilities, such as rewired metabolism and genome 
instability, and identifying novel, druggable proteins that could be exploited 

therapeutically as anticancer drug targets.  

In this thesis work, we sought to develop and validate new inhibitors targeting cancer 
cell metabolism, focusing specifically on MTHFD1 and MTHFD2 which are central 

enzymes of the one-carbon folate metabolism. Moreover, we studied the potential role 

of MTHFD2 in DNA repair.  

1.1 Altered metabolism as a hallmark of cancer 

Metabolic reprogramming is a well-established hallmark of cancer9,10. Rewiring of cellular 
metabolism manifests as altered nutrient utilization, which enables cancer cells to shunt 

building blocks and energy supplies to biosynthetic pathways to support tumor growth 
and metastasis11. The metabolic needs of cancer cells also evolve as cancer progresses 
to secure tumor cell fitness in a changing environment12. Moreover, recent findings 
highlight that human cancers are metabolically heterogeneous, meaning that metabolic 

changes and vulnerabilities are not necessarily uniform across all cancers13.  

Historically, the 1920s marked the beginning of cancer metabolism research when Otto 
Warburg’s and his team to discovered the “Warburg effect” revealing that many tumors 
increase their uptake of glucose and prefer to utilize glycolysis and lactose fermentation 
even under aerobic conditions14,15. For many years, Warburg and others misinterpreted 

these findings to indicate that mitochondria were damaged in cancer, which in turn 
inhibited the oxidation of glucose to CO2 through mitochondrial respiration16,17. However, 
today we understand that this is not the root of aerobic glycolysis in cancer. In fact, 
mitochondria are often intact in many tumors and are capable of performing oxidative 
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phosphorylation. Importantly, mitochondrial metabolism is rewired in cancer to support 

the synthesis of anabolic precursors for macromolecular synthesis11,18. Nowadays, 
mitochondrial metabolic pathways, including one-carbon metabolism, glutaminolysis, 
fatty acid oxidation and redox metabolism, are considered necessary for cancer cell 
survival19. Although our understanding of the Warburg effect is still incomplete, the 
increased reliance of cancer cells on glycolysis has been suggested to enable 

redirecting of glycolysis intermediates to anabolic pathways to support proliferation. For 
instance, cancer cells shunt glycolytic carbon units into the pentose phosphate 

pathway (PPP) to generate substrates for nucleotide synthesis11,18,20.    

Another landmark event in the field of cancer metabolism took place 30 years after 
Warburg’s discoveries when Sidney Farber reported the use of anti-folates to treat 
childhood acute lymphoblastic leukemia (ALL)21. The observations of Farber and his co-
workers laid the foundations for cancer chemotherapy and highlighted folate 

antagonists as therapeutic agents that could inhibit nucleotide biosynthesis22.  

Despite the initial work of Warburg and Farber, the identification of tumor suppressors 
and oncogenes as drivers of neoplastic transformation in the 1980s led to a reduced 
interest in targeting altered metabolism for cancer treatment23. As scientific efforts were 
directed to developing drugs targeting oncogenic kinases24–26, research in cancer 

metabolic reprogramming was overlooked. However, as the intricate interplay between 
metabolic reprogramming and cancer genetic alterations became clear, the interest in 

studying cancer metabolism was revived20,27–29.  

Today, it is appreciated that metabolic reprogramming in cancers is in part driven by 

genetic or epigenetic alterations in oncogenes or tumor suppressors, such as KRAS, 
MYC, AKT, PI3K, p53 and Rb28,30,31. The discovery of cancer-associated mutations in some 
genes coding for metabolic enzymes, as well as the accumulation of oncometabolites 
due to these mutations, further strengthens the direct connection between altered 
cancer metabolism and tumorigenesis32–34. A prime example is the gain-of-function 

mutation in the enzyme isocitrate dehydrogenase (IDH) involved in the tricarboxylic acid 
cycle (TCA)35–38. As a result, IDH gains a novel reductive activity to convert α-
ketoglutarate (α-KG) to the oncometabolite 2-hydroxyglutarate (2-HG), which in turn 
impairs histone demethylation and subsequently blocks cell differentiation39–41. 
Consequently, inhibiting the mutant IDH would provide a way to specifically target IDH-

mutant cancers. Indeed, both enasidenib and ivosidenib represent first-in-class small 
molecule inhibitors targeting mutant IDH enzymes, and were recently approved for the 
treatment of acute myeloid leukemia (AML)42,43. This success story encourages further 

research in cancer metabolism to identify other novel therapeutic targets.   

Recent technological advances, like chromatography-coupled mass spectrometry, 
stable isotope tracers for metabolic pathway analysis, seahorse, genome editing and 
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integrated multi-omics approaches, have also increased the interest in studying 

cancer-specific metabolic alterations, as they provide more elaborate means to 
address metabolism-related research questions44. Metabolomic analyses hold great 
potential in terms of discovering new anticancer targets. For instance, the combination 
of metabolite profiling using mass spectrometry and microarray gene expression data 
was previously employed to uncover the expression of the mitochondrial one-carbon 

(1C) enzymes SHMT2, MTHFD2 and MTHFD1L to correlate with rapid cancer 
proliferation45. Importantly, analysis of microarray datasets provides valuable 
information on reprogramming of metabolic enzymes in cancer on a genome-wide 

scale46,47.    

In conclusion, metabolic reprogramming is a distinct characteristic of cancers, 
comprising metabolic adaptations that evolve throughout tumor progression to support 
cancer cell survival. Cancer cells effectively rewire their metabolism to redirect 
metabolic intermediates to support lipid, protein and nucleotide biosynthesis. Moreover, 
cancer cells also often switch to use mitochondrial enzymes for the synthesis of 

anabolic precursors11,18. Recently, there has been a re-surge of interest in studying 
metabolic changes associated with cancer48. Despite the challenges in targeting altered 
cancer metabolism arising from metabolic flexibility, as well as intra- and inter-tumor 
heterogeneity of cancers49,50, there is potential for uncovering cancer-specific metabolic 

enzymes and designing rational therapies for effective cancer treatment.  

1.2 DNA metabolism in cancer 

1.2.1 An overview of the nucleotide synthesis pathways 

Synthesis of nucleotides occurs either via the de novo or the salvage pathways. For the 
stepwise assembly of pyrimidine and purine, the de novo pathways utilize nitrogen and 
carbon atoms derived from amino acids (e.g., glutamine, aspartate, glycine and serine), 

glucose or bicarbonate. The salvage pathways, in turn, recycle nucleosides and 
nucleobases arising from either intracellular degradation of nucleic acids or extracellular 
uptake from the blood51. Both the de novo and salvage pathways require phosphoribosyl 
pyrophosphate (PRPP) as the sugar moiety, which is the activated form of ribose 5-

phosphate (R5P) produced by the pentose phosphate pathway (PPP).  

The ribonucleoside monophosphates (rNMPs) arising from de novo purine and 
pyrimidine pathways (IMP and UMP, respectively) are first converted to ribonucleoside 
diphosphates (rNDPs), which in turn are reduced to deoxyribonucleoside diphosphates 
(dNDPs) by the enzyme ribonucleotide reductase (RNR)52,53. This conversion transforms 

RNA building blocks to DNA building blocks (Figure 1). Thereafter, dNDPs are converted 
to deoxyribonucleoside triphosphates (dNTPs) by the activity of nucleoside 
diphosphate kinase (NDPK)54. Ultimately, dNTPs serve as substrates for DNA 
polymerases during DNA replication and repair. The intracellular levels of dNTPs are kept 
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low, i.e., in the micromolar range, as opposed to more abundant rNTPs. The pools of 

dNTPs rise in a cell cycle-dependent fashion, increasing especially in late G1 and during 

S phase55,56.  

Figure 1. Simplified schematic of de novo dNTP synthesis in mammals. Ribonucleotide 

reductase (RNR), which converts ribonucleoside diphosphates to deoxyribonucleoside 

diphosphates is highlighted in dark red. Co-factor 5,10-methylene-tetrahydrofolate (5,10-CH2-

THF) derived from the one-carbon folate metabolism is highlighted in green. UMP, uridine 
monophosphate; CMPK, cytidine monophosphate kinase; NDPK, nucleoside diphosphate kinase; 

CTPS, CTP synthase; DCTC, deoxycytidylate deaminase; dUTPase, dUTP diphosphatase; TYMS; 
thymidylate synthase; DTYMK, deoxythymidylate kinase; IMP, inosine monophosphate; ADSS, 

adenylosuccinate synthase; IMPDH, inosine monophosphate dehydrogenase; ADSL, 

adenylosuccinate lyase; GMPS, guanine monophosphate synthase; ADK, adenylate kinase; GK, 
guanylate kinase; DHF, dihydrofolate. Image created with BioRender.com.     

Enzymes involved in the purine and pyrimidine salvage pathways (Figure 2) are mainly 

localized to the cytoplasm, except for thymidine kinase 2 (TK2) which is expressed in 
the mitochondria54. Adenine phosphoribosyl transferase (APRT) and hypoxanthine-
guanine phosphoribosyl transferase (HPRT) are involved in purine salvage and catalyze 
the conversion of adenine and guanine to adenosine monophosphate (AMP) and 
guanosine monophosphate (GMP), respectively. In addition, HPRT can generate inosine 
monophosphate (IMP) from hypoxanthine54,57. In the pyrimidine salvage pathway, 

uridine-cytidine kinase (UCK), deoxycytidine kinase (dCK), as well as thymidine kinases 1 
and 2 (TK1, TK2), convert free pyrimidine bases to their corresponding rNMPs or 

deoxyribonucleoside monophosphates (dNMPs)54,58.  
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Figure 2. Simplified overview of purine and pyrimidine salvage pathways. Phosphoribosyl 
pyrophosphate (PRPP) is derived from the pentose-phosphate pathway and is highlighted in red. 

Dashed arrows represent multiple enzymatic steps. APRT, Adenine phosphoribosyl transferase; 

HPRT, hypoxanthine-guanine phosphoribosyl transferase; TK, thymidine kinase; dCK, 
deoxycytidine kinase; UCK; PPi, pyrophosphate. Image created with BioRender.com.   

The de novo pathways are highly energy-demanding, while the salvage pathways 
consume less energy. Generally, the salvage pathways represent the main sources of 

purines and pyrimidines under normal physiological conditions and for resting or 
differentiated cells. In cancer cells, however, due to their increased demand for nucleic 
acids, salvaging of nucleotides is often insufficient to sustain rapid proliferation. 
Therefore, cancer cells frequently rely more on the de novo pathways to secure a 
continuous supply of nucleotides59–61. To supply substrates needed for the synthesis of 

nucleotide precursors, cancer cells also upregulate their 1C metabolism62.  

1.2.2 One-carbon folate metabolism 

One-carbon (1C) metabolism encompasses two coupled pathways, namely the folate 
and methionine cycles (Figure 3), and is instrumental for the cellular production of 
nucleic acids, lipids, proteins and redox co-factors. Folate-mediated 1C metabolism is 
one of the most deregulated metabolic pathways in cancer and of high clinical 
relevance45,47,62,63. The 1C metabolism has for decades been successfully (but not 
specifically) targeted for treatment of various human hematological and solid cancers 

with drugs such as methotrexate and pemetrexed64–66. One-carbon folate metabolism is 
intricately linked to nucleotide biosynthesis, and its activity is required to transfer 1C 
units to both de novo thymidylate and purine synthesis pathways60 (Figure 3). 
Consequently, this pathway plays an integral role in genome maintenance through the 
regulation of intracellular nucleotide pools67. Moreover, folate metabolism supports DNA 

and protein methylation by shuttling 1C units to the methionine cycle (Figure 3). 
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Figure 3. Simplified overview of the 1C metabolism consisting of the folate and methionine 
cycles. 5-methyl-tetrahydrofolate (5-CH3-THF) or folic acid serve as the sources of free THF and 

are highlighted in red. They are transported into the cell by the reduced folate transporter (RFC 

or SLC19A1) or the proton-coupled folate transporter (PCFT or SLC46A1). Inside the cell, the 

enzyme methionine synthase (MTR) converts 5-CH3-THF into free THF and methionine, which 

then enter the folate or methionine cycle, respectively. Alternatively, reduction of folic acid by 

dihydrofolate reductase (DHFR) provides THF for the folate cycle. Major outputs of the folate and 
methionine cycles are highlighted in grey. The 1C folate cycle yields 5,10-methylene-THF (5,10-

CH2-THF) and 10-formyl-THF (10-CHO-THF) which support de novo thymidylate and purine 
synthesis, respectively. The methionine cycle yields S-adenosylmethionine (SAM) which acts as 

methyl group donor during methylation reactions catalyzed by the family of SAM-dependent 

methyltransferases. When methylating either DNA, RNA, lipids or proteins, methyltransferases 
produce S-adenosylhomocysteine (SAH) as a by-product. Between the folate and methionine 

cycles, methylenetetrahydrofolate reductase (MTHFR) can convert 5,10-CH2-THF into 5-CH3-

THF. Image created with BioRender.com.   

The folate cycle centers around tetrahydrofolate (THF) which acts as a carrier molecule 
for 1C moieties throughout the folate cycle. Animals, unlike most bacteria, yeast and 
plants, cannot synthesize folate de novo and thus rely on the uptake of exogenous 
precursors62. Nearly all natural folate species absorbed from the diet are converted to 
5-methyl THF (5-CH3-THF) in the gut and liver, followed by distribution to tissue folate 

pools. The reduced 5-CH3-THF is the predominant circulating folate precursor in 
plasma62,68–70. To convert 5-CH3-THF to the biologically active THF, cells utilize the 
cobalamin-dependent enzyme methionine synthase (MTR), which transfers the methyl 
group from 5-CH3-THF to homocysteine, yielding methionine and THF71–73. Thus, MTR 



 

 7 

acts as a link between the folate and methionine cycles (Figure 3). In contrast, the 

conversion of folic acid (vitamin B9), which is a common synthetic food additive, 
requires the activity of dihydrofolate reductase (DFHR) that first catalyzes the reduction 
of folic acid to dihydrofolate (DHF) and then to THF62 (Figure 3). DHFR is also the main 
target of the antifolate chemotherapy drug methotrexate. Uptake of folate precursors 
into the cell requires active transport across the cell membrane, which is carried out 

mainly by the anionic reduced folate transporter (RFC, SLC19A1) or the proton-coupled 
folate transporter (PCFT, SLC46A1)74 (Figure 3). Another folate transporter, SLC25A32, 
controls the entry of cytosolic THF into the mitochondria (Figure 4)75,76. Glutamate tails 
are added to folates upon entering the cell in a process called polyglutamation, 
catalyzed by folylpolyglutamate synthase (FPGS). This leads to an enhanced intracellular 

retention of the folates due to their increased affinity to 1C folate enzymes and 
decreased affinity for folate export proteins77,78. In addition to natural folates, antifolate 

drugs, such as methotrexate, also undergo polyglutamation79.  

The 1C moieties carried by THF are sourced from serine, glycine and the choline 

degradation products dimethylglycine and methylglycine62,67. Of these, serine represents 
the major 1C donor80. Serine hydroxymethyl transferase enzymes (SHMT1 and SHMT2) 
catalyze the transfer of 1C units from serine to yield 5,10-methylene-THF (5,10-CH2-
THF). THF-bound 1C moieties can be interconverted between different oxidation states, 
each of which is directed to distinct biosynthetic pathways. The species to support 

thymidylate (dTMP) and methionine synthesis is 5,10-CH2-THF, while 10-formyl-THF (10-

CHO-THF) is shunted to de novo purine synthesis62 (Figure 4).  

Oxidation of 5,10-CH2-THF requires the activity of enzymes from the 
methylenetetrahydrofolate dehydrogenase cyclohydrolase (MTHFD) family. In 

eukaryotes, the folate-mediated 1C metabolism is compartmentalized between 
mitochondria, cytosol and nucleus81–83 (Figure 4). The mitochondrial pathway converts 
5,10-CH2-THF derived from serine to formate, which can enter the cytosol, and is 
comprised of SHMT2, the bifunctional and homodimeric methylenetetrahydrofolate 
dehydrogenase/cyclohydrolase (MTHFD2), or its isoform methylenetetrahydrofolate 

dehydrogenase 2 like (MTHFD2L), and the monofunctional methylenetetrahydrofolate 
dehydrogenase 1 like protein (MTHFD1L). The enzymes involved particularly in the 
mitochondrial folate pathway are consistently overexpressed in human tumors45,47,84. In 
the cytosolic branch of the 1C folate pathway, interconversion between 5,10-CH2-THF 
and formate is performed by the trifunctional methylenetetrahydrofolate 

dehydrogenase, cyclohydrolase and formyltetrahydrofolate synthetase 1 (MTHFD1). 
SHMT1 , in turn, is the cytosolic counterpart of SHMT2 and couples 1C units derived from 

serine to THF62,67 (Figure 4). 
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Figure 4. Schematic of the 1C folate pathway. Enzymes of the 1C folate cycle are highlighted in 
red. THF acts as a carrier of 1C units, and cytosolic THF enters mitochondria through the folate 

transporter SLC25A32. The majority of the 1C units are sourced from serine, which can be 

synthesized de novo from the glycolytic or gluconeogenic intermediate 3-phosphoglycerate 

(3PG) or taken up from the extracellular matrix. The de novo serine synthesis pathway consists of 

three enzymatic steps and the first, rate-limiting step is catalyzed by 3-phosphoglycerate 

dehydrogenase (PHGDH), which yields 3-phosphohydroxypuruvate (3PHP). Serine can enter 
either the mitochondrial or the cytosolic branch of the 1C folate cycle, which ultimately yields 

intermediates for thymidylate and purine synthesis, as well as methylation reactions. Dashed 
lines illustrate transport over the mitochondrial membrane. Image created with BioRender.com.   

In addition to their mitochondrial and cytosolic localizations, one-carbon folate enzymes 

are also found in the cell nucleus, where they can support local de novo dTMP 
synthesis83,85. During the S-phase of the cell cycle or upon DNA damage, SHTM1, SHMT2α 
(an alternatively spliced isoform of SHMT2), MTHFD1, thymidylate synthase (TYMS) and 
DHFR are modified post-translationally by the small ubiquitin-like modifier (SUMO)86–90. 
This SUMOylation enables their translocation into the nucleus and formation of a 

multienzyme complex. SHTM1 and SHMT2α tether the complex to the nuclear lamina at 
replication sites88. Either SHMT enzymes or MTHFD1 can produce 5,10-CH2-THF from 
serine or formate, respectively, which is required for dTMP synthesis88,89. The majority of 
1C units donated to dTMP synthesis are derived from formate by the activity of 
MTHFD191–93. Impaired nuclear MTHFD1 activity leads to reduced rates of de novo dTMP 

synthesis and excessive misincorporation of uracil into DNA, followed by DNA single-
strand breaks during base excision repair, which may be converted to DNA double-



 

 9 

strand breaks during replication94–96. In addition to promoting nuclear thymidylate 

synthesis and genome integrity, MTHFD1 has recently been shown to regulate 
transcription in cancer by interacting with the histone acetyl reader BRD4 and to bind to 

chromatin97.  

The mitochondrial enzyme MTHFD2 has also been shown to reside in the nucleus and 
co-localize with replication sites98. Since MTHFD2 does not have formyltetrahydrofolate 
synthetase activity, it cannot convert formate to 5,10-CH2-THF. Moreover, MTHFD2 is a 
NAD-dependent enzyme thought to mainly oxidize 5,10-CH2-THF to 10-CHO-THF, 
making it unlikely that the enzymatic activity of MTHFD2 would contribute to nuclear 

dTMP synthesis99. Consequently, this would suggest a non-enzymatic function of 
MTHFD2 in the nucleus. Interestingly, MTHFD2 was recently reported to support non-
homologous end joining (NHEJ) repair in the nucleus of p53-deficient colorectal cancer 
cells and interact with the NHEJ repair factor PARP3, independent of its catalytic 
activity100. The exact molecular mechanisms behind the nuclear role of MTHFD2 in 
relation to DNA replication and repair provide interesting avenues for future, more 

detailed characterization.   

1.2.3 Utilization of mitochondrial versus cytosolic folate pathways 

In nutrient-rich conditions, many but not all cancer cells utilize the mitochondrial folate 
pathway to generate 1C units. Interestingly, loss of the mitochondrial pathway can be 
compensated by a reversal in the cytosolic flux, highlighting the plasticity of folate 
metabolism branches and functional redundancy101. Double deletion of SHMT1/SHMT2 or 
SHMT1/MTHFD2 were previously shown to effectively block growth of xenografts in mice, 
whereas single deletions only modestly inhibited cell proliferation under nutrient-rich 

conditions101–103. This suggests that despite many 1C folate enzymes being highly 
overexpressed in cancers, inhibition of multiple enzymes might be essential to 

effectively halt cancer growth62.    

A recent report by Lee and co-workers published in 2021 showed that intracellular folate 
availability dictates tumor dependence on cytosolic versus mitochondrial 1C 
metabolism, which in turn is regulated by SLC19A1 expression104. In medium with 
physiological folate concentrations, cells were shown to rely on the cytosolic 1C pathway 
through SHMT1, suggesting SHMT1 as an attractive anticancer drug target in low 
SLC19A1-expressing tumors104. However, this study also found great differences between 

different cancer cell lines cultured at physiological folate levels in regard to the 
utilization of the mitochondrial or cytosolic folate pathway. These findings thus 
emphasize the fact that the direction of the 1C flow at a given folate concentration is 

likely cell-type dependent.  
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1.2.4 MTHFD1 and MTHFD2 in cancer 

Of all the 1C folate metabolism enzymes, MTHFD2 has recently gained a lot of attention 
in cancer research. A meta-study of available gene expression data highlighted MTHFD2 
as the most frequently overexpressed metabolic gene across different human tumors, 
and the MTHFD2 protein was also shown to be particularly expressed in cancer cells but 
not in the neighboring stromal cells47. In mitochondria, the conversion of 5,10-CH2-THF to 
10-CHO-THF can be catalyzed by two isoenzymes, MTHFD2 and MTHFD2L. Interestingly, 

MTHFD2 activity is important during early embryogenesis, as well as in undifferentiated 
and transformed cells102,105–107, whereas MTHFD2L is mostly absent at early embryonic 
stages, but widely expressed in healthy adult tissue108,109. Although both isozymes are 
expressed in highly proliferative tissues and cancer cells, MTHFD2 generally appears to 
drive rapid proliferation and shows higher expression, as well as a more striking response 

to stimulation with growth factors compared to MTHFD2L98,110. Thus, MTHFD2L does not 

appear to play a pivotal role in supporting increased proliferation or tumorigenesis110.  

The frequent reactivation of MTHFD2 in cancers suggests a likely isoform switch from 
MTHFD2L to MTHFD2, encouraging development of MTHFD2 inhibitors for cancer 

treatment. Overexpression of MTHFD2 is linked to an overall poor prognosis in colorectal 
and breast cancer, as well as in renal cell and hepatocellular carcinoma patients111–114. 
MTHFD2 expression has also been shown to be linked to breast cancer cell migration 
and invasion115. In addition, loss of MTHFD2 protein was sufficient to impair cancer 
growth in mouse models of acute myeloid leukemia (AML)116. Indeed, MTHFD2 has been 

widely validated as a promising anticancer target in various solid and hematological 

malignancies during the past decade117.   

The cytosolic MTHFD1 enzyme is also associated with cancer, although it has generally 

been less extensively investigated as an emerging anticancer target compared to 
MTHFD2. The MTHFD1 protein is expressed in both cancer and in healthy tissue118, 
especially in the liver119. Studies of available gene expression data have previously shown 
that MTHFD1 is upregulated in several different human cancers45,47, suggesting that it 
may play a role in tumorigenesis. Overexpression of MTHFD1 correlates with overall poor 
survival and cancer recurrence in hepatocellular carcinoma120, lung cancer121 and 

cholangiocarcinoma patients122. MTHFD1 has also been identified to suppress anoikis and 
promote tumor distant metastasis in esophageal squamous cell carcinoma cells123. 
Moreover, depletion of MTHFD1 decreased the number of circulating melanoma cells in 
the blood and reduced metastatic disease burden in melanoma patient-derived 
xenograft mouse models124. MTHFD1 has also been proposed to contribute to lower 

intracellular levels of reactive oxygen species (ROS) and gemcitabine resistance in 
cholangiocarcinoma122. Interestingly, MTHFD1 was also shown be recruited to chromatin 
by the histone acetyl reader BRD4 and to control transcription in cancer cells, 

suggesting a link between 1C folate metabolism and regulation of gene expression97.  
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In summary both MTHFD1 and MTHFD2 are linked to cancer cell proliferation, migration 

and metastasis in various cancer models.  

1.2.5 Recent advances in therapeutic targeting of one-carbon folate metabolism in 
cancer 

Since Sidney Farber’s initial discovery of antifolates in 194821, followed by the 
development of methotrexate65, as well as identification of TYMS as the main molecular 
target of fluorinated pyrimidines125, pharmacological targeting of folate-mediated 1C 
metabolism has been recognized as a therapeutic strategy to treat cancer. However, 

methotrexate, for instance, also targets many other folate enzymes in addition to its 
primary target DHFR, which causes undesired toxicities in non-transformed tissues, such 
as intestinal epithelium and bone marrow62. Currently, there is a great interest to 
develop more selective inhibitors of the 1C folate metabolism which hold the potential 

to halt tumor progression with less adverse effects.  

Recently, selective SHMT inhibitors (SHIN1, SHIN2, AGF347) targeting both the cytosolic 
SHMT1 and mitochondrial SHMT2 have been developed103,126–128. SHIN2 exhibits in vivo 
anticancer efficacy in mouse primary T-cell acute lymphoblastic leukemia (T-ALL), as 

well as in patient-derived T-ALL xenograft  model126. Work on SHMT inhibitors also 
indicates that simultaneous inhibition of the cytosolic and mitochondrial folate cycles 
may be necessary to counteract metabolic plasticity within the 1C folate pathway and 

effectively block the production of 1C units from serine.  

Due to its cancer-specific expression profile47, MTHFD2 is an attractive target for 
inhibitor development. However, development of selective MTHFD2 inhibitors has been 
challenging and spanned over 40 years129. MTHFD2 shares 40 % sequence identity with 
MTHFD182, and the fact that there are only a few residues in the substrate binding site 
that vary between MTHFD1 and MTHFD2 poses a challenge for inhibitor development130. 

Other challenges for MTHFD2 inhibitor development is drug delivery into the 
mitochondria and different chemical conditions inside the mitochondria as compared to 
the cytosol131. Yet another challenge comes with potential compensatory metabolic 
changes in cytosolic 1C flux101,131,132. Given the crosstalk between the cytosolic and 
mitochondrial folate pathways, a dual inhibition of MTHFD1 and MTHFD2 might be 
necessary for effective cancer therapy62,132. This remains to be evaluated in the future, 

and the advantages of dual inhibition need to be weighed against potential toxicities. 
LY354899 was among the first MTHFD inhibitors to be developed and has been shown 
to inhibit mainly MTHFD1, but also MTHFD2 to a lesser extent130,133–135. This inhibitor has 
also been reported to exhibit anti-tumor activity in vivo in colorectal xenograft models, 
but the extent of the individual contributions of MTHFD1 and MTHFD2 inhibition remain 

unclear112. Yet another MTHFD2 inhibitor is the recently disclosed DS18561882, which has 
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been shown to impair tumor growth in an MDA-MB231 mouse xenograft model after oral 

administration136.  

In conclusion, 1C folate metabolism provides new, interesting anticancer targets, but the 

path for clinical development of novel 1C metabolism inhibitors may be challenging.   

1.2.6 De novo thymidylate biosynthesis 

The de novo thymidylate synthesis occurs in the mitochondria137 and in the 
nucleus86,92,138–140 to support DNA replication. Deoxythymidine monophosphate (dTMP or 

thymidylate), which is the precursor of deoxythymidine triphosphate (dTTP), is 
synthesized de novo from deoxyuridine monophosphate (dUMP)141 (Figure 1). In 
summary, in the de novo thymidylate synthesis pathway, the pyrimidine ring is first 
synthesized as uracil. Initially, six enzymatic steps (Figure 5) in the cytosol and 
mitochondria convert glutamine, bicarbonate, aspartate and PRPP to uridine 

monophosphate (UMP)142. The resulting UMP is then phosphorylated by cytidine 
monophosphate kinase (CMPK) to yield uridine diphosphate (UDP). The RNR enzyme 
reduces UDP into deoxyuridine diphosphate (dUDP), which in turn is converted to 
deoxyuridine triphosphate (dUTP) by the NDPK enzyme (Figure 1). 

Figure 5. The first six enzymatic steps in the de novo pyrimidine synthesis pathway. Cytosolic 

enzymes are colored in blue, while the mitochondrial membrane protein dihydroorotate 

dehydrogenase (DHODH) is highlighted in red. Dashed arrow represents multiple enzymatic steps 
leading to generation of dTTP and dCTP. CAD, carbamoyl-phosphate synthetase 2, aspartate 

transcarbamylase, and dihydroorotase; UMPS, uridine monophosphate synthetase; HCO3-, 

bicarbonate; PRPP, phosphoribosyl pyrophosphate. Image created with BioRender.com.   

Following either the hydrolysis of dUTP into dUMP and pyrophosphate by the enzyme 
dUTP diphosphatase (dUTPase), or the deamination of deoxycytidine monophosphate 
(dCMP) to yield dUMP by deoxycytidylate deaminase (DCTD), dUMP and the 1C folate 
intermediate 5,10-CH2-THF are converted to dUMP in one enzymatic step catalyzed by 
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TYMS54 (Figure 6). This reaction also generates DHF that needs to be reduced back to 

THF by DHFR to allow subsequent cycles of the thymidylate biosynthesis and avoid 
folate trapping as DHF. Ultimately, deoxythymidylate kinase (DTYMK) and NDPK 
phosphorylate dTMP to dTDP and ultimately to dTTP (Figure 1). 

Figure 6. One-carbon metabolism fuels thymidylate synthesis. 5,10-methylene-THF (5,10-CH2-

THF, highlighted in green) and dUMP are converted into thymidylate (dTMP) and DHF by TYMS. To 
regenerate free THF, DHF is reduced by DHFR, making it available for the 1C folate cycle again. 

Thymidylate is required for synthesis of dTTP which is used as a DNA polymerase substrate and 

is correctly incorporated into DNA. If not used by TYMS, dUMP can also give rise to dUTP. DNA 
polymerases readily catalyze incorporation of dUTP into DNA, leading to incorrect DNA synthesis 

and genome instability. To promote high fidelity DNA synthesis, the enzyme dUTPase limits 
excessive accumulation of dUTP by hydrolyzing dUTP into dUMP. Dashed line represents several 

enzymatic steps. Image created with BioRender.com.   

Importantly, deregulation of cellular dTTP pools leads to increased misincorporation of 
uracil into DNA, followed by mitochondrial dysfunction143 and nuclear genome 
instability94,144. Some chemotherapeutic agents targeting de novo thymidylate synthesis, 

such as 5-fluorouracil (5-FU), have earlier been shown to induce an imbalance of cellular 
dUTP/dTTP ratio as a part of their mechanism of action145. Most eukaryotic DNA 
polymerases are not capable of discriminating between dUTP and dTTP146, thus 
incorporating either one of them based on their relative abundance147 (Figure 6). Both 
thymidine and uracil can readily base-pair with adenine. To prevent excessive 

misincorporation of uracil during DNA replication, the dUTP/dTTP ratio is under tight 
regulation and kept low148,149. For instance, the hydrolysis of dUTP to dUMP by dUTPase 
represents one of the major mechanisms for cells to decrease their intracellular dUTP 
pools (Figure 6) and thus prevents incorporation of dUTP into DNA during replication 
and repair150,151. Importantly, poor clinical response to the TYMS inhibitors 5-FU and 5-

fluorodeoxyuridine (FUdR) in cancer patients correlates with elevated dUTPase levels, 
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and upregulation of dUTPase expression contributes to the development of drug 

resistance152–154. Thus, dUTP metabolism seems to play a crucial role in the anti-cancer 
activity of drugs targeting thymidylate biosynthesis through inhibition of TYMS. 
Moreover, the nuclear localization of not only dUTPase, but also TYMS, DHFR, and the 1C 
metabolism enzymes SHMT1, SHMT2α, MTHFD1 and MTHFD2 illustrate the significance of 
local de novo thymidylate synthesis near the sites of active DNA replication and repair 

to limit dUTP accumulation88,89,98,138,151,155.    

1.2.7 De novo purine synthesis  

In addition to pyrimidine nucleotides, cells also need purines for DNA and RNA synthesis. 
Moreover, purine nucleotides play a crucial role in intracellular signaling and provide 
energy for metabolism. Under conditions requiring higher purine levels, such as in cancer 
cells, purine salvage is often insufficient to meet this increased cellular demand57,156. 
Therefore, the de novo purine synthesis is required to restore the cellular purine pool 
under high purine nucleotide needs157. De novo purine synthesis takes place in the 

cytosol and converts PRPP into inosine 5’-monophosphate (IMP), which acts as a 
precursor for AMP and GMP. In most eukaryotes, the de novo purine pathway comprises 
ten enzymatic steps catalyzed by six different enzymes (Figure 7)158,159.  

Figure 7.  Schematic of the eukaryotic de novo purine synthesis pathway. Co-factors derived 

from the 1C folate metabolism are highlighted in blue. Image created with BioRender.com.   

The de novo purine synthesis starts with the presumably rate-limiting reaction where 
PRPP is converted to 5-phosphoribosylamine (PRA) by PRPP amidotransferase (PPAT; 
Figure 7)57. Thereafter, the trifunctional enzyme phosphoribosylglycinamide 
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formyltransferase, phosphoribosylglycinamide synthetase, 

phosphoribosylaminoimidazole synthetase (GART) adds glycine and a formyl group 
derived from 10-CHO-THF onto PRA to produce N-formylglycinamide ribonucleotide 
(FGAR). Phosphoribosyl formylglycinamidine synthase (FGAMS) then catalyzes 
conversion of FGAR into N-formylglycinamidine (FGAM), which is subsequently 
transformed into aminoimidazole ribonucleotide (AIR) by the 

phosphoribosylaminoimidazole synthetase activity of GART. The bifunctional 
phosphoribosylaminoimidazole carboxylase and phosphoribosylaminoimidazole 
succinocarboxamide synthase (PAICS) converts AIR to N-succinocarboxyamide-5-
aminoimidazole ribonucleotide (SAICAR), followed by formation of 5-amonoimidazole-
4-carboxamide ribonucleotide (AICAR) catalyzed by adenylosuccinate lyase (ADSL). 

The remaining two steps require a formyl group derived from 10-CHO-THF and yield 
IMP. This is catalyzed by the bifunctional enzyme 5-aminoimidazole-4-carboxamide 

ribonucleotide formyltransferase/IMP cyclohydrolase (ATIC)57.            

Since many of the de novo purine pathway intermediates are fairly instable, it has long 

been hypothesized that a physical complex formation between the different de novo 
purine enzymes, a metabolon, would allow enzyme proximity, substrate channelling and 
thus more efficient metabolic flux160,161. Previously, intracellular fluorescent imaging 
revealed that these proteins indeed cluster around mitochondria and microtubules 
under purine-depleted conditions to form a transient, multienzyme complex, termed the 

purinosome162–170. Three enzymes, PPAT, GART and FGAMS form the core scaffold, 
whereas PAICS, ADSL and ATIC constitute peripheral proteins57. Adenylosuccinate 
synthase (ADSS) and inosine monophosphate dehydrogenase (IMPDH) were also 
identified to participate in the purinosome formation166. Mutations in ADSL and ATIC 
genes were shown to result in impaired purinosome formation in skin fibroblasts, 

indicating that even the activity of the peripheral purinosome enzymes influences 
complex stability164. Moreover, depletion of GART, ADSL, ATIC, PAICS and FGAMS was 

reported to significantly reduce the number of  purinosomes167.  

Interestingly, purinosomes were found to co-localize with mitochondria in an mTOR-

dependent manner168. Mitochondrial 1C metabolism enzymes convert serine into glycine 
and formate which act as substrates for the de novo purine synthesis. Recently, 
metabolic profiling provided evidence for the notion that the end products of purine 
synthesis, AMP and GMP, are synthesized mainly from mitochondrially generated 
substrates, thus indicating direct channeling of mitochondrial formate to purinosomes171. 

MTHFD1 supplies the essential 10-CHO-THF cofactor for the de novo purine synthesis 
and it has therefore been suggested to participate in the purinosome171. To strengthen 
this hypothesis, PAICS was shown to mediate purinosome formation and interact with 
MTHFD1 in intact HeLa cells172. Taken together, these findings suggest a close crosstalk 

between 1C folate metabolism and de novo purine synthesis. 
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1.3 Genomic instability, altered metabolism and cancer 

Every day, throughout the entire lifespan of a cell, DNA damage caused by both 
endogenous and exogenous sources threatens the genomic stability of the cell. 

Endogenous sources of DNA damage arise from physiological processes, such as DNA 
replication, oxidative respiration and redox reactions which generate reactive oxygen 
species (ROS). Exogenous insults include DNA-damaging agents such as ionizing 
radiation (IR), ultraviolet (UV) light, carcinogenic chemicals like benzo[a]pyrene, and 
chemotherapeutics used to treat cancer4,173,174. To preserve genomic integrity, cells have 

developed diverse systems to sense DNA damage, indicate its presence and promote 
subsequent repair or cell death. This genome maintenance network is collectively 
termed as the DNA damage response (DDR) and it includes proteins that sense the DNA 
lesion, the PI3 kinase-related kinases (PIKKs) that participate in signaling of the damage 
(ATR, ATM and DNA-PK; Figure 8) and downstream DNA repair proteins4,175. Mutations 
drive tumor initiation and progression, and genomic instability is considered as a 

hallmark of cancer9,176. Cancer cells often exhibit defects in one or several DDR pathways, 
and they are characterized by increased levels of genomic instability. Although 
perturbed DDR enables tumor development and plasticity, the subsequent increased 
genetic instability also acts as a double-edged sword, rendering cancer cells more 
reliant on a limited repertoire of genome maintenance pathways for survival. Therefore, 

defective DDR and DNA repair are potential targets for pharmacological intervention177–

180. 

Figure 8. Recruitment of PI3K-related kinases ATR, ATM and DNA-PKcs which act as the main 

signal transducers in DDR upon DNA damage. The specific protein co-factors ATRIP, the MRN 
complex (MRE11-RAD50-NSB1) and the Ku70-K80 heterodimer regulate the recruitment and 

activation of ATR, ATM and DNA-PKcs, respectively, after DNA damage and are highlighted in red. 

ssDNA, single-stranded DNA; RPA, replication protein A; DSB, double strand break. Image created 
with BioRender.com.   

1.3.1 Replication stress response 

To keep the genetic information intact from one cell division to another and to avoid 
malignant transformation, cells need to faithfully duplicate their entire genome during 
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DNA replication. Although replication is highly regulated to ensure high fidelity, 

replication forks can encounter various obstacles that hinder their movement along the 
DNA template. Slowing down, stalling or collapse of DNA replication forks due to these 
obstacles is defined as replication stress (RS). Importantly, RS is the primary cause of 
genome instability in cancer181. RS can be a transient or a persistent phenomenon. 
Prolonged RS can lead to collapsed replication forks, giving rise to DNA double-strand 

breaks (DSBs), the repair of which depends predominantly on the error-free 
homologous recombination (HR) pathway (Chapter 1.3.2)181. Many sources can lead to RS, 
including oncogene activation, different DNA lesions, difficult to replicate sequences, 
physical barriers that directly restrict replication fork progression (e.g., collisions 
between replication and transcription machineries and R-loop formation) and shortage 

of factors required for DNA synthesis182,183. For example, perturbations in the cellular 
dNTP pools cause RS and extended dNTP deprivation causes fork collapse184–188. Many 
anticancer treatments, including chemotherapeutic agents and DDR inhibitors, cause 

excessive RS by inducing DNA damage and interfering with replication189. 

Cells have evolved elaborate mechanisms to protect replication forks against RS and 
thus promoting faithful genome duplication. Upon stalling of replication forks, long 
stretches of single-stranded DNA (ssDNA) are formed due to uncoupling of MCM 
helicase from DNA polymerases190. This activates the RS response, or S phase 
checkpoint, which is orchestrated by the ataxia telangiectasia and Rad3-related kinase 

(ATR). First, to protect ssDNA from nucleolytic degradation and secondary structure 
formation, the replication protein A (RPA) complex rapidly coats it. This complex 
consists of three subunits, RPA70, RPA32 and RPA14.  Thereafter, ATR is recruited by its 
partner protein ATR-interacting protein (ATRIP) to the RPA-coated ssDNA191–193 (Figure 
8). It is noteworthy that ATR signaling is not activated only by helicase-polymerase 

uncoupling at stalled replication forks, but also by nucleolytic processing of damaged 
DNA that generates RPA-coated ssDNA194. In addition to its recruitment to RPA-ssDNA, 
ATR kinase activity and autophosphorylation is further enhanced by physical interaction 
with ATR activators, such as DNA topoisomerase 2-binding protein 1 (TOPBP1) or Ewing 
Tumor-associated Antigen 1 (ETAA1)195–199. TOPBP1 recruitment to stalled forks relies on 
its interaction with RAD9, which is part of the ring-shaped 9-1-1 clamp complex loaded 

onto RPA-ssDNA/dsDNA junctions and consists of RAD1 and HUS1 proteins, in addition to 

RAD9200–202. ETAA1, in turn, binds directly to RPA coating ssDNA.    

Once fully activated, ATR phosphorylates several downstream targets, such as RPA, 

histone variant H2AX (yielding γH2AX) and the effector checkpoint kinase 1 
(CHK1)183,203,204. Phosphorylation of RPA further increases its affinity for ssDNA, acts as a 
signal for switching from replicative DNA synthesis to reparative DNA synthesis and 
recruits other DDR factors (e.g., BRCA2) to stalled forks204–206. Overall, activation of the 
ATR-CHK1 checkpoint leads to cell-protective events, including reduced global origin 
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firing to ensure sufficient RPA pools for local protection from fork breakage, increased 

dNTP production via the upregulation of the RRM2 subunit of RNR, recruitment of DNA 
repair factors and cell cycle arrest by reduced cyclin-dependent kinase (CDK) 
activity181,183,207–209. Thus, the ATR-CHK1 signaling pathway plays a pivotal function in 
ensuring successful completion of DNA replication and preventing replication fork 
breakage181. Recently, inhibitors of the ATR-CHK1 checkpoint have been developed to 

target cancer cells with high levels of RS210.  

1.3.2 Repair of DNA double-strand breaks (DSBs) 

Among the different classes of DNA lesions, DSBs, although less frequent, are the most 
toxic type of DNA damage. DSBs can cause chromosomal rearrangements, breakage and 
cell death, if they are left unrepaired211,212. For instance, ionizing radiation (IR) used in 
radiation therapy induces DSBs, as well as other lesions such as DNA single-strand 
breaks (SSBs)4. A major endogenous source of DSBs is fork stalling and collapse during 
DNA replication213. Repair of DSBs poses a challenge to the cell since in this case both 

DNA strands are damaged. This means that there is no template available containing 
sequence information for correct repair213. To maintain genomic integrity, organisms 
have developed several mechanisms to repair DSBs as part of the DDR and these can be 

subdivided into homology-dependent and homology independent mechanisms.  

The two most prominent cellular pathways responsible for DSB repair are homologous 
recombination (HR) and non-homologous end joining (NHEJ) repair (Figure 9). HR 
requires a sister chromatid as a template for repair synthesis, and therefore occurs in 
the S and G2 phases of the cell cycle. NHEJ, on the contrary, does not utilize a sister 
chromatid, but directly ligates DSB ends and can operate throughout the cell cycle. This 

process, however, is potentially error-prone4,213–215. The initiation of 5’-3’ end resection 
commits cells to HR repair and restricts NHEJ216. Tumor suppressor p53-binding protein 
1 (53BP1) and breast cancer type 1 susceptibility protein (BRCA1) have particularly crucial 
functions in regulating the choice of DSB repair pathway. For instance in the G1 phase, 
53BP1 and its effector protein RIF1 antagonize BRCA1-dependent end resection of DSBs 

and recruitment of BRCA2, preserving DSB ends and therefore promoting NHEJ repair 

over HR217,218.  

In mammalian cells, DSBs are repaired predominantly by NHEJ, except for DSBs 
occurring at collapsed replication forks, which are preferentially repaired via HR191,219–221. 

Faced with a large number of DSBs, NHEJ can lead to the loss of genetic material or 
chromosomal rearrangements221. In the classical NHEJ (c-NHEJ) pathway, the regulatory 
Ku (Ku70-Ku80) heterodimer recognizes the DSB and recruits the DNA-dependent 
protein kinase catalytic subunit (DNA-PKcs), thereby activating it (Figure 9)222–224. Ku and 
DNA-PKcs  form a synaptic complex which mediates the recruitment and activation of 

end-processing enzymes, such as the endonuclease Artemis225 and X family 
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polymerases (Pol µ, λ)226, as well as proteins like DNA ligase IV (LIG4), X-ray repair cross-

complementing protein 4 (XRCC4) and XRCC4-like factor (XLF), which are required for 
ligation of the DNA ends227. In addition to c-NHEJ, a Ku-independent NHEJ pathway 
exists, termed alternative NHEJ (alt-NHEJ) which utilizes a different set of repair factors. 
This pathway requires microhomology ranging between 2 to 20 base pairs (bp), as well 
as the activity of poly(ADP-ribose) polymerase 1 (PARP1) and DNA polymerase θ (Pol 

θ)221. 

 

Figure 9. Simplified schematic of the two major DSB repair pathways. The Ku heterodimer is 

abundantly expressed throughout the cell cycle238 and rapidly binds free DNA ends following DSB 

formation. Recruitment of DNA-PKcs by Ku initiates NHEJ repair pathway and synapsis, i.e., 
juxtaposition of the DNA ends. If required, DNA ends can be processed by Artemis and DNA 

polymerases (µ, λ). Lastly, the LIG4-XRCC4-XLF complex ligates the DNA ends to complete 
repair. In HR repair, the MRN complex binds to DNA and initiates short-range end resection at Ku-

blocked DNA ends, resulting in removal of Ku239. It also recruits ATM which signals the damage 

and phosphorylates several target proteins, such as BRCA1. The activity of the MRN complex is 
further enhanced by CtIP and BRCA1. To initiate long-range end resection, the MRN complex loads 

EXO1 onto the DNA ends. RPA coats the ssDNA formed during resection, but is later exchanged to 

RAD51 by the BRCA2-PALB2-BRCA1 complex. Following homology search on the sister chromatid, 
RAD51 initiates repair synthesis by positioning the invading 3’ end on a template DNA. Completion 

of HR involves DNA synthesis, as well as synthesis-dependent strand-annealing (SDSA) which are 
not detailed here. PALB2, partner and localizer of BRCA2. Image created with BioRender.com from 

information in references223,240.   
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Besides NHEJ, DSBs can also be repaired by the HR pathway which is considered to be 

an error-free mechanism (Figure 9). HR is a stepwise process involving DNA end 
resection, strand invasion, DNA synthesis and resolution. Upon DSB formation, the 
MRE11-RAD50-NBS1 (MRN) complex serves as a damage sensor that rapidly recruits and 
activates the ataxia telangiectasia mutated (ATM) kinase228–233. ATM in turn 
phosphorylates the tail of the histone variant H2AX at serine 139, which yields γH2AX 

flanking the DSB234. γH2AX signals for the accumulation of downstream repair 
factors235,236 and promotes the recruitment of the mediator of DNA damage checkpoint 
protein 1 (MDC1)237. MDC1 acts as a scaffolding protein further recruiting MRN to the 
damage site. MDC1-MRN then further enhance the chromatin-recruitment and 

activation of ATM, thereby amplifying the DNA damage signaling191.  

During HR repair, the endonuclease activity of MRE11 in the MRN complex, together with 
the CtBP-interacting protein (CtIP), initiates DNA end resection. This activity represses 
NHEJ by promoting the removal of Ku70-Ku80 from the DNA ends233 (Figure 9). BRCA1 
also facilitates initial end resection by interacting with MRN and CtIP223,240. Next, the MRN 

complex promotes recruitment and processivity of exonuclease 1 (EXO1), which 
catalyzes ‘long-range’ resection223,233. This creates long 3’ stretches of single-stranded 
DNA (ssDNA) which is rapidly coated by RPA. Subsequently, RPA becomes replaced by 
the recombinase RAD51 in a BRCA1/2-dependent process241. Genetic or epigenetic 
inactivation of BRCA1/2 genes is a main source of HR deficiency and contributes to the 

development of many cancers242. RAD51 conducts homology search on the sister 
chromatid and catalyzes subsequent strand invasion with the assistance from other 
repair factors, such as the BRCA1-BARD1 complex that enhances the recombinase 
activity of RAD51243–246. The invading strand and template DNA form a D-loop 
structure247, followed by DNA synthesis on the invading strand catalyzed by DNA 

polymerases δ and ε. Finally, the D-loop structure is resolved predominantly by 
synthesis-dependent strand-annealing (SDSA) in somatic cells, which does not lead to 

cross-over and thereby preserves heterozygosity223,240.  

There is an intricate interplay between DNA repair mechanisms and cellular metabolism. 

Although metabolic activity can indirectly generate DNA damage (e.g. ROS), it also 
supports DNA repair248. Especially in cancer cells, metabolic reprogramming increases 
DNA repair capacity, thus protecting tumor cells against DNA damaging radiation and 
chemotherapy249. Recently, many metabolic enzymes have been identified to support 
DSB repair by regulating dNTP pools, interacting directly with DNA repair factors or 

modulating epigenetic remodeling248. Recruitment of ribonucleotide reductase and 
thymidylate kinase to DNA damage sites highlights the need to synthesize dNTPs locally 
during DNA repair208,250,251. Previously, together with Dr. Gustafsson, we demonstrated 
that the glycolytic enzyme 6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase 3 
(PFKFB3) translocates to DNA repair foci and recruits RRM2, a subunit of RNR to support 
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HR repair in cancer cells252. Another glycolytic enzyme, pyruvate kinas M2 (PKM2) was 

also shown to display moonlighting functions in the nucleus and promote HR-mediated 
repair of DSBs by phosphorylating γH2AX and CtIP, thereby contributing to the 
activation of DSB signaling and end resection253,254. The 1C folate metabolism enzyme 
MTHFD2 also localizes to the nucleus98 and has been suggested to support HR through 
altering EXO1 activity by cyclin-dependent kinase-1 (CDK1) in mouse pluripotent stem 

cells255, as well as NHEJ repair by a physical interaction with PARP3 in p53-deficient 
colorectal cancer cells100.  Moreover, the de novo purine synthesis enzyme PAICS was 
recently suggested to support both HR and NHEJ repair, interact with histone 
deacetylases 1/2 (HDAC1/2) and promote RAD51 recruitment to cisplatin-induced DNA-

damage sites in gastric cancer cells256.  

In conclusion, metabolic reprogramming enhances DNA repair and cancer cell survival, 
and pharmacological targeting of metabolic enzymes emerges as a potential strategy to 

combat cancer and sensitize cancer cells to radiation or chemotherapy.   
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2 Research aims 
The overall aim of this thesis was to examine new inhibitors targeting the 1C folate 
metabolism enzymes MTHFD1 and MTHFD2 in cancer, as well as study the emerging 
nuclear role of MTHFD2 in the DNA damage response. These objectives were addressed 

in the constituent papers and the specific goals per paper were: 

Paper I: Pharmacological targeting of MTHFD2 suppresses acute myeloid leukemia 

by inducing thymidine depletion and replication stress 

• Validate MTHFD2 as an anticancer target 

• Determine how MTHFD2 affects replication stress 

• Develop potent, cell-active small-molecule MTHFD2 inhibitors  

• Characterize the mechanism of action of the newly developed inhibitor series  

• Determine the antitumor efficacy of MTHFD2 inhibitors in vivo  

• Examine potential synergy between MTHFD2 and DDR inhibitors in cancer cells 

Paper II: Formate overflow drives toxic folate trapping in MTHFD1 inhibited cancer 

cells 

• Revisit the mechanism of action of the MTHFD1/2 inhibitor (MTHFD1/2i) TH9619 in 

cancer 

• Determine direct inhibition of mitochondrial MTHFD2 by different MTHFD1/2i    

• Assess the importance of targeting MTHFD1(DC) for TH9619 toxicity  

• Compare the biological effects of MTHFD1/2i in MTHFD2 wildtype and knockout 
cells  

• Determine accumulation of 1C pathway intermediate 10-CHO-THF following 

MTHFD1/2i treatment in MTHFD2 wildtype and knockout cells  

• Compare the mechanism of action of TH9619 and related compounds with that 

of other 1C metabolism inhibitors and traditional antimetabolites   

Paper III: Targeting MTHFD2 impairs homologous recombination and sensitizes 

cancer cells to PARP inhibitors 

• Study the association of MTHFD2 with active replication forks 

• Investigate the subcellular localization and nuclear recruitment of MTHFD2 upon 
induction of DSBs by etoposide, hydroxyurea or ionizing radiation (IR) 

• Dissect the DDR signaling cascade following IR treatment to elucidate where 

MTHFD2 comes into play to promote DSB repair 

• Assess the effect of MTHFD2 silencing on HR and NHEJ activity, as well as cell 
survival after IR treatment 

• Investigate whether targeting MTHFD2 can generate a HR defect and sensitize 

HR-proficient cancer cells to PARP inhibitors 
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3 Materials and methods 
This chapter presents some of the principal methods used in Papers I-III. A complete 
list of all experimental techniques, including detailed descriptions, can be found in the 

materials and methods section of each research paper. 

3.1 Cellular target engagement assays 

Evaluating small-molecule target engagement in intact cells allows validation of 
mechanism of action and intracellular efficacy of a compound and it is therefore a 
crucial part of the drug discovery process and chemical biology research257. To 
understand how MTHFD1/2 inhibitors engage their targets in cells, two label-free 

methods were used in Paper I and Paper II, and the basic principles of these assays are 

outlined below. 

3.1.1 Cellular thermal shift assay (CETSA) 

Proteins denature at increasing temperatures and each protein has its distinct melting 
temperature. The thermal stability of a protein can be influenced by binding of a small 
molecule, and this principle is exploited in thermal shift assays258. Ligand binding can 
result in a shift of protein melting temperature either due to thermal stabilization or 
destabilization of the protein target257,258. Cellular thermal shift assay (CETSA) follows the 

basic principle of traditional thermal shift assays, but it uses intact cells, cell lysates or 
even tissue samples (e.g., tumors) instead of purified proteins, thus allowing evaluation 

of target engagement in a more complex environment259,260.   

Today, there are several different formats of CETSA available, but they all typically 

include heating cells, which are treated with either a vehicle or a drug, at increasing 
temperatures to denature proteins. This is followed by precipitation of aggregated, 
denatured proteins by centrifugation and quantification of the remaining soluble 
proteins by Western blotting or mass spectrometry (MS)259,260. A classical CETSA format 
is the comparison between melting curves of a target protein in the presence and 

absence of a saturating concentration of a small molecule and it determines whether 
protein stabilization or destabilization occurs upon compound binding. This allows 
addressing the basic question of whether a compound engages its intended target 
inside the cell259,260. To determine the potency of a compound in cells, isothermal dose-
response fingerprint (ITDRF) CETSA can be performed. In this format, cells are treated 
with varying concentrations of the compound and heated at a single temperature which 

denatures most of the target protein in the vehicle-treated sample260.  

One of the advantages of the CETSA methodology is that it allows studies of small 
molecule target engagement in a more biologically relevant context. Use of whole cells 

instead of purified proteins helps to preserve post-translational modifications, protein-
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protein interactions and correct subcellular localization of proteins260. Moreover, drug 

target engagement can be effectively studied even in tumor tissues using CETSA, and 
this provides important information of whether the drug reaches the tumor259. Because 
CETSA methodology uses cells or tissues, it is, unlike other biophysical methods (e.g., 
surface plasmon resonance, differential scanning fluorimetry) not dependent on 
purification of recombinant proteins. CETSA also enables both confirmation and 

deconvolution of target biology and it is a relatively cheap technique which utilizes 
equipment that is often found in every biochemistry and molecular biology 
laboratory257,259,260. Data interpretation is relatively easy when immunoblotting is used for 
protein detection, whereas CETSA experiments coupled with MS require special 
equipment and skilled technical staff to interpret complex data257. Additionally, CETSA 

can be adapted for high-throughput formats260.  

Like all methods, CETSA also has several limitations. CETSA formats that use Western 
blotting as their primary detection method rely heavily on the availability of specific 
antibodies257. Moreover, not all proteins denature within the proposed temperature 

range, making CETSA less suitable for studying small, heat-resistant proteins257. Some 
proteins can also aggregate very rapidly after a certain temperature, thus yielding 
melting profiles that do not follow a sigmoidal shape. As an example, CETSA analysis of 
MTHFD1 stabilization was not successful in Paper I due to lack of good antibodies at the 
time of the study, as well as the rapid aggregation of MTHFD1 at increasing 

temperatures. Lastly, CETSA relies on the principle that the binding of a small molecule 
to its protein target induces significant thermal stabilization or destabilization of the 
investigated target. This is problematic especially in the case of large proteins where 
compound binding may stabilize/destabilize only a small part of the protein. Therefore, 
the binding of a small molecule does not necessarily alter the overall thermal stability of 

the protein and can thus result in false negatives257,260.  

3.1.2 Drug affinity responsive target stability (DARTS) 

Drug affinity responsive target stability (DARTS) assay is an orthogonal method to 
CETSA. Like CETSA, the DARTS methodology is based on the principle that the binding of 
a ligand can induce conformational changes or stabilize the target protein. The method 
was originally developed to facilitate target identification, but it can also be used  as a 
tool for target validation261. Instead of thermal denaturation, DARTS utilizes proteolytic 
degradation of proteins to assess target stabilization upon ligand binding. Target protein 

is stabilized upon small molecule binding which in DARTS is detected as binding-
induced increase in resistance to proteolysis261. Pronase, which is a mixture of different 
proteases, is often used in DARTS experiments to degrade both folded and unfolded 
proteins due to its broader substrate specificity as compared to thermolysin, for 

instance262.  
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DARTS can be performed on cell lysates, whole cells or even tissue samples, thus 

enabling target engagement studies in a biologically relevant model261. In a typical DARTS 
experiment, cells are treated with either a vehicle or a test compound, lysed and 
subjected to digestion with increasing concentrations of protease. To detect protein 
stabilization or destabilization upon ligand binding, a proteomic technique like Western 
blotting or liquid chromatography coupled to tandem mass spectrometry (LC/MS-MS) 

needs to be included in the experimental protocol after the proteolysis step261–263.    

DARTS shares many advantages with CETSA. For example, both methods are label-free 
and thus do not require modification of the ligand molecule or the target protein261–263. 

Moreover, they preserve biological relevance better than other biophysical methods 
that do not include complex protein mixtures. Both methods are also relatively 
inexpensive and straightforward. Interestingly, in this thesis, DARTS was deemed as the 
preferred method over CETSA when studying larger target proteins (Paper II), such as 

MTHFD1, which can rapidly aggregate at increasing temperatures.  

However, DARTS experiments require careful optimization of the protease 
concentrations used during the proteolysis step when adapting the protocol for new 
protein targets in order to establish their susceptibility to proteolysis. In addition, some 
proteins, like stress proteins, may not be suited for DARTS analysis since they are 

naturally relatively resistant to protease digestion261,264. Moreover, this method also relies 
on the availability of highly specific antibodies if immunoblotting is used as the final 
detection method. Ligand binding can also indirectly influence the sensitivity of non-
target proteins to proteolysis, especially if the primary drug target is part of a protein 
complex261. Therefore, this should also be considered when interpreting the results 
derived from DARTS experiments on whole cells. To better distinguish between direct 

and indirect effects of a ligand, performing additional data on cell lysates and 

biochemical assays should be carefully taken into account.  

3.2 In vitro cell viability and survival assays 

3.2.1 Resazurin cell viability assay  

To estimate the number of viable cells following treatment with different inhibitors 
and/or metabolites, the resazurin assay was performed in Papers I-III. Resazurin is a cell-
permeable, non-fluorescent blue dye that is enzymatically reduced to resorufin by 
accepting electrons from reducing agents such as NADH, NADPH and FADH in 
metabolically active, viable cells265,266. Resorufin has a pink color and it is highly 
fluorescent. Cells are normally incubated with resazurin for 1-4 hours to allow 

metabolically active cells to reduce resazurin into resorufin. The conversion of resazurin 
to resorufin can be measured in a standard microplate reader using 560 nm 
excitation/590 nm emission filter settings265. The amount of resorufin produced is 

proportional to the number of viable cells.  
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The resazurin assay is a simple, fast and inexpensive method and it can be easily 

adapted for high-throughput screens. Additionally, both adherent and suspension cells 
can be used in this assay267. Since it is a fluorometric assay, it offers increased sensitivity 
as compared to colorimetric tetrazolium reduction cell viability assays265. However, a 
drawback is the possible interference from test compounds containing certain 
functional groups with the resazurin assay even in the absence of metabolically active 

cells268. Therefore, proper controls are necessary. Moreover, when using the resazurin 
assay to determine dose-response curves for a compound, it can be difficult to infer 
from this assay alone whether a compound is mainly cytotoxic or cytostatic. Therefore, 
other methods, such as Annexin-PI apoptosis assays or clonogenic survival assays 

should be used to evaluate cell death and long-term survival.     

3.2.2 Clonogenic survival assay 

The capacity of a single cell to proliferate and form a visible colony of at least 50 cells 
can be evaluated in the clonogenic assay269,270. This cell survival assay has been used 

extensively in cancer research since the ability to form clones is a trait of cancer cells. 
Additionally, clonogenic assays can be applied to study stem cell biology270,271. A typical 
colony formation experiment includes seeding of adherent cells at very low densities 
(usually a few hundred cells per well) either before or after a treatment to equally 
distribute single cells on the surface. Thereafter, cells are allowed to grow until visible 

colonies are formed, which usually takes a few weeks, stained with crystal violet or 

methylene blue and finally counted270.  

The clonogenic assay is the preferred method when studying reproductive viability of 
cells after treatment with ionizing radiation270. However, it can also be applied to 

evaluate the effect of different gene manipulations (e.g., gene knockdowns and 
knockouts) and cytotoxic drugs on overall cell survival270. In Paper I, long-term survival of 
U2OS osteosarcoma cells was studied following siRNA-mediated depletion of MTHFD2 
and overexpression of different siRNA-resistant MTHFD2 constructs, including the 
wildtype and a catalytically dead enzyme. In Paper III, cancer cell survival was 

determined after ionizing radiation and knockdown of MTHFD1 or MTHFD2 using the 
clonogenic assay in order to evaluate the importance of these enzymes for overall 

survival following induction of DNA damage.  

Compared to short-term cytotoxicity assays which rely on cellular metabolic activity as 

a marker for viability, like the resazurin assay, the clonogenic assay has the advantage 
that it can provide information about the long-term cell reproductive capacity. It also 
enables experimental designs that include drug washouts to study whether a drug is 
cytotoxic or cytostatic. However, clonogenic assays are relatively time-consuming and 
they can be difficult to adapt for high-throughput screening, although recent efforts 

have been directed to coupling these assays to high-throughput screens272. It can also 
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be difficult to achieve a homogenous cell suspension with very few cells before seeding, 

which can lead to large variations between technical replicates. Moreover, not all cells 
form distinct colonies that are easily visualized, this depends largely on the specific 

characteristics of the cell, such as morphology and adherence to the surface. 

3.3 Isolation of proteins on nascent DNA (iPOND) 

To study the association of MTHFD1 and MTHFD2 with active replication forks, iPOND 
was performed in Paper III. This methodology includes pulsing cells with the thymidine 
analog 5-ethynyl-2’-deoxyuridine (EdU) which becomes incorporated into newly 
synthesized DNA instead of thymidine. Since EdU contains an alkyne group, this allows a 
copper-catalyzed click chemistry reaction to covalently conjugate biotin-azide to the 

EdU-labelled DNA fragment273. Prior to biotin conjugation, protein-DNA complexes are 
cross-linked with formaldehyde to enable isolation of proteins that associate directly or 
indirectly with nascent DNA at replication forks. To purify the biotin-labelled complexes, 
cells are lysed and sonicated to solubilize the protein-DNA complexes, which are then 
captured using streptavidin-agarose beads. Protein-DNA crosslinks are reversed and 

captured proteins are eluted by boiling in SDS sample buffer, followed by Western 

blotting or mass spectrometry analysis274–276. 

In addition to identifying new replisome proteins, iPOND can also be applied to monitor 
chromatin maturation and to study the recruitment of DDR proteins to stalled forks274–

276. For instance, altering the experimental design to include a chase period after the EdU 
pulse where cells are treated with an agent that blocks replication progression, like 

hydroxyurea, allows studies of protein dynamics upon replication stress.  

Regardless of the type of iPOND experiment, proper controls should always be included 
in the experimental design to facilitate data interpretation274–276. A negative control, 
where either the biotin-azide is omitted from the click reaction mixture (“no click” 
sample) or cells are not pulsed with EdU, is necessary for all iPOND experiments to 
control for the specificity of the purification process, and helps to detect any potential 
problems, such as protein precipitation or proteins interacting non-specifically with the 

streptavidin beads. No protein-DNA complexes should be present in this sample after 
purification274–276.  Moreover, it is also important to include a control immunoblot and 
probe for known replication proteins, like the proliferating cell nuclear antigen (PCNA), in 
order to validate successful purification of active replication forks274–276. Lastly, to 
distinguish between true replisome factors and proteins that associate with chromatin 

irrespective of active replication, it is crucial to have a thymidine chase control. In this 
sample, cells are incubated with thymidine after the EdU pulse prior to fixation and 
harvesting. Proteins that associate and travel with active replication forks are only 
enriched in the sample where thymidine chase was not included and they should 

therefore not be present in the chase sample274–276.  
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Today, iPOND has an important place among the methods used to study replication fork 

biology277. Compared to conventional immunofluorescence imaging, it offers increased 
sensitivity and allows isolation of replisome proteins present at low abundance275,276. 
Moreover, iPOND applications that include pulse-chase experiments enable spatial and 
temporal analysis of protein dynamics at replication forks274–276. This method can also be 
combined with unbiased techniques for protein identification, such as MS, thus allowing 

identification of novel replisome proteins278. Additionally, MS-coupled iPOND can be 
combined with stable isotope labelling of amino acids in cell culture (SILAC), which 

permits a direct comparison of the protein abundances between two samples279.  

Although iPOND offers many advantages, it is a relatively labor-intensive method and 
since it lacks an amplification step, a large number of cells per sample (100 million per 
sample) are required to capture enough protein for detection when working with 
unsynchronized cells275,277. The large amount of starting material necessary and the 
subsequent need for a lot of incubator space were major drawbacks experienced first-
hand when collecting data for Paper III.  Moreover, performing iPOND is not trivial and 

requires technical skills to optimize the experiment. For instance, boiling samples in SDS 
sample buffer can sometimes also release proteins that are bound to the streptavidin 
beads in a non-specific manner. Using milder elution conditions, such as photocleaving 
the biotin-azide with the help of UV could be used as an alternative approach to release 
the protein-DNA complexes from the beads275. Additionally, since iPOND is an ensemble 

method, it can only offer a description of an average replication fork dynamics and 

therefore it does not take into account the heterogeneity between cells275,277.    

3.4 Immunofluorescence imaging of DNA damage and repair proteins  

Upon DNA damage, DDR proteins are modified and accumulate at the sites of DNA 
damage to form distinct nuclear puncta, called damage or repair foci280. For instance, 
H2AX becomes phosphorylated at serine 139 following DSB induction (modification at 
the damage site)234,281,282, whereas the HR protein RAD51 is recruited to the site of DNA 
damage (accumulation at the damage site)282,283. Repair foci can easily be detected in 
fixed or live samples using immunostaining and microscopy. In this thesis, fixed cells 
were first permeabilized, then stained with primary antibodies targeting the proteins of 

interest, followed by incubation with fluorophore-conjugated secondary antibodies and 
DNA counterstaining with DAPI. The fixation methods for each protein target were 
optimized empirically. To better visualize RPA32, RPA70 and 5-bromo-2’-deoxyuridine 
(BrdU)-labelled ssDNA foci (Paper III), cytoskeletal and loosely held nuclear proteins 

were removed in situ prior to fixation using the cytoskeleton (CSK) buffer284.   

Image-based detection of DNA repair factors holds several advantages against 
intensity-based methods, such as flow cytometry and Western blotting. These include, 
for instance, detection of changes in the subcellular localization of the protein of 
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interest, analysis of several parameters from a single image (e.g., number of foci per cell, 

foci size, fraction of foci-positive cells, fluorescence intensity of each individual focus), 
as well as the possibility to simultaneously stain for several DDR proteins, allowing 
studies of protein co-localization and repair pathway complexity285. In this thesis, 
confocal microscopy was chosen as the imaging technique instead of the conventional 

widefield microscopy to achieve better resolution and image quality286.  

Despite its many advantages, immunofluorescence microscopy can be time-consuming, 
especially if images are acquired manually as was done in this thesis. Moreover, it 
requires target-specific antibodies or tagging the protein of interest with a fluorescent 

fusion tag, such as the green fluorescent protein (GFP). In immunofluorescence imaging, 
lack of antibody specificity and unspecific staining constitute a major concern, and 
therefore new antibodies should always be validated for use in immunofluorescence. To 
verify specific staining with the primary antibodies targeting MTHFD1 and MTHFD2 used 

in Paper III, siRNA knockdown of the target proteins was performed. 

In Paper III, the immunofluorescence microscopy studies focused on investigating the 
changes in subcellular localization of MTHFD2 following IR-induced DNA damage, as well 
as the effect of MTHFD2 depletion on the formation of nuclear repair foci. Both 
fluorescence intensity per nucleus or focus and the number of foci per nucleus were 

analyzed using CellProfiler287 to allow automation of image analysis. Moreover, to 
complement image-based studies, subcellular fractionation and Western blotting were 

performed to examine the role of MTHFD2 in DNA repair.   

3.5 Ethical considerations 

The majority of the experiments presented in this thesis project included working with 
established human cancer, as well as non-transformed cell lines. Conduction of these in 
vitro experiments did not require any ethical permit. In vivo mouse xenograft studies 
described in Paper I were performed in accordance with the ethical guidelines by 
trained staff members, and approved by Stockholm ethical committee (ethical permits 
N217/15 and N89/14). For Paper II and Paper III, no ethical permits were required since 

experiments reported in these studies were done using only established human cancer 

cell lines and purified protein material.   

 





 

 33 

4 Results 

4.1 Paper I 

Pharmacological targeting of MTHFD2 suppresses acute myeloid leukemia by 

inducing thymidine depletion and replication stress 

The 1C folate metabolism enzyme MTHFD2 is normally expressed during early 
embryogenesis, but becomes reactivated and consistently overexpressed in tumors, 

making it an attractive anticancer target. While few inhibitors of MTHFD2 have previously 
been described, such as LY345899 and DS18561882, these compounds exhibit potency 
in the micromolar range and may not be optimal for clinical development. In this study, 
we sought to develop potent, low-nanomolar small-molecule inhibitors targeting 
MTHFD2, characterize the mechanism of action of these inhibitors in cancer cells and 

evaluate their therapeutic potential.  

First, we validated knockdown of MTHFD2 with siRNA to impair proliferation of cancer 
cells and demonstrated that addition of thymidine was sufficient to rescue viability. 
Furthermore, we demonstrated that expression of RNAi-resistant wild-type but not 

catalytically dead MTHFD2 rescued viability, suggesting that enzymatic inhibition of 

MTHFD2 would recapitulate the effect observed with siRNA.  

To find compounds suitable for hit expansion, we initially employed three high-

throughput screening campaigns using biochemical in vitro assays, none of which 
yielded any suitable hits. Nevertheless, through a substrate-guided rational drug design 
and lead optimization approach, we managed to identify a novel series of small-
molecule inhibitors, including TH7299, TH9028 and TH9619, which showed nanomolar 
affinity toward MTHFD2 in biochemical assays and improved cell activity as compared 
to LY345899. These inhibitors demonstrated antiproliferative efficacy in vitro cell 

assays, especially in AML and T-ALL Jurkat cells. They also displayed high selectivity 
towards cancer cells over nontumorigenic lymphoblastoid cells in viability and 
apoptosis assays. In CETSA assays, TH9028 and TH9619 were also more potent to 
thermally stabilize MTHFD2 in AML than non-tumorigenic B cells. Moreover, both 
TH9028 and TH9619 showed intratumor target engagement of MTHFD2 and prolonged 

survival in a mouse xenograft model of AML.  

Co-crystal structures confirmed the binding of TH7299, TH9028 and TH9619 in the THF 
pocket of human MTHFD2. Using DARTS and CETSA, we confirmed that our inhibitors 
stabilized MTHFD2 against protease and thermal degradation, respectively, indicating 

intracellular target engagement. Although these inhibitors showed good selectivity 
toward MTHFD2 over a subset of other THF-dependent enzymes, including SHMT1, 
SHMT2, DHFR and TYMS, they still potently targeted the isozymes MTHFD1 and MTHFD2L 
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in biochemical activity assays. To address the relative contribution of MTHFD1 and 

MTHFD2 inhibition by our compounds to the observed antiproliferative effect in cancer 
cells, we tested TH9619 in MTHFD2 CRISPR-Cas9 knockout cells and found increased 
resistance to the compound as compared to the wildtype cells. By the time of the study, 
we interpreted these results as evidence that our inhibitor series mainly exert their 
cytotoxic activity through direct inhibition of MTHFD2, a notion that we revisited and 

revised later in Paper II. 

Mechanistically, our inhibitors caused depletion of thymidylate and subsequent uracil 
misincorporation into DNA, followed by induction of replication stress, DNA damage and 

apoptosis in cancer cells. In line with this model for mechanism of action through 
induction of replication stress, we also found that TH7299 and TH9619 synergized with 

DDR inhibitors, including ATR, CHK1 and WEE1 inhibitors.  

In conclusion, this study showcases a new series of small-molecule inhibitors targeting 

the dehydrogenase/cyclohydrolase (DC) activity of MTHFD2, as well as MTHFD1 and 

MTHFD2L, and highlights their therapeutic potential in cancer treatment.  

4.2 Paper II 

Formate overflow drives toxic folate trapping in MTHFD1 inhibited cancer cells 

In Paper I, we showed that loss of MTHFD2 resulted in increased resistance to TH9619, 
indicating MTHFD2 as a drug target. However, we failed to metabolically rescue the 
antiproliferative effect of TH9619 on cancer cells with the purine derivative 
hypoxanthine. Instead, addition of thymidine rescued the cells, which was unexpected 

considering that thymidylate synthesis can be sustained independently of the MTHFD 
enzymes by the cytosolic SHMT1101. Therefore, in this second study we aimed to further 
examine the mechanism of action of our MTHFD1/2 inhibitors, especially TH9619, and 

clarify whether these inhibitors directly target MTHFD1 and/or MTHFD2.  

Using a combination of methods, including metabolic rescue experiments, 
determination of formate release rates and CETSA, we found that TH9619 and related 
compounds targeted nuclear but not mitochondrial MTHFD2, thus allowing the overflow 
of formate from the mitochondria to continue. We then investigated, whether inhibition 
of the DC domain of MTHFD1 (MTHFD1(DC)) occurring downstream of mitochondrial 

formate release contributed to the toxicity of our MTHFD1/2i. To this end, we introduced 
a TH9619-resistant mutant of MTHFD1(DC) into SW620 colorectal cancer cells using 
CRISPR-Select and observed increased cell proliferation, indicating partial resistance to 
TH9619 in the mutant cells. Moreover, we could show stabilization of MTHFD1 by TH9619 
in DARTS assays. We also found in our metabolic tracing experiments that MTHFD2-/- 

cells lost their capacity to synthesize purines de novo as opposed to the wildtype cells 
when treated with TH9619 or TH9975, which is another MTHFD1/2i from the same 
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compound series. Collectively, these results provided evidence for the notion that the 

toxicity of our MTHFD1/2 inhibitors is mainly mediated by inhibition of the cytosolic 

MTHFD1(DC), and not by directly targeting mitochondrial MTHFD2.   

We next identified significant differences in sensitivity to TH9619 treatment in regular 

versus dialyzed (purine-depleted) serum between MTHFD2-expressing and MTHFD2-
null cells using metabolic rescue experiments. When cultured in media supplemented 
with dialyzed serum, MTHFD2 wildtype cells lost their sensitivity to TH9619 and TH9975, 
whereas MTHFD2-/- cells became more sensitive, indicating different modes of TH9619-
induced toxicity in cells with intact versus deficient mitochondrial 1C metabolism. 

Addition of hypoxanthine restored the sensitivity of wildtype cells to TH9619 and 
TH9975, which could be reversed with simultaneous thymidine supplementation. In 
contrast, cell viability was rescued by hypoxanthine and sodium formate in MTHFD2-null 
cells, while thymidine had no effect. Thus, we concluded that the toxicity of our 
MTHFD1/2i was mainly due to thymidylate depletion in MTHFD2 wildtype cells and 
purine deficiency in MTHFD2-/- cells. Moreover, later analysis of cell proliferation and 

apoptosis in these cells revealed that only TH9619-induced thymidylate depletion led to 

significant cell death, whereas purine loss was cytostatic.  

Since hypoxanthine seemed to modulate the toxicity of our MTHFD1/2i, we postulated 

that hypoxanthine would inhibit de novo purine synthesis, and that simultaneous 
inhibition of MTHFD1(DC) in cells with intact mitochondrial formate production would 
ultimately cause decreased flux of the folate intermediate 10-CHO-THF into the de novo 
purine synthesis and thymidylate synthesis pathways. Trapping of free THF as 10-CHO-
THF could also prevent SHMT1 from supporting thymidylate synthesis. To directly test 
this hypothesis, we quantified cellular 10-CHO-THF, and observed an accumulation of 

10-CHO-THF upon TH9619 treatment in SW620 MTHFD2 wildtype cells, but not in 
MTHFD2-/- cells, and this became even more pronounced in the presence of 
hypoxanthine. We then created a comparable toxic 10-CHO-THF trap in MTHFD2-/- 
cells, which are normally unable to synthesize mitochondrial formate, by simultaneously 
combining TH9619, hypoxanthine and sodium formate. This resulted in TH9619 toxicity 

due to thymidylate deficiency and a subsequent increase in apoptotic cells, thus 
verifying the importance of mitochondrial overflow to the proposed folate trap 
mechanism. Furthermore, we could release the 10-CHO-THF trap and rescue the 
viability of SW620 MTHFD2 wildtype cells by supplementation of 5-amino-4-
imidazolecarboxamide ribonucleoside (AICAr), which, once inside the cell, is 

subsequently converted to FAICAR, freeing THF from 10-CHO-THF in the process.  

In summary, this paper details a previously uncharacterized 10-CHO-THF trapping 
mechanism upon inhibition of MTHFD1(DC) in MTHFD2-expressing cancer cells, which 
causes thymidylate depletion and cell death. We propose that TH9619 and related 
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compounds acting through this mechanism could potentially be used therapeutically to 

kill cancer cells. 

4.3 Paper III 

Targeting MTHFD2 impairs homologous recombination and sensitizes cancer cells to 
PARP inhibitors 

While the mitochondrial role of MTHFD2 is well characterized, its nuclear functions 
remain more elusive. In Paper III, we set out to study the involvement of MTHFD2 in DNA 
replication and repair in cancer cells. Previous immunofluorescence studies suggest that 

MTHFD2 co-localizes with active replication forks98. To validate this, we employed the 
iPOND assay and could show that the association of MTHFD2 was not only restricted to 
nascent replication forks. Interestingly, we could detect a modest increase in 
chromatin-bound MTHFD2 following etoposide treatment, as well as a significant 
elevation of MTHFD2 protein levels, particularly in the nucleus after prolonged treatment 
with hydroxyurea, suggesting that MTHFD2 could be involved in the DNA damage 

response at stalled/collapsed replication forks.  

Next, we investigated the subcellular localization of MTHFD2 following IR treatment and 
observed a rapid accumulation of MTHFD2 in the nucleus. Moreover, MTHFD2 co-

localized with ɣH2AX after IR, supporting the notion that MTHFD2 is recruited to sites of 
DNA damage. We also found significantly reduced clonogenic survival in U2OS and 
HCT116 cells upon MTHFD2 siRNA depletion and IR. In addition, CRISPR-Cas9-generated 
MTHFD2-/- SW620 cells showed a significant reduction in proliferation following IR 
treatment as compared to the more radioresistant wildtype cells. Interestingly, when 

examining the isoenzyme MTHFD1 we could not detect recruitment of this enzyme to 
the nucleus following IR. In addition, depleting MTHFD1 with siRNA yielded inconsistent 
results between U2OS and HCT116 cells in clonogenic assays after IR treatment. In 
conclusion, these data suggest that MTHFD2 may play a more prominent role in the 

repair of IR-induced DNA damage than MTHFD1.  

To dissect the repair pathways that MTHFD2 could participate in, we inhibited the three 
main DDR kinases ATM, ATR and DNA-PK and saw that MTHFD2 nuclear recruitment 
upon IR was abolished in ATM- and DNA-PK-inhibited cells, suggesting a potential role of 
MTHFD2 in ATM- and DNA-PK-mediated DSB repair. We then evaluated the effect of 

MTHFD2 depletion on the generation of ssDNA and DNA end resection by visualizing 
BrdU, RPA70 and RPA32 foci. Silencing of MTHFD2 with siRNA led to significantly less 
BrdU foci, as well as impaired focal accumulation of both RPA70 and RPA32 following IR, 
suggesting that MTHFD2 is necessary for DNA end resection. We also observed impaired 
BRCA1 phosphorylation, which further indicates a role of MTHFD2 in the early steps of HR 
to facilitate proper end resection. Moreover, knocking down MTHFD2 resulted in 

decreased nuclear recruitment of the key HR factor RAD51 and a subsequent reduction 
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in HR activity. We also observed impaired NHEJ activity upon MTHFD2 knockdown, 

suggesting a role of MTHFD2 in mediating both HR and NHEJ.   

We also hypothesized that targeting MTHFD2 could conditionally generate a HR defect 
and sensitize HR-proficient cancer cells to PARP inhibitors. In line with this, we observed 

that MTHFD2 knockdown sensitized cancer cells to talazoparib and pharmacological 
inhibition of MTHFD2 synergized with olaparib to induce apoptosis especially in cancer 
cells, while largely sparing non-transformed cells. Moreover, TH9619 synergized with 

talazoparib in THP-1 and SW620 cells.  

In conclusion, this study identifies a key role of MTHFD2 in the early steps of DSB repair 
to facilitate DNA end resection and highlights the interdependency between MTHFD2 
expression and repair proficiency in cancer which could potentially be exploited 

therapeutically.   
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5 Discussion and future perspectives 

5.1 Therapeutic potential of MTHFD1/2 inhibitors in cancer 

Targeting the 1C metabolism with antifolate drugs like methotrexate and pemetrexed 
has long been employed in the clinic for the treatment of hematological and solid 
tumors62,64–66. However, these drugs exhibit multi-target activity (polypharmacology) 
and diverse mechanisms of action which can cause toxicities in healthy tissue. 
Moreover, tumors can develop resistance, resulting in relapse62,288. Thus, new therapeutic 
approaches are needed. In this thesis, we aimed to address the need for new and more 

selective cancer therapies by specifically targeting the MTHFD2-dependent 1C folate 
pathway and developed a series of potent, small-molecule MTHFD1/2 inhibitors, 
including the lead candidate TH9619. The hypothesis was that we would be able to 
inhibit the 1C pathway while causing less adverse effects compared to the classical 

antifolates.    

In Papers I and II, we validate MTHFD2 as a cancer target and detail the mechanism of 
action of the MTHFD1/2 inhibitors. We show that these compounds mainly caused 
cytotoxicity in MTHFD2-expressing cancer cells by suppressing de novo thymidylate 
production and inducing misincorporation of uracil into DNA, which leads to increased 

replication stress. At first, we proposed that inhibition of MTHFD2 (mitochondrial and 
nuclear) is required for the observed antiproliferative effect of these compounds based 
on our CRISPR-Cas9 target validation data (Paper I). However, a more detailed analysis 
later revealed that TH9619 did not disrupt production of mitochondrial formate and 
failed to stabilize mitochondrial MTHFD2 in CETSA assays, indicating that TH9619 does 

not inhibit mitochondrial MTHFD2 (Paper II). Instead, we concluded that TH9619 mainly 
kills cancer cells by inhibiting MTHFD1 (DC). Moreover, we showed that TH9619 also 
engages with nuclear MTHFD2 and might therefore interfere with the nuclear functions 

of MTHFD2, affecting processes like DSB repair (Paper III).  

Importantly, our findings in Paper II highlight the importance of intact mitochondrial 1C 
metabolism for the toxicity of TH9619. Upon TH9619 treatment, overflow of formate from 
the mitochondria continues and this formate is converted to 10-CHO-THF by MTHFD1 
(FS). Since the DC domain of MTHFD1 is inhibited by TH9619, 10-CHO-THF cannot be 
converted further into 5,10-CH2-THF, which impairs de novo thymidylate synthesis. We 

show that TH9619 induced accumulation of 10-CHO-THF in SW620 (Paper II) and MDA-
MB468 cells (data not shown), and this was further enhanced by physiological levels of 
the purine derivative hypoxanthine which indirectly inhibits consumption of 10-CHO-
THF for the de novo purine synthesis. Ultimately, cells died of thymidylate depletion, and 
addition of external thymidine was sufficient to restore cell viability and decrease 

apoptosis. Interestingly, this trapping mechanism did not seem to occur in 
methotrexate-treated cells, suggesting that accumulation of 10-CHO-THF is unique for 
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TH9619 and related compounds. We observed no significant accumulation of 10-CHO-

THF (‘folate trap’) in MTHFD2-/- cells treated with TH9619, indicating that MTHFD2-driven 
formate overflow is essential for TH9619-induced thymidylate depletion and cell death. 
Based on our findings, we propose that accumulation of 10-CHO-THF upon MTHFD1 (DC) 
inhibition in MTHFD2-expressing cells depletes the cytosolic pool of free THF and 
starves SHMT1 from its substrate. Thus, generation of 5,10-CH2-THF is blocked from both 

directions, impairing the de novo thymidylate synthesis. However, studying the changes 

in THF levels upon treatment with TH9619 remains a topic for future studies.  

Given the fact that MTHFD1 (DC) is the main target of TH9619, our initial results in Paper I 

showing that MTHFD2, but not MTHFD1 CRISPR-Cas9 knockout cells displayed increased 
resistance to the compound seem puzzling. However, we still detected faint bands for 
MTHFD1 protein on our Western blots, indicating knockdown of MTHFD1 rather than 
knockout. Thus, the direct target of TH9619 inhibition was marginally expressed in these 
cells. In addition, MTHFD2 was still expressed in these cells, allowing formate overflow 
and thus generating the toxic 10-CHO-THF trap. Additionally, MTHFD2-/- cells showed 

resistance to TH9619 in Paper I since no folate trap could be generated in these cells. 
Moreover, these cells were cultured in media containing regular FBS (which also contains 

hypoxanthine), which rescues the cytostatic effect of TH9619 due to purine depletion.  

Additionally, considering our current understanding of the 1C pathways, it might seem 
counterintuitive that external thymidine, but not hypoxanthine could restore viability of 
U2OS cells upon depletion of MTHFD2 with siRNA (Paper I). It would be expected that 
knockdown of MTHFD2 would have an effect on both purine and thymidylate synthesis, 
or alternatively would not have any considerable effect at all if MTHFD2 silencing is 
compensated by the reversal of the 1C cycle and activity of SHMT1 in the cytosol101. 

However, these experiments were performed in cell culture media containing regular 
FBS, which might have rescued the effect on purine synthesis. Our preliminary data also 
suggests that U2OS cells express relatively little SHMT1 (data not shown), which might 
partly explain why they cannot compensate for the lack of 5,10-CH2-THF and suffer from 

thymidylate depletion, which can then be rescued by addition of thymidine.    

The mechanism of action of TH9619 has also therapeutic implications and helps to 
explain the cancer-specificity of this compound observed so far. In highly proliferative 
cells, like cancer cells, the mitochondrial 1C metabolism becomes upregulated and is 

required to generate formate overflow, which is a hallmark of cancer289–292. MTHFD2-
driven, excessive release of formate from the mitochondria is essential for the 
generation of 10-CHO-THF trap and depletion of free THF upon inhibition of MTHFD1 
(DC) by TH9619. In Paper II, we show that removal of MTHFD2 abolishes mitochondrial 
formate release, as well as accumulation of 10-CHO-THF following treatment with 
TH9619 and confers resistance to the inhibitor in the presence of physiological levels of 

hypoxanthine. We propose that this resembles healthy, non-proliferating cells that 
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normally express low levels of MTHFD2 protein47. In the future, it would be interesting to 

study formate release and levels of 10-CHO-THF upon TH9619 treatment in non-

malignant cells to further validate this.   

In addition to the mechanism of action of TH9619, we argue that the cancer-specificity 

of this compound is also partly due to enhanced target engagement in cancer cells 
compared to non-transformed cells. In Paper I, we show that TH9619 displayed 
increased thermal stabilization of MTHFD2 in HL-60 leukemia cells compared to non-
malignant LCL-889 lymphoblastoid cells. This is likely due to the enhanced uptake of 
folates (and other folate-like compounds) to support biomass generation in cancer 

cells74.  While we only addressed the differences in target engagement with MTHFD2 by 
TH9619 between cancer and non-malignant cells, we envision that a similar trend may 

hold true also for MTHFD1.  

In our studies, TH9619 appeared less promiscuous compared to classical antifolates, 

such as methotrexate or pemetrexed. In Paper I, we show that TH9619 did not stabilize 
DHFR, TYMS, SHMT1, SHMT2 or MTHFD1L in DARTS assays, suggesting that it is unlikely to 
bind these enzymes. Moreover, data from our biochemical activity assays indicated that 
TH9619 did not drastically inhibit the enzymatic activity of DHFR, TYMS, SHMT1 or 
SHMT2. In the future, it would be interesting to expand these off-target studies and 

investigate the effect of TH9619 in the THF-dependent de novo purine synthesis 
enzymes GART and ATIC. Given that TH9619 cannot enter the mitochondria, it is also 
unlikely to inhibit MTHFD2L, which may limit toxicities in healthy tissues expressing this 
enzyme. Interestingly, MTHFD1/2 inhibitors exclusively reduced replication fork speed in 
leukemia cells, while methotrexate significantly slowed down replication speed also in 

non-tumorigenic lymphoblastoid cells (Paper I).  

Collectively, our findings suggest that MTHFD1/2 inhibitors may display higher tolerability 
compared to classical antifolates due to their specific mechanism of action and lack of 
polypharmacology. Nevertheless, in Paper I, we observed a decreased number of red 

and white blood cells in mice kept on low-folate diet and treated with TH9616, indicating 
potential toxicity in the bone marrow, which is characteristic of antifolate therapy. 
However, more comprehensive toxicology studies are required in the future to better 

elucidate potential toxicities and determine safe dosing of TH9619.   

Lastly, combining other anticancer drugs with MTHFD1/2 inhibitors may also have 
translational implications and should be studied in more detail in the future. In Paper I, 
we found that MTHFD1/2 inhibitors were more selective in reducing replication speed in 
cancer cells compared to the ATR inhibitor VE-821, which also affected replication in 
non-tumorigenic cells. Moreover, we found strong synergy between MTHFD1/2 inhibitors 

and ATR and CHK1 inhibitors in cancer cells. It would be interesting to further examine, 
whether co-administration of TH9619 could help to broaden the therapeutic index of 
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these replication stress checkpoint inhibitors in animal models. Other combination 

strategies should also be explored in the future. For instance, given that MTHFD1/2 
inhibitors show efficacy in colorectal cancer cell lines (Paper II and unpublished data), it 
would be worth investigating, whether these compounds can synergize with 5-FU, 
oxaliplatin or irinotecan which are used in for the treatment of colorectal cancer.    
Moreover, since MTHFD1/2 inhibitors induce DNA damage, it would be interesting to 

evaluate whether these compounds can synergize with cancer immunotherapy293, such 

as monoclonal antibodies targeting PD-L1. 

In summary, Papers I and II demonstrate a promising approach to kill cancer cells with 

MTHFD1/2 inhibitors. However, it remains to be evaluated whether these compounds can 
show efficacy and tolerability in several pre-clinical animal models and clinical trials, and 

whether they can ultimately be added to the arsenal of cancer therapies. 

5.2 Role of MTHFD2 in DSB repair and its therapeutic implications  

In Paper III, we demonstrate a nuclear function of MTHFD2 in regulating the early steps 
of DSB repair. Following IR treatment, MTHFD2 rapidly accumulated in the nuclear 
compartment, which was dependent on the activity of the ATM and DNA-PK kinases. We 
also observed increased chromatin association of MTHFD2 after IR and found that 
MTHFD2 co-localized with DNA damage sites. Moreover, we observed defective DNA 
end resection upon MTHFD2 knockdown, quantified as decreased RPA32, RPA70 and 

BrdU (marker for formation of ssDNA) foci formation following IR as compared to the 
control. MTHFD2 knockdown also resulted in decreased nuclear accumulation of RAD51 
and significantly reduced HR activity following IR, which was expected since defective 
end resection impairs HR. Based on these findings, we therefore propose that MTHFD2 is 
required for proper end resection during HR repair. This is in line with a previous report 

that ascribed MTHFD2 to have a role in HR in mouse pluripotent stem cells255. This study 
suggested that MTHFD2 directly binds CDK1 and EXO1 to promote end resection. 
However, we could not confirm this in our experiments (data not shown), which could 
partly be due to the fact that we used cancer cell lines and not mouse stem cells in our 

studies.  

Interestingly, both knockdown and knockout of MTHFD2 abolished phosphorylation of 
BRCA1 upon IR treatment. This is intriguing, since BRCA1 is known to be phosphorylated 
by ATM and promote initial end resection through its interaction with the MRN complex 
and CtIP during HR repair223,240,294. Besides HR, BRCA1 has also an accessory function in 

NHEJ295,296. Consistent with previous findings by Li et al.100, which suggest a role of 
MTHFD2 also in NHEJ, we observed decreased NHEJ activity in MTHFD2-depleted cells 
following IR. Moreover, DNA-PK kinase, which plays an integral part in NHEJ, promoted 
nuclear accumulation of MTHFD2. Overall, our findings would suggest that MTHFD2 acts 
downstream of ATM and DNA-PK but upstream of BRCA1 activation and end resection. 
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However, it remains to be addressed how exactly MTHFD2 regulates DNA damage 

signaling and BRCA1 upon induction of DSBs. For instance, it would be interesting to 
study the nuclear interactome of MTHFD2 following IR treatment in order to establish a 
more comprehensive picture of the mechanisms behind MTHFD2-mediated regulation 
of NHEJ and HR repair. To this end, methods such as the improved proximity-dependent 

biotin identification (BioID2)297,298 and co-immunoprecipitations could be utilized.    

Our findings in Paper III regarding the ATM- and DNA-PK-mediated nuclear 
accumulation of MTHFD2 also raise the question of how MTHFD2 is translocating into 
the nucleus to co-localize with DNA damage sites. Using co-immunoprecipitations, we 

tested direct binding between MTHFD2 and ATM or DNA-PK but could not detect any 
direct interaction between the proteins, suggesting indirect regulation of MTHFD2 
nuclear accumulation by ATM and DNA-PK. However, we did not investigate any putative 
phosphorylations or other post-translational modifications on MTHFD2 following IR. 
Thus, the exact mechanism behind nuclear translocation of MTHFD2 upon DNA damage 
remains a topic for future research. For example, studies investigating potential post-

translational modifications on MTHFD2 following induction of DSBs could provide further 
insight. Interestingly, it has been reported previously that other 1C enzymes like MTHFD1 
and SHMT1 undergo SUMOylation upon DNA damage, which allows their nuclear 
translocation86–88,90. Therefore, it would be interesting to study if this also applies to 

MTHFD2.  

Another interesting question that remains to be addressed in future studies is whether 
the catalytic function of MTHFD2 and production of 5,10-CH2-THF are required for its 
nuclear role in the DNA damage response following IR treatment. A previous report 
linking MTHFD2 to NHEJ would suggest a non-catalytic function100. On the contrary, a 

report identifying an additional nuclear role of MTHFD2 in regulating mitosis and 
centromere stability proposes that catalytic activity of MTHFD2 is needed299. When we 
supplemented cells with thymidine or sodium formate, we could not rescue the 
clonogenic survival of MTHFD2-depleted U2OS or HCT116 cells following IR treatment 
(data not shown). Moreover, addition of sodium formate to SW620 MTHFD2-/- cells did 

not restore their proliferation to a similar level with the wildtype cells (data not shown). 
These preliminary findings suggest that generation of thymidylate through the 
mitochondrial MTHFD2 activity is unlikely to be responsible for the effect of MTHFD2 on 
DSB repair. However, further studies are needed to fully elucidate the involvement of 
catalytic activity of MTHFD2 in DNA damage response. For instance, it would be 

interesting to overexpress siRNA-resistant MTHFD2 wildtype or catalytically dead 
mutant enzyme in cells and examine, whether the catalytically inactive mutant could 
reverse the negative effects of MTHFD2 knockdown on RPA foci formation or BRCA1 
phosphorylation following IR. Moreover, short-term treatment of cells with the MTHFD1/2 
inhibitor TH9619 could also be used to understand, whether inhibition of the DC activity 
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of MTHFD2 recapitulates the phenotype seen with knockdown/knockout of MTHFD2 

following IR treatment.        

Previously, MTHFD1 has also been shown to localize to the nucleus and bind 
chromatin89,97. Therefore, we wanted to study if it could regulate DSB repair following IR 

or whether MTHFD2 was the main isoenzyme involved in the IR response. We could not 
detect any increased nuclear recruitment of MTHFD1 upon IR treatment and found also 
no evidence of impaired BRCA1 phosphorylation in irradiated cells upon MTHFD1 
knockdown. Moreover, depletion of MTHFD2 more consistently impaired clonogenic 
survival after IR treatment as compared to silencing of MTHFD1. Thus, we propose that 

MTHFD2 has a more prominent role in regulating DSB repair following IR treatment than 
MTHFD1. To strengthen this claim, it would be important to also show that depletion of 
MTHFD1 does not impair end resection to the same extent as knockdown of MTHFD2. To 
address this, the effect of MTHFD1 silencing on formation of RPA foci could be studied 

and compared to that of MTHFD2 knockdown. 

To study the function of MTHFD1 and MTHFD2 in DSB repair, we mainly employed siRNA-
mediated silencing throughout the entire Paper III. However, both isoenzymes contain a 
DC domain and share considerable sequence homology82. Therefore, the validity of the 
conclusions drawn from the results depends on the specificity of the siRNAs used. In 

theory, it would be possible that an siRNA designed to silence MTHFD2 could also target 
MTHFD1 (DC), making it hard to distinguish between MTHFD1- and MTHFD2-mediated 
effects. However, when validating successful knockdown on Western blot, we could not 
detect any significant cross-reactivity, indicating that our siRNAs used against MTHFD1 

and MTHFD2 were specific enough.    

The role of MTHFD2 in DSB repair identified in Paper III may also have therapeutic 
implications. Importantly, we observed that otherwise relatively radioresistant SW620 
cells could be sensitized to IR treatment upon MTHFD2 knockout. Moreover, we found 
increased MTHFD2 mRNA levels especially in radioresistant ALL patients following IR 

when analyzing available gene expression arrays. These findings collectively suggest that 
targeting MTHFD2 may open up novel strategies to combat radioresistance and this 
should be further tested. Interestingly, we also showed that pre-treatment with the 
MTHFD1/2 inhibitor TH9619 resulted in increased levels of DNA damage in TC71 Ewing 
sarcoma cells following IR treatment. This suggests that pharmacological targeting of 

MTHFD2 can be used to modulate DSB repair activity in cancer cells and encourages 
testing IR in combination with MTHFD1/2 inhibitors in the future. It would also be 
interesting to examine whether TH9619 can alter the IR response similarly to MTHFD2 
knockdown/knockout as observed in Paper III. For example, the effect of short-term 
treatment with TH9619 on end resection following IR could be studied. An interesting 
question is also whether TH9619, which is a small molecule, can disrupt any potential 

protein-protein interactions MTHFD2 might have in DSB repair. Since TH9619 is not an 
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MTHFD2-specific compound, distinguishing between inhibition of nuclear MTHFD2 and 

impaired thymidylate synthesis through targeting MTHFD1 (DC) may, however, be 
challenging when treating cells long-term with TH9619. It would be interesting to develop 

MTHFD1-specific compounds and compare them to TH9619.  

In addition to its radiosensitizing potential, targeting MTHFD2 may also sensitize repair-
proficient cancers to PARP inhibitors by generating an HR defect. In Paper III, we showed 
that TH9619 synergized with the PAPR inhibitor talazoparib in vitro in THP-1 leukemia 
cells and to a lesser extent in SW620 colorectal cancer cells. However, lack of in vivo 
models remains a limitation of this study. Therefore, it would be important to further 

assess this combination in relevant solid cancer cell models, as well as animal models to 
enable us to draw more definitive conclusions about the translational implications of 

MTHFD1/2 inhibitors in this context.     

5.3 Challenges in clinical translation of MTHFD1/2 inhibitors  

Overall, this thesis presents promising preclinical findings regarding the development of 
MTHFD1/2 inhibitors as potential anticancer agents. However, to translate these 
compounds into actual cancer therapies poses also challenges which need to be 

addressed in future studies.    

First, standard mouse xenograft models are likely not suitable for predicting TH9619 
efficacy in humans due to the striking differences in metabolite levels between the two 
species. In mouse plasma, the levels of thymidine and folate are significantly higher (at 
least 10-fold), whereas hypoxanthine levels are much lower (100-1,000-fold) than in 
human plasma300–302. As we demonstrate in Papers I and II, folate, thymidine and 

hypoxanthine levels greatly influenced the efficacy of TH9619. Keeping mice on low-
folate diet is one way effectively reduce folate levels in these animals302–304. In Paper I, 
we show that feeding the mice with a low-folate diet improved the antitumor activity of 
TH9619 as compared to standard diet. However, low-folate diet did not decrease high 
plasma thymidine levels in mice. Conversion of thymidine to dTMP by TK1 and TK2 can 
effectively bypass inhibition of de novo thymidylate synthesis54,58,305. Previous studies on 

TYMS inhibitors, such as raltitrexed, have highlighted the problem with high thymidine 
levels in murine models, which complicates the study of anticancer effects of drugs 
targeting de novo thymidylate synthesis300,306. Therefore, means to combat high 
thymidine levels in mouse plasma are likely needed in the future when evaluating the 
antitumor efficacy of TH9619 in murine xenograft models. Currently, a limitation of the 

studies presented in this thesis is their lack of several preclinical in vivo models. One 

potential way forward could be the use of TK-deficient tumor models304,307,308.  

Second, metabolic plasticity might pose a challenge for translating TH9619 into a 
clinically relevant anticancer drug. Even though the level of thymidine in human plasma 

is relatively low, cancer cells can still shift to pyrimidine salvage which may reduce or 
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even abolish the efficacy of TH9619. Moreover, human plasma also contains uridine 

(roughly 3.6 µM)301, which can be converted intracellularly into UMP by UCK and 
ultimately contributes to the generation of dTTP54,58. However, it remains to be tested 
whether pyrimidine salvage has a significant effect on the clinical outcome of TH9619 as 

monotherapy.  

Another important question is whether TH9619 can still show efficacy in tumors treated 
with other antifolates, like methotrexate and pemetrexed, or antimetabolites, such as 5-
FU. This is relevant since patients will have received chemotherapy and may have likely 
developed resistance before trying TH9619. Pemetrexed is used to treat for example 

non-small cell lung cancer309, while 5-FU is often used for the treatment of colorectal 
cancer, for instance310. The 10-CHO-THF trapping mechanism of TH9619 (Paper II) differs 
from the mechanism of action of other antifolates (methotrexate) and antimetabolites 
targeting TYMS (5-FU), however, they all ultimately disrupt de novo thymidylate 
synthesis and will likely share at least some common resistance mechanisms. Therefore, 
it would be interesting to test in vitro whether TH9619 can still have a cytotoxic effect 

on cancer cell lines that have acquired resistance to methotrexate, pemetrexed or 5-FU 

in order to elucidate the extent of cross-resistance.    

Lastly, predicting patient groups that are sensitive to TH9619 treatment may be 

challenging. In Paper I, we found that not all leukemia cell lines responded to TH9619. 
Preliminary results from our group and collaborators also show that a substantial 
number of hematological and solid tumor cell lines do not respond to TH9619 (data not 
shown).  In Paper II, we propose that MTHFD2 overexpression and formate overflow are 
important factors contributing the cytotoxic effect of TH9619 via trapping of 10-CHO-
THF. However, these likely represent only a fraction of the predictors for TH9619 

sensitivity, and the reality is probably much more complex than what we have 
uncovered so far. Folate trap may also not be efficient enough in some cancer cells that 
do not respond to TH9619, which would allow SHMT1 to generate 5,10-CH2-THF for 
thymidylate synthesis. So far, we have only tested the accumulation of 10-CHO-THF 
upon TH9619 treatment in a few responsive cell lines. Predicting responses to TH9619 

will potentially require establishing regression models with multiple predictors. For 
instance, establishing TH9619-resistant cancer cell lines would not only provide 
important information on the resistance mechanisms, but also generate important data 
which could be built into the models predicting TH9619 response. It would be interesting 
to establish these drug resistant cancer cell lines in the future and compare their mRNA 

and protein expression to parental cells. In the future, collaborative research will be 
needed to address additional factors contributing to TH9619 sensitivity and identify 

potentially responsive patient groups.  
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5.4 Concluding remarks  

The constituent papers of this thesis showcase the development of MTHFD1/2 inhibitors, 
including the lead candidate TH9619, elucidate their complex mechanism of action and 

discuss their therapeutic potential in cancer. Moreover, our findings shed light on the 
nuclear role of MTHFD2 in DNA repair. Future research should be devoted to evaluating 
the efficacy of MTHFD1/2 inhibitors in various cancer types, investigating resistance 
mechanisms and combination strategies with other therapies, identifying potentially 
responsive patient groups and exploring the detailed molecular mechanisms behind 

MTHFD2-regulated DSB repair.   





 

 49 

6 Acknowledgements 
Welcome to arguably the most interesting section of the entire thesis! And thank you for 
making it this far in the story. And even if you skipped all the other sections in the main 
questline (i.e., the science), no hard feelings, because a lot of the more personal story 
and behind-the-scenes are revealed here. Doing a PhD is a bumpy ride, with its highs 

and lows, and especially during the low points support becomes extremely important. 
As with any PhD thesis, this would not have been possible without the support from 
several people along the way. Thus, I would like to express my sincere gratitude to 
everybody who has, in one way or another, been part of the party and contributed to my 

quest of becoming a PhD. 

To Thomas, my main supervisor, thank you for giving me the opportunity to pursue a 
PhD in your group and grow as a scientist. Thank you for replying to my awkward email in 
2016 and taking me in as a research intern, which started my long path in your group. 
Your trust and support allowed me to gain independence and pursue my research 

interests. In addition to scientific skills, I also got the opportunity to learn interpersonal 

and management skills in your group, which I am grateful for.  

To Ann-Sofie, my closest co-supervisor, thank you for your continuous support, both 
scientific and mental. Thank you for always believing in me and understanding the ups 

and downs of being a PhD student. Thank you for meticulously correcting this thesis, 
without you there would be even more typos and weird sentences than there already is. 
I am so grateful for all your wise words about work-life balance and you highlighting the 
importance of taking care of oneself. Without your guidance this journey would not have 

been possible.  

To my co-supervisors Oliver and Niklas, thank you for your invaluable guidance and 
scientific input during my project. You always backed me up when needed. I am glad 
that you had the patience to sit with me in the microscope room when I could not first 

locate DNA fibers and when my EdU staining turned out all crappy because I used the 

wrong ATTO488 stain without the azide.  

To my former co-supervisor Ulrika, thank you for initially hiring me and supervising me 
during your time as the acting/deputy group leader of the Helleday group in 2020-2021. 

I will never forget your kind and empathetic attitude; you are an inspiring role model. 

Thank you for always encouraging me to believe in myself.   

To Ana, my “mini-boss” and dear colleague, thank you for always having my back and 
helping me to get through the final stages of my PhD. Thank you for always reading 

through my manuscripts and other texts with a critical eye. I admire your 
straightforwardness; it was always so easy to have a chat with you, whether it was 
science or something else. No matter how stupid my questions were, you always found 



 

 50 

the time to reply. You also taught me how to prioritize tasks. I have a habit of getting 

stuck on tiny details, so getting help with prioritization was very important to me. Just do 

it!  

To Martin Henriksson, thank you for all the insightful discussions and compounds 

throughout the years. Your ability to absorb scientific literature and come up with 
hypotheses is truly inspiring, and I have learnt a lot from you. You were always available 
for discussing the project and suggesting experiments, which helped me tremendously 

to complete my PhD.   

Nina, thank you for guiding me in the lab when I was still only a freshly graduated 
bachelor student and had just joined the group. Thank you for introducing me to the 
field of DNA repair and metabolism, and giving me a chance to challenge myself in order 

to grow as a scientist.   

To all the PhD students that graduated during my time in the lab, thank you for always 
supporting me whenever I asked for help. I am very grateful to have met you and shared 
this PhD journey with you. Nadilly, thank you for being the skilled lab senior and 
providing hands-on guidance in the lab. Thank you for showing me all the protocols and 

tricks in the lab, as well as having lots of patience with my sometimes very silly 
questions. I am indebted to you for laying plenty of the groundwork for this project. 
Anna and Jemina, thank you for teaching me wet lab skills and sharing your opinions on 
mental health and work-life balance in the context of PhD studies. Your positive attitude 
and smiles brightened up the lab and I am happy we could share the lab together when I 
was just started my PhD journey. Aleksandra, thank you for your kind guidance during 

the turbulent times of my PhD studies and taking the time to chat with me when I 
desperately needed advice from a senior student. Your drive and empathy are really an 
example to follow. Bishoy, thank you for helping me to make the fanciest doctoral hats 
for graduating PhDs in the lab! I will always remember our good teamwork, great music 
and the overabundance of glitter. Marianna, thank you for the chats in the fika room or 

in the office. A special mention to fellow cat lady Stella, thank you for sharing valuable 
life lessons and advice on how to survive the PhD madness. Your empathy and humor 
help in every situation, and you know that I never say no to good memes. I will always 
cherish the time when we were the only PhD students left in the group, navigating at the 

sea of messy PhD. Vanya sulie!    

To all the current PhD students who started their studies after me and whom I have had 
the honor of sharing the lab with, thank you for all the nice afterwork and chats. Jianyu, 
James and Christopher, I am certain you will excel in your own PhD projects and I wish 

you all the best in your future endeavors.  

A special thanks to my students Christina, Hannah, Crystal, Korbinian and Amber. You 
have been an integral part of this questline, and I could never have completed this PhD 



 

 51 

without your help. You are all true stars with bright future careers ahead. I have learnt so 

much from you, and seeing you develop and graduate has been a great joy. I wish you 
only the best in the future and hope we keep in touch. You are all truly wonderful! A 
special thanks to Christina for all the help with experiments and the famous Cretan 

honey that kept me going even when I found writing this thesis difficult.  

To Dimitrios, Miriam, Giorgia, Maeve, Emilio, Femke, Theodora, thank you for being the 
wise postdoctoral researchers, giving me perspective and brightening up my days in the 

lab! I wish all the best for you in the future!  

To Maurice, thank you for listening to my PhD problems when I felt lost and sharing your 

perspective with me. Your supportive attitude is admirable.  

To all the past and present members of the Helleday lab, my sincerest thanks for all the 

help and support since 2016. Thank you Athina, Teresa and Louise for your tireless 
administrative work behind the scenes. To Evert, Elisée, Ingrid, Kumar and Therese, 
thank you for being kind-hearted and supportive colleagues. I am grateful for working 

alongside you all these years.  

To Sean and Simin, thank you for bringing me on board for your project and allowing me 

to learn about SAMHD1 when I was unsure about how my other projects would turn out.  

To all our collaborators, past and present, thank you all for being part of my PhD journey. 

A special thanks to Alanna, Nicole and Johannes: you showed me how great teamwork 
can be at its best and complemented with your knowledge in areas where I was lacking. I 
would have never managed tight manuscript revisions right before Christmas without 
your limitless support. I hope for more great scientific discoveries together in the future! 

Thanks also to Jérôme, Etienne, Anne and Elodie for your tireless work with CLL.  

Thanks to The Osk. Huttunen Foundation and Gunvor Plantings stiftelse for the 

financial support during the first half of my PhD journey.  

To Ben and Mary Bridges, thank you for all your running-related content that I 
discovered on YouTube during my summer vacation in 2022 and which inspired me to 
start my own running journey. Your advice helped me to complete my first ever half 
marathon in autumn 2022 in Uppsala, as well as a marathon in summer 2023 in 
Stockholm. Finding joy in running has helped me greatly to be one step closer to a 

healthier work-life balance. You two are truly inspiring!  

To my friend and IT expert Sanna, thank you for all the lovely summer trips to Tegelön 
together and fun discussions. You always stayed calm when I was panicking with either a 
broken PlayStation or PC and troubleshooted meticulously. This work would not have 

been possible without your lovely laughter and finding me a new excellent laptop to 

write my thesis on.   



 

 52 

To my friend Onni, thank you for the ears and voice of reason throughout the years. I am 

grateful that I have had the opportunity to share my scientific journey with you and also 
witness your passion for science. Our chats while playing Civilization VI were a nice 
distraction from the PhD work. Thank you for always listening whenever I experienced 
meltdowns and being a calming influence. And sorry for all the lengthy calls and 
messages. I hope I can return the favour! Thank you for also commenting on the popular 

science summary of this thesis. Cytosoli, vissiin soluneste?    

To my friend Pauliina, thank you for all our chats over the Internet and phone when it 
was hard to find anything positive in the world while doing a PhD in the middle of the 

global Covid-19 pandemic. Thank you for exchanging thoughts about work-life balance 
while watching airheaded reality TV shows together. I had a great laugh and could 

disconnect from work thanks to you. Älä ylirasita itseäsi!  

To Armo and Hillervo, kiitos lukuisista juttutuokioista Tampereen vierailujeni aikana. Te 

olette aina olleet kiinnostuneita, mitä täällä lahden toisella puolella tapahtuu, ja Armon 
innostus konfokaalimikroskooppeihin on ollut tarttuvaa. Meillä on riittänyt juttua muun 
muassa siitä, miten fluoresenssi toimii ja miten soluviljelystä päästään näyttäviin kuviin 
saakka. Teidän kiinnostus kaikkeen maan ja taivaan väliltä on ihailtavaa, ja se on 

inspiroinut minua opettelemaan aina jotain uutta.  

To Karin and Anders, thank you for your support and showing so much genuine interest 
in my research topic. You have challenged me to explain the science in terms that are 
easy to understand, which is not that trivial after all. Thank you for letting me rest at 

Tegelön when I desperately needed a break from the daily grind of research. 

To my parents Birgitta and Arto, kiitos kaikesta tuesta viimeisimmän kolmenkymmenen 
vuoden aikana. Te olette aina olleet tukena ja turvana kaikissa elämänvaiheissa, 
tohtorikoulutus mukaan lukien. Kiitos, että olen saanut tulla Harankadulle lepäämään ja 

saunomaan, kun olen leopa tarvinnut. Kiitos kaikista paketeista tänne Ruotsiin, ne ovat 
muistuttaneet kodista hetkinä, jolloin olen kaivannut takaisin Tampereelle. Kiitos, että 

olette aina uskoneet minuun ja rakastaneet minua ehdoitta.  

To my beloved cats Mårran and Majsan, thank you keeping my morale high when writing 

this thesis and providing insight into the most important things in life – you have it all 
figured out! Thank you for helping me to relieve my anxiety on those days when I could 
barely get anything written. You sure are dinguses sometimes and almost chewed up 
any paper or book within your reach, but I am sure that this was just part of your grand 

plan to get me to take regular breaks and mind my stiff neck.  

Jakob, my partner and best friend. No words can describe how grateful and happy I am 
to have had you on my side during this long journey, filled with joy, stress, tears and 
doubts. Thank you for being my most faithful party member and a limitless support 



 

 53 

when tackling this PhD quest. You have always believed in me and been my ray of 

sunshine. Thank you for putting up with my antics for so long. All the late nights in the lab 
or in front of the computer working on manuscripts and data analysis, commuting to the 
lab even during the weekends, and missed meals, you have witnessed them all. Thank 
you for snapping me back to reality whenever I switched to hyperfocus mode and could 
not let go of work-related things even in our free time. Thank you for playing all the good 

games with me when I needed to escape the reality: Vampire: The Masquerade – 
Bloodlines, Ghost of Tsushima, The Witcher 2: Assassins of Kings, The Witcher 3: Wild 
Hunt, The Elder Scrolls V: Skyrim, Until Dawn, The Quarry, Cyberpunk 2077, Mass Effect, 
Mass Effect 2, Mass Effect 3, Resident Evil 4 and Street Fighter 6. I am forever grateful for 
being able to share this PhD time with you and I am excited for the many quests yet to 

come during our time together. 

Oh, and I almost forgot to tell you: I love you! 

 

And to everyone else who in one way or another supported and contributed to this 

work, you have my sincerest thanks. 





 

 55 

7 References 
1.     Sung, H. et al. Global Cancer Statistics 2020: GLOBOCAN Estimates of Incidence and 

Mortality Worldwide for 36 Cancers in 185 Countries. CA. Cancer J. Clin. 71, 209–249 (2021). 

2. Bray, F., Laversanne, M., Weiderpass, E. & Soerjomataram, I. The ever-increasing importance of 
cancer as a leading cause of premature death worldwide. Cancer 127, 3029–3030 (2021). 

3. Papac, R. J. Origins of cancer therapy. Yale J. Biol. Med. 74, 391–398 (2001). 

4. Jackson, S. P. & Bartek, J. The DNA-damage response in human biology and disease. Nature 
461, 1071–1078 (2009). 

5. Bao, S. et al. Glioma stem cells promote radioresistance by preferential activation of the DNA 
damage response. Nature 444, 756–760 (2006). 

6. Mansoori, B., Mohammadi, A., Davudian, S., Shirjang, S. & Baradaran, B. The Different 
Mechanisms of Cancer Drug Resistance: A Brief Review. Adv. Pharm. Bull. 7, 339–348 (2017). 

7. Baudino, T. A. Targeted Cancer Therapy: The Next Generation of Cancer Treatment. Curr. 
Drug Discov. Technol. 12, 3–20 (2015). 

8. Zhong, L. et al. Small molecules in targeted cancer therapy: advances, challenges, and future 
perspectives. Signal Transduct. Target. Ther. 6, 1–48 (2021). 

9. Hanahan, D. & Weinberg, R. A. Hallmarks of Cancer: The Next Generation. Cell 144, 646–674 
(2011). 

10. Hanahan, D. Hallmarks of Cancer: New Dimensions. Cancer Discov. 12, 31–46 (2022). 

11. DeBerardinis, R. J., Sayed, N., Ditsworth, D. & Thompson, C. B. Brick by brick: metabolism and 
tumor cell growth. Curr. Opin. Genet. Dev. 18, 54–61 (2008). 

12. Faubert, B., Solmonson, A. & DeBerardinis, R. J. Metabolic reprogramming and cancer 
progression. Science 368, eaaw5473 (2020). 

13. Kim, J. & DeBerardinis, R. J. Mechanisms and Implications of Metabolic Heterogeneity in 
Cancer. Cell Metab. 30, 434–446 (2019). 

14. Warburg, O. Über den Stoffwechsel der Carcinomzelle. Naturwissenschaften 12, 1131–1137 
(1924). 

15. Warburg, O., Wind, F. & Negelein, E. THE METABOLISM OF TUMORS IN THE BODY. J. Gen. 
Physiol. 8, 519–530 (1927). 

16. Warburg, O. On the origin of cancer cells. Science 123, 309–314 (1956). 

17. Koppenol, W. H., Bounds, P. L. & Dang, C. V. Otto Warburg’s contributions to current concepts 
of cancer metabolism. Nat. Rev. Cancer 11, 325–337 (2011). 

18. Ward, P. S. & Thompson, C. B. Metabolic Reprogramming: A Cancer Hallmark Even Warburg 
Did Not Anticipate. Cancer Cell 21, 297–308 (2012). 

19. Weinberg, S. E. & Chandel, N. S. Targeting mitochondria metabolism for cancer therapy. Nat. 
Chem. Biol. 11, 9–15 (2015). 

20. Vander Heiden, M. G., Cantley, L. C. & Thompson, C. B. Understanding the Warburg effect: the 
metabolic requirements of cell proliferation. Science 324, 1029–1033 (2009). 

21. Farber, S. & Diamond, L. K. Temporary remissions in acute leukemia in children produced by 
folic acid antagonist, 4-aminopteroyl-glutamic acid. N. Engl. J. Med. 238, 787–793 (1948). 

 



 

 56 

22.   Miller, D. R. A tribute to Sidney Farber-- the father of modern chemotherapy. Br. J.  Haematol. 
134, 20–26 (2006). 

23.   Stine, Z. E., Schug, Z. T., Salvino, J. M. & Dang, C. V. Targeting cancer metabolism in the era of  
precision oncology. Nat. Rev. Drug Discov. 21, 141–162 (2022). 

24. Druker, B. J. et al. Effects of a selective inhibitor of the Abl tyrosine kinase on the growth of 
Bcr–Abl positive cells. Nat. Med. 2, 561–566 (1996). 

25. Zimmermann, J., Buchdunger, E., Mett, H., Meyer, T. & Lydon, N. B. Potent and selective 
inhibitors of the Abl-kinase: phenylamino-pyrimidine (PAP) derivatives. Bioorg. Med. Chem. 
Lett. 7, 187–192 (1997). 

26. le Coutre, P. et al. In Vivo Eradication of Human BCR/ABL-Positive Leukemia Cells With an ABL 
Kinase Inhibitor. JNCI J. Natl. Cancer Inst. 91, 163–168 (1999). 

27. Dang, C. V. & Semenza, G. L. Oncogenic alterations of metabolism. Trends Biochem. Sci. 24, 
68–72 (1999). 

28. Levine, A. J. & Puzio-Kuter, A. M. The control of the metabolic switch in cancers by oncogenes 
and tumor suppressor genes. Science 330, 1340–1344 (2010). 

29. DeBerardinis, R. J. & Chandel, N. S. Fundamentals of cancer metabolism. Sci. Adv. 2, e1600200 
(2016). 

30. Jones, R. G. & Thompson, C. B. Tumor suppressors and cell metabolism: a recipe for cancer 
growth. Genes Dev. 23, 537–548 (2009). 

31. DeNicola, G. M. & Cantley, L. C. Cancer’s Fuel Choice: New Flavors for a Picky Eater. Mol. Cell 
60, 514–523 (2015). 

32. Thompson, C. B. Metabolic Enzymes as Oncogenes or Tumor Suppressors. N. Engl. J. Med. 
360, 813–815 (2009). 

33. Yang, M., Soga, T. & Pollard, P. J. Oncometabolites: linking altered metabolism with cancer. J. 
Clin. Invest. 123, 3652–3658 (2013). 

34. Mullen, A. R. & DeBerardinis, R. J. Genetically-defined metabolic reprogramming in cancer. 
Trends Endocrinol. Metab. TEM 23, 552–559 (2012). 

35. Yan, H. et al. IDH1 and IDH2 mutations in gliomas. N. Engl. J. Med. 360, 765–773 (2009). 

36. Dang, L. et al. Cancer-associated IDH1 mutations produce 2-hydroxyglutarate. Nature 462, 
739–744 (2009). 

37. Gross, S. et al. Cancer-associated metabolite 2-hydroxyglutarate accumulates in acute 
myelogenous leukemia with isocitrate dehydrogenase 1 and 2 mutations. J. Exp. Med. 207, 
339–344 (2010). 

38. Ward, P. S. et al. The common feature of leukemia-associated IDH1 and IDH2 mutations is a 
neomorphic enzyme activity converting alpha-ketoglutarate to 2-hydroxyglutarate. Cancer 
Cell 17, 225–234 (2010). 

39. Figueroa, M. E. et al. Leukemic IDH1 and IDH2 mutations result in a hypermethylation 
phenotype, disrupt TET2 function, and impair hematopoietic differentiation. Cancer Cell 18, 
553–567 (2010). 

40. Xu, W. et al. Oncometabolite 2-hydroxyglutarate is a competitive inhibitor of α-
ketoglutarate-dependent dioxygenases. Cancer Cell 19, 17–30 (2011). 

41. Turcan, S. et al. IDH1 mutation is sufficient to establish the glioma hypermethylator 
phenotype. Nature 483, 479–483 (2012). 



 

 57 

42. Mullard, A. FDA approves first-in-class cancer metabolism drug. Nat. Rev. Drug Discov. 16, 
593–593 (2017). 

43. Norsworthy, K. J. et al. FDA Approval Summary: Ivosidenib for Relapsed or Refractory Acute 
Myeloid Leukemia with an Isocitrate Dehydrogenase-1 Mutation. Clin. Cancer Res. Off. J. Am. 
Assoc. Cancer Res. 25, 3205–3209 (2019). 

44. Kang, Y. P., Ward, N. P. & DeNicola, G. M. Recent advances in cancer metabolism: a 
technological perspective. Exp. Mol. Med. 50, 1–16 (2018). 

45. Jain, M. et al. Metabolite Profiling Identifies a Key Role for Glycine in Rapid Cancer Cell 
Proliferation. Science 336, 1040–1044 (2012). 

46. Hu, J. et al. Heterogeneity of tumor-induced gene expression changes in the human 
metabolic network. Nat. Biotechnol. 31, 522–529 (2013). 

47. Nilsson, R. et al. Metabolic enzyme expression highlights a key role for MTHFD2 and the 
mitochondrial folate pathway in cancer. Nat. Commun. 5, 3128 (2014). 

48. McKnight, S. L. On getting there from here. Science 330, 1338–1339 (2010). 

49. Mullard, A. Cancer metabolism pipeline breaks new ground. Nat. Rev. Drug Discov. 15, 735–
737 (2016). 

50. Zhang, H. & Tang, S. Metabolic reprogramming and cancer precision medicine: a narrative 
review. Precis. Cancer Med. 4, (2021). 

51. Wang, W., Cui, J., Ma, H., Lu, W. & Huang, J. Targeting Pyrimidine Metabolism in the Era of 
Precision Cancer Medicine. Front. Oncol. 11, (2021). 

52. Stubbe, J. Ribonucleotide reductases. Adv. Enzymol. Relat. Areas Mol. Biol. 63, 349–419 
(1990). 

53. Nordlund, P. & Reichard, P. Ribonucleotide reductases. Annu. Rev. Biochem. 75, 681–706 
(2006). 

54. Mathews, C. K. Deoxyribonucleotide metabolism, mutagenesis and cancer. Nat. Rev. Cancer 
15, 528–539 (2015). 

55. Cory, J. G. & Sato, A. Regulation of ribonucleotide reductase activity in mammalian cells. Mol. 
Cell. Biochem. 53–54, 257–266 (1983). 

56. Ferraro, P., Franzolin, E., Pontarin, G., Reichard, P. & Bianchi, V. Quantitation of cellular 
deoxynucleoside triphosphates. Nucleic Acids Res. 38, e85 (2010). 

57. Pedley, A. M. & Benkovic, S. J. A New View into the Regulation of Purine Metabolism: The 
Purinosome. Trends Biochem. Sci. 42, 141–154 (2017). 

58. Walter, M. & Herr, P. Re-Discovery of Pyrimidine Salvage as Target in Cancer Therapy. Cells 11, 
739 (2022). 

59. Mandel, P., Wintzerith, M., Klein-Pete, N. & Mandel, L. Comparative Investigation of the Free 
Nucleotides of an Ascitic Hepatoma and of Normal or Regenerating Liver. Nature 198, 1000–
1001 (1963). 

60. Tong, X., Zhao, F. & Thompson, C. B. The molecular determinants of de novo nucleotide 
biosynthesis in cancer cells. Curr. Opin. Genet. Dev. 19, 32–37 (2009). 

61. Lane, A. N. & Fan, T. W.-M. Regulation of mammalian nucleotide metabolism and biosynthesis. 
Nucleic Acids Res. 43, 2466–2485 (2015). 

62. Ducker, G. S. & Rabinowitz, J. D. One-Carbon Metabolism in Health and Disease. Cell Metab. 
25, 27–42 (2017). 



 

 58 

63. Tedeschi, P. M. et al. Contribution of serine, folate and glycine metabolism to the ATP, NADPH 
and purine requirements of cancer cells. Cell Death Dis. 4, e877 (2013). 

64. Farber, S. Some observations on the effect of folic acid antagonists on acute leukemia and 
other forms of incurable cancer. Blood 4, 160–167 (1949). 

65. Goldin, A. et al. A quantitative comparison of the antileukemic effectiveness of two folic acid 
antagonists in mice. J. Natl. Cancer Inst. 15, 1657–1664 (1955). 

66. Chattopadhyay, S., Moran, R. G. & Goldman, I. D. Pemetrexed: biochemical and cellular 
pharmacology, mechanisms, and clinical applications. Mol. Cancer Ther. 6, 404–417 (2007). 

67. Locasale, J. W. Serine, glycine and one-carbon units: cancer metabolism in full circle. Nat. Rev. 
Cancer 13, 572–583 (2013). 

68. Wright, A. J. A. et al. Differential kinetic behavior and distribution for pteroylglutamic acid and 
reduced folates: a revised hypothesis of the primary site of PteGlu metabolism in humans. J. 
Nutr. 135, 619–623 (2005). 

69. Pfeiffer, C. M. et al. Folate status and concentrations of serum folate forms in the US 
population: National Health and Nutrition Examination Survey 2011–2. Br. J. Nutr. 113, 1965–
1977 (2015). 

70. Patanwala, I. et al. Folic acid handling by the human gut: implications for food fortification and 
supplementation. Am. J. Clin. Nutr. 100, 593–599 (2014). 

71. Banerjee, R. V. & Matthews, R. G. Cobalamin-dependent methionine synthase. FASEB J. Off. 
Publ. Fed. Am. Soc. Exp. Biol. 4, 1450–1459 (1990). 

72. Finkelstein, J. D. Methionine metabolism in mammals. J. Nutr. Biochem. 1, 228–237 (1990). 

73. Stover, P. J. Vitamin B12 and older adults. Curr. Opin. Clin. Nutr. Metab. Care 13, 24–27 (2010). 

74. Hou, Z. & Matherly, L. H. Biology of the major facilitative folate transporters SLC19A1 and 
SLC46A1. Curr. Top. Membr. 73, 175–204 (2014). 

75. Chasin, L. A., Feldman, A., Konstam, M. & Urlaub, G. Reversion of a Chinese Hamster Cell 
Auxotrophic Mutant. Proc. Natl. Acad. Sci. 71, 718–722 (1974). 

76. Titus, S. A. & Moran, R. G. Retrovirally Mediated Complementation of the glyBPhenotype: 
CLONING OF A HUMAN GENE ENCODING THE CARRIER FOR ENTRY OF FOLATES INTO 
MITOCHONDRIA*. J. Biol. Chem. 275, 36811–36817 (2000). 

77. Kim, D. W., Huang, T., Schirch, D. & Schirch, V. Properties of Tetrahydropteroylpentaglutamate 
Bound to 10-Formyltetrahydrofolate Dehydrogenase. Biochemistry 35, 15772–15783 (1996). 

78. Freemantle, S. J., Taylor, S. M., Krystal, G. & Moran, R. G. Upstream organization of and multiple 
transcripts from the human folylpoly-gamma-glutamate synthetase gene. J. Biol. Chem. 270, 
9579–9584 (1995). 

79. Visentin, M., Zhao, R. & Goldman, I. D. The Antifolates. Hematol. Oncol. Clin. North Am. 26, 629–
ix (2012). 

80. Labuschagne, C. F., van den Broek, N. J. F., Mackay, G. M., Vousden, K. H. & Maddocks, O. D. K. 
Serine, but Not Glycine, Supports One-Carbon Metabolism and Proliferation of Cancer Cells. 
Cell Rep. 7, 1248–1258 (2014). 

81. Appling, D. R. Compartmentation of folate-mediated one-carbon metabolism in eukaryotes. 
FASEB J. Off. Publ. Fed. Am. Soc. Exp. Biol. 5, 2645–2651 (1991). 

82. Christensen, K. E. & MacKenzie, R. E. Mitochondrial one-carbon metabolism is adapted to the 
specific needs of yeast, plants and mammals. BioEssays News Rev. Mol. Cell. Dev. Biol. 28, 
595–605 (2006). 



 

 59 

83. Field, M. S., Kamynina, E., Chon, J. & Stover, P. J. Nuclear Folate Metabolism. Annu. Rev. Nutr. 38, 
219–243 (2018). 

84. Lee, G. Y. et al. Comparative oncogenomics identifies PSMB4 and SHMT2 as potential cancer 
driver genes. Cancer Res. 74, 3114–3126 (2014). 

85. Prem veer Reddy, G. & Pardee, A. B. Multienzyme complex for metabolic channeling in 
mammalian DNA replication. Proc. Natl. Acad. Sci. U. S. A. 77, 3312–3316 (1980). 

86. Woeller, C. F., Anderson, D. D., Szebenyi, D. M. E. & Stover, P. J. Evidence for small ubiquitin-like 
modifier-dependent nuclear import of the thymidylate biosynthesis pathway. J. Biol. Chem. 
282, 17623–17631 (2007). 

87. Anderson, D. D., Eom, J. Y. & Stover, P. J. Competition between Sumoylation and Ubiquitination 
of Serine Hydroxymethyltransferase 1 Determines Its Nuclear Localization and Its 
Accumulation in the Nucleus*. J. Biol. Chem. 287, 4790–4799 (2012). 

88. Anderson, D. D., Woeller, C. F., Chiang, E.-P., Shane, B. & Stover, P. J. Serine 
Hydroxymethyltransferase Anchors de Novo Thymidylate Synthesis Pathway to Nuclear 
Lamina for DNA Synthesis. J. Biol. Chem. 287, 7051–7062 (2012). 

89. Field, M. S. et al. Nuclear enrichment of folate cofactors and methylenetetrahydrofolate 
dehydrogenase 1 (MTHFD1) protect de novo thymidylate biosynthesis during folate 
deficiency. J. Biol. Chem. 289, 29642–29650 (2014). 

90. Kamynina, E. et al. Arsenic trioxide targets MTHFD1 and SUMO-dependent nuclear de novo 
thymidylate biosynthesis. Proc. Natl. Acad. Sci. U. S. A. 114, E2319–E2326 (2017). 

91. Herbig, K. et al. Cytoplasmic Serine Hydroxymethyltransferase Mediates Competition 
between Folate-dependent Deoxyribonucleotide andS-Adenosylmethionine Biosyntheses*. 
J. Biol. Chem. 277, 38381–38389 (2002). 

92. Anderson, D. D. & Stover, P. J. SHMT1 and SHMT2 are functionally redundant in nuclear de 
novo thymidylate biosynthesis. PloS One 4, e5839 (2009). 

93. Palmer, A. M., Kamynina, E., Field, M. S. & Stover, P. J. Folate rescues vitamin B12 depletion-
induced inhibition of nuclear thymidylate biosynthesis and genome instability. Proc. Natl. 
Acad. Sci. 114, E4095–E4102 (2017). 

94. Blount, B. C. et al. Folate deficiency causes uracil misincorporation into human DNA and 
chromosome breakage: implications for cancer and neuronal damage. Proc. Natl. Acad. Sci. U. 
S. A. 94, 3290–3295 (1997). 

95. Field, M. S., Kamynina, E., Watkins, D., Rosenblatt, D. S. & Stover, P. J. Human mutations in 
methylenetetrahydrofolate dehydrogenase 1 impair nuclear de novo thymidylate 
biosynthesis. Proc. Natl. Acad. Sci. 112, 400–405 (2015). 

96. Arnaudeau, C., Lundin, C. & Helleday, T. DNA double-strand breaks associated with replication 
forks are predominantly repaired by homologous recombination involving an exchange 
mechanism in mammalian cells. J. Mol. Biol. 307, 1235–1245 (2001). 

97. Sdelci, S. et al. MTHFD1 interaction with BRD4 links folate metabolism to transcriptional 
regulation. Nat. Genet. 51, 990–998 (2019). 

98. Gustafsson Sheppard, N. et al. The folate-coupled enzyme MTHFD2 is a nuclear protein and 
promotes cell proliferation. Sci. Rep. 5, 15029 (2015). 

99. Tibbetts, A. S. & Appling, D. R. Compartmentalization of Mammalian folate-mediated one-
carbon metabolism. Annu. Rev. Nutr. 30, 57–81 (2010). 

100. Li, G., Wu, J., Li, L. & Jiang, P. p53 deficiency induces MTHFD2 transcription to promote cell 
proliferation and restrain DNA damage. Proc. Natl. Acad. Sci. 118, e2019822118 (2021). 



 

 60 

101. Ducker, G. S. et al. Reversal of Cytosolic One-Carbon Flux Compensates for Loss of the 
Mitochondrial Folate Pathway. Cell Metab. 23, 1140–1153 (2016). 

102. Patel, H., Pietro, E. D. & MacKenzie, R. E. Mammalian fibroblasts lacking mitochondrial NAD+-
dependent methylenetetrahydrofolate dehydrogenase-cyclohydrolase are glycine 
auxotrophs. J. Biol. Chem. 278, 19436–19441 (2003). 

103. Ducker, G. S. et al. Human SHMT inhibitors reveal defective glycine import as a targetable 
metabolic vulnerability of diffuse large B-cell lymphoma. Proc. Natl. Acad. Sci. 114, 11404–
11409 (2017). 

104. Lee, W. D. et al. Tumor Reliance on Cytosolic versus Mitochondrial One-Carbon Flux Depends 
on Folate Availability. Cell Metab. 33, 190-198.e6 (2021). 

105. Mejia, N. R. & MacKenzie, R. E. NAD-dependent methylenetetrahydrofolate dehydrogenase is 
expressed by immortal cells. J. Biol. Chem. 260, 14616–14620 (1985). 

106. Christensen, K. E., Mirza, I. A., Berghuis, A. M. & Mackenzie, R. E. Magnesium and phosphate ions 
enable NAD binding to methylenetetrahydrofolate dehydrogenase-methenyltetrahydrofolate 
cyclohydrolase. J. Biol. Chem. 280, 34316–34323 (2005). 

107. Smith, G. K. et al. Activity of an NAD-dependent 5,10-methylenetetrahydrofolate 
dehydrogenase in normal tissue, neoplastic cells, and oncogene-transformed cells. Arch. 
Biochem. Biophys. 283, 367–371 (1990). 

108. Bolusani, S. et al. Mammalian MTHFD2L encodes a mitochondrial methylenetetrahydrofolate 
dehydrogenase isozyme expressed in adult tissues. J. Biol. Chem. 286, 5166–5174 (2011). 

109. Shin, M., Bryant, J. D., Momb, J. & Appling, D. R. Mitochondrial MTHFD2L Is a Dual Redox 
Cofactor-specific Methylenetetrahydrofolate Dehydrogenase/Methenyltetrahydrofolate 
Cyclohydrolase Expressed in Both Adult and Embryonic Tissues. J. Biol. Chem. 289, 15507–
15517 (2014). 

110. Nilsson, R., Nicolaidou, V. & Koufaris, C. Mitochondrial MTHFD isozymes display distinct 
expression, regulation, and association with cancer. Gene 716, 144032 (2019). 

111. Liu, F. et al. Increased MTHFD2 expression is associated with poor prognosis in breast cancer. 
Tumor Biol. 35, 8685–8690 (2014). 

112. Ju, H.-Q. et al. Modulation of Redox Homeostasis by Inhibition of MTHFD2 in Colorectal 
Cancer: Mechanisms and Therapeutic Implications. J. Natl. Cancer Inst. 111, 584–596 (2019). 

113. Lin, H. et al. MTHFD2 Overexpression Predicts Poor Prognosis in Renal Cell Carcinoma and is 
Associated with Cell Proliferation and Vimentin-Modulated Migration and Invasion. Cell. 
Physiol. Biochem. 51, 991–1000 (2018). 

114. Liu, X. et al. Methylenetetrahydrofolate dehydrogenase 2 overexpression is associated with 
tumor aggressiveness and poor prognosis in hepatocellular carcinoma. Dig. Liver Dis. 48, 
953–960 (2016). 

115. Lehtinen, L. et al. High-throughput RNAi screening for novel modulators of vimentin 
expression identifies MTHFD2 as a regulator of breast cancer cell migration and invasion. 
Oncotarget 4, 48–63 (2012). 

116. Pikman, Y. et al. Targeting MTHFD2 in acute myeloid leukemia. J. Exp. Med. 213, 1285–1306 
(2016). 

117. Zhu, Z. & Leung, G. K. K. More Than a Metabolic Enzyme: MTHFD2 as a Novel Target for 
Anticancer Therapy? Front. Oncol. 10, (2020). 

118. Uhlén, M. et al. A Human Protein Atlas for Normal and Cancer Tissues Based on Antibody 
Proteomics. Mol. Cell. Proteomics 4, 1920–1932 (2005). 



 

 61 

119. Cheek, W. D. & Appling, D. R. Purification, immunoassay, and tissue distribution of rat C1-
tetrahydrofolate synthase. Arch. Biochem. Biophys. 270, 504–512 (1989). 

120. Yu, H. et al. Overexpression of MTHFD1 in hepatocellular carcinoma predicts poorer survival 
and recurrence. Future Oncol. Lond. Engl. 15, 1771–1780 (2019). 

121. Ding, K., Jiang, J., Chen, L. & Xu, X. Methylenetetrahydrofolate Dehydrogenase 1 Silencing 
Expedites the Apoptosis of Non-Small Cell Lung Cancer Cells via Modulating DNA 
Methylation. Med. Sci. Monit. Int. Med. J. Exp. Clin. Res. 24, 7499–7507 (2018). 

122. Pan, R. et al. A redox probe screens MTHFD1 as a determinant of gemcitabine 
chemoresistance in cholangiocarcinoma. Cell Death Discov. 7, 89 (2021). 

123. Meng, Q. et al. Arginine methylation of MTHFD1 by PRMT5 enhances anoikis resistance and 
cancer metastasis. Oncogene 41, 3912–3924 (2022). 

124. Piskounova, E. et al. Oxidative stress inhibits distant metastasis by human melanoma cells. 
Nature 527, 186–191 (2015). 

125. Cohen, S. S., Flaks, J. G., Barner, H. D., Loeb, M. R. & Lichtenstein, J. THE MODE OF ACTION OF 
5-FLUOROURACIL AND ITS DERIVATIVES*. Proc. Natl. Acad. Sci. U. S. A. 44, 1004–1012 (1958). 

126. García-Cañaveras, J. C. et al. SHMT inhibition is effective and synergizes with methotrexate in 
T-cell acute lymphoblastic leukemia. Leukemia 35, 377–388 (2021). 

127. Dekhne, A. S. et al. Novel Pyrrolo[3,2-d]pyrimidine Compounds Target Mitochondrial and 
Cytosolic One-carbon Metabolism with Broad-spectrum Antitumor Efficacy. Mol. Cancer 
Ther. 18, 1787–1799 (2019). 

128. Dekhne, A. S. et al. Cellular Pharmacodynamics of a Novel Pyrrolo[3,2-d]pyrimidine Inhibitor 
Targeting Mitochondrial and Cytosolic One-Carbon Metabolism. Mol. Pharmacol. 97, 9–22 
(2020). 

129. Dionellis, V. S. & Halazonetis, T. D. Beating cancer one carbon at a time. Nat. Cancer 3, 141–142 
(2022). 

130. Gustafsson, R. et al. Crystal Structure of the Emerging Cancer Target MTHFD2 in Complex 
with a Substrate-Based Inhibitor. Cancer Res. 77, 937–948 (2017). 

131. Zhao, L. N., Björklund, M., Caldez, M. J., Zheng, J. & Kaldis, P. Therapeutic targeting of the 
mitochondrial one-carbon pathway: perspectives, pitfalls, and potential. Oncogene 40, 
2339–2354 (2021). 

132. Dekhne, A. S., Hou, Z., Gangjee, A. & Matherly, L. H. Therapeutic Targeting of Mitochondrial 
One-Carbon Metabolism in Cancer. Mol. Cancer Ther. 19, 2245–2255 (2020). 

133. Temple, C., Bennett, L. L., Rose, J. D., Elliott, R. D. & Montgomery, J. H. Synthesis of 
pseudocofactor analogs as potential inhibitors of the folate enzymes. J. Med. Chem. 25, 161–
166 (1982). 

134. Tonkinson, J. L. et al. The Antiproliferative and Cell Cycle Effects of 5,6,7,8-Tetrahydro-
N5,N10-Carbonylfolic Acid, an Inhibitor of Methylenetetrahydrofolate Dehydrogenase, Are 
Potentiated by Hypoxanthine. J. Pharmacol. Exp. Ther. 287, 315–321 (1998). 

135. Schmidt, A. et al. Structures of Three Inhibitor Complexes Provide Insight into the Reaction 
Mechanism of the Human Methylenetetrahydrofolate Dehydrogenase/Cyclohydrolase. 
Biochemistry 39, 6325–6335 (2000). 

136. Kawai, J. et al. Discovery of a Potent, Selective, and Orally Available MTHFD2 Inhibitor 
(DS18561882) with in Vivo Antitumor Activity. J. Med. Chem. 62, 10204–10220 (2019). 



 

 62 

137. Anderson, D. D., Quintero, C. M. & Stover, P. J. Identification of a de novo thymidylate 
biosynthesis pathway in mammalian mitochondria. Proc. Natl. Acad. Sci. U. S. A. 108, 15163–15168 
(2011). 

138. Anderson, D. D., Woeller, C. F. & Stover, P. J. Small ubiquitin-like modifier-1 (SUMO-1) 
modification of thymidylate synthase and dihydrofolate reductase. Clin. Chem. Lab. Med. 45, 
1760–1763 (2007). 

139. Fox, J. T., Shin, W. K., Caudill, M. A. & Stover, P. J. A UV-responsive internal ribosome entry site 
enhances serine hydroxymethyltransferase 1 expression for DNA damage repair. J. Biol. 
Chem. 284, 31097–31108 (2009). 

140. Chen, Y.-L., Eriksson, S. & Chang, Z.-F. Regulation and functional contribution of thymidine 
kinase 1 in repair of DNA damage. J. Biol. Chem. 285, 27327–27335 (2010). 

141. Carreras, C. W. & Santi, D. V. The catalytic mechanism and structure of thymidylate synthase. 
Annu. Rev. Biochem. 64, 721–762 (1995). 

142. Villa, E., Ali, E. S., Sahu, U. & Ben-Sahra, I. Cancer Cells Tune the Signaling Pathways to Empower 
de Novo Synthesis of Nucleotides. Cancers 11, 688 (2019). 

143. Zhou, X. et al. Progressive loss of mitochondrial DNA in thymidine kinase 2-deficient mice. 
Hum. Mol. Genet. 17, 2329–2335 (2008). 

144. Ingraham, H. A., Dickey, L. & Goulian, M. DNA fragmentation and cytotoxicity from increased 
cellular deoxyuridylate. Biochemistry 25, 3225–3230 (1986). 

145. Canman, C. E. et al. Induction of resistance to fluorodeoxyuridine cytotoxicity and DNA 
damage in human tumor cells by expression of Escherichia coli deoxyuridinetriphosphatase. 
Cancer Res. 54, 2296–2298 (1994). 

146. Bessman, M. J. et al. ENZYMATIC SYNTHESIS OF DEOXYRIBONUCLEIC ACID. III. THE 
INCORPORATION OF PYRIMIDINE AND PURINE ANALOGUES INTO DEOXYRIBONUCLEIC ACID. 
Proc. Natl. Acad. Sci. U. S. A. 44, 633–640 (1958). 

147. Boyer, A.-S., Grgurevic, S., Cazaux, C. & Hoffmann, J.-S. The human specialized DNA 
polymerases and non-B DNA: vital relationships to preserve genome integrity. J. Mol. Biol. 
425, 4767–4781 (2013). 

148. Traut, T. W. Physiological concentrations of purines and pyrimidines. Mol. Cell. Biochem. 140, 
1–22 (1994). 

149. Zhang, W. et al. Analysis of deoxyribonucleotide pools in human cancer cell lines using a liquid 
chromatography coupled with tandem mass spectrometry technique. Biochem. Pharmacol. 
82, 411–417 (2011). 

150. Lindahl, T. DNA repair enzymes. Annu. Rev. Biochem. 51, 61–87 (1982). 

151. Ladner, R. D., McNulty, D. E., Carr, S. A., Roberts, G. D. & Caradonna, S. J. Characterization of 
Distinct Nuclear and Mitochondrial Forms of Human Deoxyuridine Triphosphate 
Nucleotidohydrolase (∗). J. Biol. Chem. 271, 7745–7751 (1996). 

152. Canman, C. E., Lawrence, T. S., Shewach, D. S., Tang, H.-Y. & Maybaum, J. Resistance to 
Fluorodeoxyuridine-induced DNA Damage and Cytotoxicity Correlates. 6. 

153. Ladner, R. D. et al. dUTP nucleotidohydrolase isoform expression in normal and neoplastic 
tissues: association with survival and response to 5-fluorouracil in colorectal cancer. Cancer 
Res. 60, 3493–3503 (2000). 

154. Wilson, P. M., Danenberg, P. V., Johnston, P. G., Lenz, H.-J. & Ladner, R. D. Standing the test of 
time: targeting thymidylate biosynthesis in cancer therapy. Nat. Rev. Clin. Oncol. 11, 282–298 
(2014). 



 

 63 

155. MacFarlane, A. J. et al. Nuclear Localization of de Novo Thymidylate Biosynthesis Pathway Is 
Required to Prevent Uracil Accumulation in DNA. J. Biol. Chem. 286, 44015–44022 (2011). 

156. Henderson, J. F. & Khoo, M. K. Y. On the Mechanism of Feedback Inhibition of Purine 
Biosynthesis de Novo in Ehrlich Ascites Tumor Cells in Vitro. J. Biol. Chem. 240, 3104–3109 
(1965). 

157. Yin, J. et al. Potential Mechanisms Connecting Purine Metabolism and Cancer Therapy. Front. 
Immunol. 9, (2018). 

158. Hartman, S. C. & Buchanan, J. M. Biosynthesis of the purines. XXVI. The identification of the 
formyl donors of the transformylation reactions. J. Biol. Chem. 234, 1812–1816 (1959). 

159. Hartman, S. C. & Buchanan, J. M. Nucleic acids, purines, pyrimidines (nucleotide synthesis). 
Annu. Rev. Biochem. 28, 365–410 (1959). 

160. Smith, G. K., Mueller, W. T., Wasserman, G. F., Taylor, W. D. & Benkovic, S. J. Characterization of 
the enzyme complex involving the folate-requiring enzymes of de novo purine biosynthesis. 
Biochemistry 19, 4313–4321 (1980). 

161. Rudolph, J. & Stubbe, J. Investigation of the mechanism of phosphoribosylamine transfer 
from glutamine phosphoribosylpyrophosphate amidotransferase to glycinamide 
ribonucleotide synthetase. Biochemistry 34, 2241–2250 (1995). 

162. An, S., Kumar, R., Sheets, E. D. & Benkovic, S. J. Reversible compartmentalization of de novo 
purine biosynthetic complexes in living cells. Science 320, 103–106 (2008). 

163. An, S., Deng, Y., Tomsho, J. W., Kyoung, M. & Benkovic, S. J. Microtubule-assisted mechanism 
for functional metabolic macromolecular complex formation. Proc. Natl. Acad. Sci. U. S. A. 107, 
12872–12876 (2010). 

164. Baresova, V. et al. Mutations of ATIC and ADSL affect purinosome assembly in cultured skin 
fibroblasts from patients with AICA-ribosiduria and ADSL deficiency. Hum. Mol. Genet. 21, 
1534–1543 (2012). 

165. French, J. B. et al. Hsp70/Hsp90 chaperone machinery is involved in the assembly of the 
purinosome. Proc. Natl. Acad. Sci. U. S. A. 110, 2528–2533 (2013). 

166. Zhao, H. et al. Quantitative analysis of purine nucleotides indicates that purinosomes increase 
de novo purine biosynthesis. J. Biol. Chem. 290, 6705–6713 (2015). 

167. Baresova, V. et al. CRISPR-Cas9 induced mutations along de novo purine synthesis in HeLa 
cells result in accumulation of individual enzyme substrates and affect purinosome 
formation. Mol. Genet. Metab. 119, 270–277 (2016). 

168. French, J. B. et al. Spatial Colocalization and Functional Link of Purinosomes with 
Mitochondria. Science 351, 733–737 (2016). 

169. Chan, C. Y. et al. Purinosome formation as a function of the cell cycle. Proc. Natl. Acad. Sci. U. 
S. A. 112, 1368–1373 (2015). 

170. Chan, C. Y. et al. Microtubule-directed transport of purine metabolons drives their cytosolic 
transit to mitochondria. Proc. Natl. Acad. Sci. U. S. A. 115, 13009–13014 (2018). 

171. Pareek, V., Tian, H., Winograd, N. & Benkovic, S. J. Metabolomics and mass spectrometry 
imaging reveal channeled de novo purine synthesis in cells. Science 368, 283–290 (2020). 

172. He, J., Zou, L.-N., Pareek, V. & Benkovic, S. J. Multienzyme interactions of the de novo purine 
biosynthetic protein PAICS facilitate purinosome formation and metabolic channeling. J. Biol. 
Chem. 101853 (2022) doi:10.1016/j.jbc.2022.101853. 



 

 64 

173. Ward, J. F. DNA damage produced by ionizing radiation in mammalian cells: identities, 
mechanisms of formation, and reparability. Prog. Nucleic Acid Res. Mol. Biol. 35, 95–125 
(1988). 

174. Eisenstadt, E., Warren, A. J., Porter, J., Atkins, D. & Miller, J. H. Carcinogenic epoxides of 
benzo[a]pyrene and cyclopenta[cd]pyrene induce base substitutions via specific 
transversions. Proc. Natl. Acad. Sci. U. S. A. 79, 1945–1949 (1982). 

175. Abraham, R. T. Mammalian target of rapamycin: immunosuppressive drugs uncover a novel 
pathway of cytokine receptor signaling. Curr. Opin. Immunol. 10, 330–336 (1998). 

176. Negrini, S., Gorgoulis, V. G. & Halazonetis, T. D. Genomic instability--an evolving hallmark of 
cancer. Nat. Rev. Mol. Cell Biol. 11, 220–228 (2010). 

177. Hanahan, D. & Weinberg, R. A. Hallmarks of cancer: the next generation. Cell 144, 646–674 
(2011). 

178. Bartkova, J. et al. DNA damage response as a candidate anti-cancer barrier in early human 
tumorigenesis. Nature 434, 864–870 (2005). 

179. Gorgoulis, V. G. et al. Activation of the DNA damage checkpoint and genomic instability in 
human precancerous lesions. Nature 434, 907–913 (2005). 

180. Helleday, T., Petermann, E., Lundin, C., Hodgson, B. & Sharma, R. A. DNA repair pathways as 
targets for cancer therapy. Nat. Rev. Cancer 8, 193–204 (2008). 

181. Gaillard, H., García-Muse, T. & Aguilera, A. Replication stress and cancer. Nat. Rev. Cancer 15, 
276–289 (2015). 

182. Bartkova, J. et al. Oncogene-induced senescence is part of the tumorigenesis barrier 
imposed by DNA damage checkpoints. Nature 444, 633–637 (2006). 

183. Zeman, M. K. & Cimprich, K. A. Causes and Consequences of Replication Stress. Nat. Cell Biol. 
16, 2–9 (2014). 

184. Bianchi, V., Pontis, E. & Reichard, P. Changes of deoxyribonucleoside triphosphate pools 
induced by hydroxyurea and their relation to DNA synthesis. J. Biol. Chem. 261, 16037–16042 
(1986). 

185. Saintigny, Y. et al. Characterization of homologous recombination induced by replication 
inhibition in mammalian cells. EMBO J. 20, 3861–3870 (2001). 

186. Cerqueira, N. M. F. S. A., Fernandes, P. A. & Ramos, M. J. Understanding ribonucleotide 
reductase inactivation by gemcitabine. Chem. Weinh. Bergstr. Ger. 13, 8507–8515 (2007). 

187. Hanada, K. et al. The structure-specific endonuclease Mus81 contributes to replication restart 
by generating double-strand DNA breaks. Nat. Struct. Mol. Biol. 14, 1096–1104 (2007). 

188. Petermann, E., Orta, M. L., Issaeva, N., Schultz, N. & Helleday, T. Hydroxyurea-Stalled Replication 
Forks Become Progressively Inactivated and Require Two Different RAD51-Mediated 
Pathways for Restart and Repair. Mol. Cell 37, 492–502 (2010). 

189. Puigvert, J. C., Sanjiv, K. & Helleday, T. Targeting DNA repair, DNA metabolism and replication 
stress as anti-cancer strategies. FEBS J. 283, 232–245 (2016). 

190. Byun, T. S., Pacek, M., Yee, M., Walter, J. C. & Cimprich, K. A. Functional uncoupling of MCM 
helicase and DNA polymerase activities activates the ATR-dependent checkpoint. Genes 
Dev. 19, 1040–1052 (2005). 

191. Blackford, A. N. & Jackson, S. P. ATM, ATR, and DNA-PK: The Trinity at the Heart of the DNA 
Damage Response. Mol. Cell 66, 801–817 (2017). 



 

 65 

192. Cortez, D., Guntuku, S., Qin, J. & Elledge, S. J. ATR and ATRIP: partners in checkpoint signaling. 
Science 294, 1713–1716 (2001). 

193. Zou, L. & Elledge, S. J. Sensing DNA damage through ATRIP recognition of RPA-ssDNA 
complexes. Science 300, 1542–1548 (2003). 

194. Raderschall, E., Golub, E. I. & Haaf, T. Nuclear foci of mammalian recombination proteins are 
located at single-stranded DNA regions formed after DNA damage. Proc. Natl. Acad. Sci. U. S. 
A. 96, 1921–1926 (1999). 

195. Kumagai, A., Lee, J., Yoo, H. Y. & Dunphy, W. G. TopBP1 activates the ATR-ATRIP complex. Cell 
124, 943–955 (2006). 

196. Mordes, D. A., Glick, G. G., Zhao, R. & Cortez, D. TopBP1 activates ATR through ATRIP and a PIKK 
regulatory domain. Genes Dev. 22, 1478–1489 (2008). 

197. Feng, S. et al. Ewing Tumor-associated Antigen 1 Interacts with Replication Protein A to 
Promote Restart of Stalled Replication Forks. J. Biol. Chem. 291, 21956–21962 (2016). 

198. Bass, T. E. et al. ETAA1 acts at stalled replication forks to maintain genome integrity. Nat. Cell 
Biol. 18, 1185–1195 (2016). 

199. Haahr, P. et al. Activation of the ATR kinase by the RPA-binding protein ETAA1. Nat. Cell Biol. 
18, 1196–1207 (2016). 

200. Volkmer, E. & Karnitz, L. M. Human homologs of Schizosaccharomyces pombe rad1, hus1, and 
rad9 form a DNA damage-responsive protein complex. J. Biol. Chem. 274, 567–570 (1999). 

201. Delacroix, S., Wagner, J. M., Kobayashi, M., Yamamoto, K. & Karnitz, L. M. The Rad9-Hus1-Rad1 
(9-1-1) clamp activates checkpoint signaling via TopBP1. Genes Dev. 21, 1472–1477 (2007). 

202. Lee, J., Kumagai, A. & Dunphy, W. G. The Rad9-Hus1-Rad1 checkpoint clamp regulates 
interaction of TopBP1 with ATR. J. Biol. Chem. 282, 28036–28044 (2007). 

203. Ward, I. M. & Chen, J. Histone H2AX is phosphorylated in an ATR-dependent manner in 
response to replicational stress. J. Biol. Chem. 276, 47759–47762 (2001). 

204. Vassin, V. M., Anantha, R. W., Sokolova, E., Kanner, S. & Borowiec, J. A. Human RPA 
phosphorylation by ATR stimulates DNA synthesis and prevents ssDNA accumulation during 
DNA-replication stress. J. Cell Sci. 122, 4070–4080 (2009). 

205. Murphy, A. K. et al. Phosphorylated RPA recruits PALB2 to stalled DNA replication forks to 
facilitate fork recovery. J. Cell Biol. 206, 493–507 (2014). 

206. Liao, H., Ji, F., Helleday, T. & Ying, S. Mechanisms for stalled replication fork stabilization: new 
targets for synthetic lethality strategies in cancer treatments. EMBO Rep. 19, e46263 (2018). 

207. Toledo, L. I. et al. ATR Prohibits Replication Catastrophe by Preventing Global Exhaustion of 
RPA. Cell 155, 1088–1103 (2013). 

208. D’Angiolella, V. et al. Cyclin F-mediated degradation of ribonucleotide reductase M2 controls 
genome integrity and DNA repair. Cell 149, 1023–1034 (2012). 

209. Zhang, Y.-W., Jones, T. L., Martin, S. E., Caplen, N. J. & Pommier, Y. Implication of checkpoint 
kinase-dependent up-regulation of ribonucleotide reductase R2 in DNA damage response. J. 
Biol. Chem. 284, 18085–18095 (2009). 

210. Qiu, Z., Oleinick, N. L. & Zhang, J. ATR/CHK1 inhibitors and cancer therapy. Radiother. Oncol. J. 
Eur. Soc. Ther. Radiol. Oncol. 126, 450–464 (2018). 

 211. Jackson, S. P. Sensing and repairing DNA double-strand breaks. Carcinogenesis 23, 687–696 
(2002). 



 

 66 

212. Radford, I. R. The level of induced DNA double-strand breakage correlates with cell killing after 
X-irradiation. Int. J. Radiat. Biol. Relat. Stud. Phys. Chem. Med. 48, 45–54 (1985). 

213. Pfeiffer, P., Goedecke, W. & Obe, G. Mechanisms of DNA double-strand break repair and their 
potential to induce chromosomal aberrations. Mutagenesis 15, 289–302 (2000). 

214. Chapman, J. R., Taylor, M. R. G. & Boulton, S. J. Playing the end game: DNA double-strand break 
repair pathway choice. Mol. Cell 47, 497–510 (2012). 

215. Hustedt, N. & Durocher, D. The control of DNA repair by the cell cycle. Nat. Cell Biol. 19, 1–9 
(2016). 

216. Symington, L. S. & Gautier, J. Double-strand break end resection and repair pathway choice. 
Annu. Rev. Genet. 45, 247–271 (2011). 

217. Panier, S. & Boulton, S. J. Double-strand break repair: 53BP1 comes into focus. Nat. Rev. Mol. 
Cell Biol. 15, 7–18 (2014). 

218. Orthwein, A. et al. A mechanism for the suppression of homologous recombination in G1 cells. 
Nature 528, 422–426 (2015). 

219. Beucher, A. et al. ATM and Artemis promote homologous recombination of radiation-induced 
DNA double-strand breaks in G2. EMBO J. 28, 3413–3427 (2009). 

220. Karanam, K., Kafri, R., Loewer, A. & Lahav, G. Quantitative live cell imaging reveals a gradual 
shift between DNA repair mechanisms and a maximal use of HR in mid S phase. Mol. Cell 47, 
320–329 (2012). 

221. Chang, H. H. Y., Pannunzio, N. R., Adachi, N. & Lieber, M. R. Non-homologous DNA end joining 
and alternative pathways to double-strand break repair. Nat. Rev. Mol. Cell Biol. 18, 495–506 
(2017). 

222.  Spagnolo, L., Rivera-Calzada, A., Pearl, L. H. & Llorca, O. Three-dimensional structure of the   
human DNA-PKcs/Ku70/Ku80 complex assembled on DNA and its implications for DNA DSB 
repair. Mol. Cell 22, 511–519 (2006). 

223.  Scully, R., Panday, A., Elango, R. & Willis, N. A. DNA double-strand break repair-pathway choice 
in somatic mammalian cells. Nat. Rev. Mol. Cell Biol. 20, 698–714 (2019). 

224.  Weterings, E. & Chen, D. J. The endless tale of non-homologous end-joining. Cell Res. 18, 114– 
124 (2008). 

225.  Ma, Y., Pannicke, U., Schwarz, K. & Lieber, M. R. Hairpin opening and overhang processing by an 
Artemis/DNA-dependent protein kinase complex in nonhomologous end joining and V(D)J 
recombination. Cell 108, 781–794 (2002). 

226. Ma, Y. et al. A biochemically defined system for mammalian nonhomologous DNA end joining. 
Mol. Cell 16, 701–713 (2004). 

227. Hsu, H. L., Yannone, S. M. & Chen, D. J. Defining interactions between DNA-PK and ligase 
IV/XRCC4. DNA Repair 1, 225–235 (2002). 

228. Andegeko, Y. et al. Nuclear retention of ATM at sites of DNA double strand breaks. J. Biol. 
Chem. 276, 38224–38230 (2001). 

229. Falck, J., Coates, J. & Jackson, S. P. Conserved modes of recruitment of ATM, ATR and DNA-
PKcs to sites of DNA damage. Nature 434, 605–611 (2005). 

230. Lee, J.-H. & Paull, T. T. Direct activation of the ATM protein kinase by the Mre11/Rad50/Nbs1 
complex. Science 304, 93–96 (2004). 

231. Lee, J.-H. & Paull, T. T. ATM activation by DNA double-strand breaks through the Mre11-
Rad50-Nbs1 complex. Science 308, 551–554 (2005). 



 

 67 

232.  Rupnik, A., Lowndes, N. F. & Grenon, M. MRN and the race to the break. Chromosoma 119, 115– 
135 (2010). 

233.  Myler, L. R. et al. Single-Molecule Imaging Reveals How Mre11-Rad50-Nbs1 Initiates DNA Break 
Repair. Mol. Cell 67, 891-898.e4 (2017). 

234. Rogakou, E. P., Pilch, D. R., Orr, A. H., Ivanova, V. S. & Bonner, W. M. DNA double-stranded 
breaks induce histone H2AX phosphorylation on serine 139. J. Biol. Chem. 273, 5858–5868 
(1998). 

235. Khanna, K. K. & Jackson, S. P. DNA double-strand breaks: Signaling, repair and the cancer 
connection. Nat. Genet. (2001) doi:10.1038/85798. 

236. Polo, S. E. & Jackson, S. P. Dynamics of DNA damage response proteins at DNA breaks: a 
focus on protein modifications. Genes Dev. 25, 409–433 (2011). 

237.  Stewart, G. S., Wang, B., Bignell, C. R., Taylor, A. M. R. & Elledge, S. J. MDC1 is a mediator of the 
mammalian DNA damage checkpoint. Nature 421, 961–966 (2003). 

238. Shao, Z. et al. Persistently bound Ku at DNA ends attenuates DNA end resection and 
homologous recombination. DNA Repair 11, 310–316 (2012). 

239. Myler, L. R. et al. Single-Molecule Imaging Reveals How Mre11-Rad50-Nbs1 Initiates DNA Break 
Repair. Mol. Cell 67, 891-898.e4 (2017). 

240. Trenner, A. & Sartori, A. A. Harnessing DNA Double-Strand Break Repair for Cancer 
Treatment. Front. Oncol. 9, (2019). 

241. Baumann, P., Benson, F. E. & West, S. C. Human Rad51 protein promotes ATP-dependent 
homologous pairing and strand transfer reactions in vitro. Cell (1996) doi:10.1016/S0092-
8674(00)81394-X. 

242.  Lord, C. J. & Ashworth, A. PARP inhibitors: Synthetic lethality in the clinic. Science 355, 1152–
1158 (2017). 

243. Baumann, P., Benson, F. E. & West, S. C. Human Rad51 Protein Promotes ATP-Dependent 
Homologous Pairing and Strand Transfer Reactions In Vitro. Cell 87, 757–766 (1996). 

244. Huertas, P. DNA resection in eukaryotes: Deciding how to fix the break. Nat. Struct. Mol. Biol. 
(2010) doi:10.1038/nsmb.1710. 

245. Sun, Y., McCorvie, T. J., Yates, L. A. & Zhang, X. Structural basis of homologous recombination. 
Cell. Mol. Life Sci. CMLS 77, 3–18 (2020). 

246. Zhao, W. et al. BRCA1–BARD1 promotes RAD51-mediated homologous DNA pairing. Nature 
550, 360–365 (2017). 

247. van der Heijden, T. et al. Homologous recombination in real time: DNA strand exchange by 
RecA. Mol. Cell 30, 530–538 (2008). 

248. Moretton, A. & Loizou, J. I. Interplay between Cellular Metabolism and the DNA Damage 
Response in Cancer. Cancers 12, 2051 (2020). 

249. Lin, J. et al. The roles of glucose metabolic reprogramming in chemo- and radio-resistance. J. 
Exp. Clin. Cancer Res. CR 38, 218 (2019). 

250. Niida, H. et al. Essential role of Tip60-dependent recruitment of ribonucleotide reductase at 
DNA damage sites in DNA repair during G1 phase. Genes Dev. 24, 333–338 (2010). 

251. Hu, C.-M. et al. Tumor Cells Require Thymidylate Kinase to Prevent dUTP Incorporation during 
DNA Repair. Cancer Cell 22, 36–50 (2012). 



 

 68 

252. Gustafsson, N. M. S. et al. Targeting PFKFB3 radiosensitizes cancer cells and suppresses 
homologous recombination. Nat. Commun. 9, 3872 (2018). 

253. Xia, L. et al. Pyruvate kinase M2 phosphorylates H2AX and promotes genomic instability in 
human tumor cells. Oncotarget 8, 109120–109134 (2017). 

254. Sizemore, S. T. et al. Pyruvate kinase M2 regulates homologous recombination-mediated 
DNA double-strand break repair. Cell Res. 28, 1090–1102 (2018). 

255. Yue, L. et al. Mthfd2 Modulates Mitochondrial Function and DNA Repair to Maintain the 
Pluripotency of Mouse Stem Cells. Stem Cell Rep. 15, 529–545 (2020). 

256. Huang, N. et al. PAICS contributes to gastric carcinogenesis and participates in DNA damage 
response by interacting with histone deacetylase 1/2. Cell Death Dis. 11, 1–13 (2020). 

257.  Schürmann, M., Janning, P., Ziegler, S. & Waldmann, H. Small-Molecule Target Engagement in 
Cells. Cell Chem. Biol. 23, 435–441 (2016). 

258. Kranz, J. K. & Schalk-Hihi, C. Chapter eleven - Protein Thermal Shifts to Identify Low 
Molecular Weight Fragments. in Methods in Enzymology (ed. Kuo, L. C.) vol. 493 277–298 
(Academic Press, 2011). 

259. Martinez Molina, D. et al. Monitoring drug target engagement in cells and tissues using the 
cellular thermal shift assay. Science 341, 84–87 (2013). 

260. Jafari, R. et al. The cellular thermal shift assay for evaluating drug target interactions in cells. 
Nat. Protoc. 9, 2100–2122 (2014). 

 261.  Lomenick, B. et al. Target identification using drug affinity responsive target stability 
(DARTS). Proc. Natl. Acad. Sci. 106, 21984–21989 (2009). 

262. Lomenick, B., Jung, G., Wohlschlegel, J. A. & Huang, J. Target identification using drug affinity 
responsive target stability (DARTS). Curr. Protoc. Chem. Biol. 3, 163–180 (2011). 

263. Lomenick, B., Olsen, R. W. & Huang, J. Identification of Direct Protein Targets of Small 
Molecules. ACS Chem. Biol. 6, 34–46 (2011). 

264. Park, C., Zhou, S., Gilmore, J. & Marqusee, S. Energetics-based protein profiling on a 
proteomic scale: identification of proteins resistant to proteolysis. J. Mol. Biol. 368, 1426–1437 
(2007). 

265. Riss, T. L. et al. Cell Viability Assays. in Assay Guidance Manual [Internet] (Eli Lilly & Company 
and the National Center for Advancing Translational Sciences, 2016). 

266. Rampersad, S. N. Multiple Applications of Alamar Blue as an Indicator of Metabolic Function 
and Cellular Health in Cell Viability Bioassays. Sensors 12, 12347–12360 (2012). 

267. Präbst, K., Engelhardt, H., Ringgeler, S. & Hübner, H. Basic Colorimetric Proliferation Assays: 
MTT, WST, and Resazurin. in Cell Viability Assays: Methods and Protocols (eds. Gilbert, D. F. & 
Friedrich, O.) 1–17 (Springer, 2017). doi:10.1007/978-1-4939-6960-9_1. 

268. Neufeld, B. H., Tapia, J. B., Lutzke, A. & Reynolds, M. M. Small Molecule Interferences in 
Resazurin and MTT-Based Metabolic Assays in the Absence of Cells. Anal. Chem. 90, 6867–
6876 (2018). 

269. Puck, T. T. & Marcus, P. I. Action of x-rays on mammalian cells. J. Exp. Med. 103, 653–666 
(1956). 

270. Franken, N. A. P., Rodermond, H. M., Stap, J., Haveman, J. & van Bree, C. Clonogenic assay of 
cells in vitro. Nat. Protoc. 1, 2315–2319 (2006). 

  271. Kronstein-Wiedemann, R. & Tonn, T. Colony Formation: An Assay of Hematopoietic 
Progenitor Cells. Methods Mol. Biol. Clifton NJ 2017, 29–40 (2019). 



 

 69 

272. Gomes, N. P., Frederick, B., Jacobsen, J. R., Chapnick, D. & Su, T. T. A High Throughput Screen 
with a Clonogenic Endpoint to Identify Radiation Modulators of Cancer. Radiat. Res. 199, 132– 
147 (2023). 

273. Salic, A. & Mitchison, T. J. A chemical method for fast and sensitive detection of DNA 
synthesis in vivo. Proc. Natl. Acad. Sci. U. S. A. 105, 2415–2420 (2008). 

274. Sirbu, B. M. et al. Analysis of protein dynamics at active, stalled, and collapsed replication 
forks. Genes Dev. 25, 1320–1327 (2011). 

275. Sirbu, B. M., Couch, F. B. & Cortez, D. Monitoring the spatiotemporal dynamics of proteins at 
replication forks and in assembled chromatin using isolation of proteins on nascent DNA. Nat. 
Protoc. 7, 594–605 (2012). 

276.  Dungrawala, H. & Cortez, D. Purification of proteins on newly synthesized DNA using iPOND. 
Methods Mol. Biol. Clifton NJ 1228, 123–131 (2015). 

277. Liptay, M., Barbosa, J. S. & Rottenberg, S. Replication Fork Remodeling and Therapy Escape in 
DNA Damage Response-Deficient Cancers. Front. Oncol. 10, (2020). 

278. Sirbu, B. M. et al. Identification of Proteins at Active, Stalled, and Collapsed Replication Forks 
Using Isolation of Proteins on Nascent DNA (iPOND) Coupled with Mass Spectrometry *. J. 
Biol. Chem. 288, 31458–31467 (2013). 

279. Dungrawala, H. et al. The replication checkpoint prevents two types of fork collapse without 
regulating replisome stability. Mol. Cell 59, 998–1010 (2015). 

280. Rothkamm, K. et al. DNA damage foci: Meaning and significance. Environ. Mol. Mutagen. 56, 
491–504 (2015). 

 281. Rogakou, E. P., Boon, C., Redon, C. & Bonner, W. M. Megabase Chromatin Domains Involved in 
DNA Double-Strand Breaks in Vivo. J. Cell Biol. 146, 905–916 (1999). 

282. Paull, T. T. et al. A critical role for histone H2AX in recruitment of repair factors to nuclear foci 
after DNA damage. Curr. Biol. 10, 886–895 (2000). 

283. Tarsounas, M., Davies, A. A. & West, S. C. RAD51 localization and activation following DNA 
damage. Philos. Trans. R. Soc. B Biol. Sci. 359, 87–93 (2004). 

284. Sawasdichai, A., Chen, H.-T., Abdul Hamid, N., Jayaraman, P.-S. & Gaston, K. In situ Subcellular 
Fractionation of Adherent and Non-adherent Mammalian Cells. J. Vis. Exp. JoVE 1958 (2010) 
doi:10.3791/1958. 

285. Penninckx, S., Pariset, E., Cekanaviciute, E. & Costes, S. V. Quantification of radiation-induced 
DNA double strand break repair foci to evaluate and predict biological responses to ionizing 
radiation. NAR Cancer 3, zcab046 (2021). 

286. Nikitaki, Z., Pariset, E., Sudar, D., Costes, S. V. & Georgakilas, A. G. In Situ Detection of Complex 
DNA Damage Using Microscopy: A Rough Road Ahead. Cancers 12, 3288 (2020). 

287.  Stirling, D. R. et al. CellProfiler 4: improvements in speed, utility and usability. BMC 
Bioinformatics 22, 433 (2021). 

288. Walling, J. From methotrexate to pemetrexed and beyond. A review of the 
pharmacodynamic and clinical properties of antifolates. Invest. New Drugs 24, 37–77 (2006). 

289. Meiser, J. & Vazquez, A. Give it or take it: the flux of one-carbon in cancer cells. FEBS J. 283, 
3695–3704 (2016). 

290. Meiser, J. et al. Increased formate overflow is a hallmark of oxidative cancer. Nat. Commun. 9, 
1368 (2018). 



 

 70 

291. Meiser, J. et al. Serine one-carbon catabolism with formate overflow. Sci. Adv. 2, e1601273 
(2016). 

292. Kiweler, N. et al. Mitochondria preserve an autarkic one-carbon cycle to confer growth-
independent cancer cell migration and metastasis. Nat. Commun. 13, 2699 (2022). 

293. Brown, J. S., Sundar, R. & Lopez, J. Combining DNA damaging therapeutics with 
immunotherapy: more haste, less speed. Br. J. Cancer 118, 312–324 (2018). 

294. Cortez, D., Wang, Y., Qin, J. & Elledge, S. J. Requirement of ATM-dependent phosphorylation 
of brca1 in the DNA damage response to double-strand breaks. Science 286, 1162–1166 
(1999). 

295. Bau, D.-T. et al. Breast cancer risk and the DNA double-strand break end-joining capacity of 
nonhomologous end-joining genes are affected by BRCA1. Cancer Res. 64, 5013–5019 
(2004). 

296. Bau, D.-T., Mau, Y.-C. & Shen, C.-Y. The role of BRCA1 in non-homologous end-joining. Cancer 
Lett. 240, 1–8 (2006). 

297. Kim, D. I. et al. An improved smaller biotin ligase for BioID proximity labeling. Mol. Biol. Cell 27, 
1188–1196 (2016). 

298. Abbasi, S. & Schild-Poulter, C. Identification of Ku70 Domain-Specific Interactors Using 
BioID2. Cells 10, 646 (2021). 

299. Pardo-Lorente, N. et al. Nuclear MTHFD2 secures mitosis progression by preserving 
centromere integrity. 2023.06.01.543193 Preprint at https://doi.org/10.1101/2023.06.01.543193 
(2023). 

300. Jackman, A. L., Taylor, G. A., Calvert, A. H. & Harrap, K. R. Modulation of anti-metabolite 
effects. Effects of thymidine on the efficacy of the quinazoline-based thymidylate 
synthetase inhibitor, CB3717. Biochem. Pharmacol. 33, 3269–3275 (1984). 

 301. Cantor, J. R. et al. Physiologic Medium Rewires Cellular Metabolism and Reveals Uric Acid as 
an Endogenous Inhibitor of UMP Synthase. Cell 169, 258-272.e17 (2017). 

302. Leamon, C. P. et al. Impact of high and low folate diets on tissue folate receptor levels and 
antitumor responses toward folate-drug conjugates. J. Pharmacol. Exp. Ther. 327, 918–925 
(2008). 

303. Schmitz, J. C., Grindey, G. B., Schultz, R. M. & Priest, D. G. Impact of dietary folic acid on 
reduced folates in mouse plasma and tissues. Relationship to dideazatetrahydrofolate 
sensitivity. Biochem. Pharmacol. 48, 319–325 (1994). 

304. van der Wilt, C. L. et al. Modulation of Both Endogenous Folates and Thymidine Enhance the 
Therapeutic Efficacy of Thymidylate Synthase Inhibitors1. Cancer Res. 61, 3675–3681 (2001). 

305. Mullen, N. J. & Singh, P. K. Nucleotide metabolism: a pan-cancer metabolic dependency. Nat. 
Rev. Cancer 23, 275–294 (2023). 

306. Cao, S., McGuire, J. J. & Rustum, Y. M. Antitumor Activity of ZD1694 (Tomudex) against 
Human Head and Neck Cancer in Nude Mouse Models: Role of Dosing Schedule and Plasma 
Thymidine1. Clin. Cancer Res. 5, 1925–1934 (1999). 

307. Schultz, R. M., Patel, V. F., Worzalla, J. F. & Shih, C. Role of thymidylate synthase in the 
antitumor activity of the multitargeted antifolate, LY231514. Anticancer Res. 19, 437–443 
(1999). 

308. Houghton, P. J., Houghton, J. A., Germain, G. & Torrance, P. M. Development and 
characterization of a human colon adenocarcinoma xenograft deficient in thymidine salvage. 
Cancer Res. 47, 2117–2122 (1987). 



 

 71 

309. Tomasini, P., Barlesi, F., Mascaux, C. & Greillier, L. Pemetrexed for advanced stage 
nonsquamous non-small cell lung cancer: latest evidence about its extended use and 
outcomes. Ther. Adv. Med. Oncol. 8, 198–208 (2016). 

 310. Longley, D. B., Harkin, D. P. & Johnston, P. G. 5-Fluorouracil: mechanisms of action and clinical 
strategies. Nat. Rev. Cancer 3, 330–338 (2003). 

 




