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SUMMARY

ChatGPT has enabled access to artificial intelligence (AI)-generated
writing for the masses, initiating a culture shift in the way people
work, learn, and write. The need to discriminate human writing
from AI is now both critical and urgent. Addressing this need, we
report a method for discriminating text generated by ChatGPT
from (human) academic scientists, relying on prevalent and acces-
sible supervised classification methods. The approach uses new fea-
tures for discriminating (these) humans from AI; as examples, scien-
tists write long paragraphs and have a penchant for equivocal
language, frequently using words like ‘‘but,’’ ‘‘however,’’ and
‘‘although.’’ With a set of 20 features, we built a model that assigns
the author, as human or AI, at over 99% accuracy. This strategy
could be further adapted and developed by others with basic skills
in supervised classification, enabling access to many highly accurate
and targeted models for detecting AI usage in academic writing and
beyond.
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INTRODUCTION

ChatGPT, released to the public in November of 2022, has become a media sensa-

tion, already attracting over 100 million subscribers within the first 2 months.1 It can

offer detailed responses to a wide range prompts, tell jokes, correct grammar in es-

says, and even write human-sounding research reports. The capabilities of this tech-

nology are, at the same time, tantalizing and frightening. One obvious early concern

about the effects of this new platform was its cooption by students to do their home-

work for them,2,3 but the concerns soon spiraled up to include its potentially nega-

tive impact on academic and professional writing as well.4

But how would one go about differentiating ChatGPT-generated text from that pro-

duced by a human academic? Researchers have already spent years developing

methods to discriminate human-generated from artificial intelligence (AI)-generated

text.5 Numerous options exist, including so called ‘‘zero-shot’’ methods, which seek

a general solution to the problem without extensive training on particular types of

text examples6,7 by employing statistical methods comparing, for example, words’

frequency in a document vs. their frequency in the large language model from which

the document may have originated.6 Also, deep learning is commonly employed.

One field leader, the RoBERTa detector,8 relied upon a massive amount (160 GB)

of data for pretraining.9 This AI detector has shown superior performance in several

high-quality studies,5,10 particularly when it is further tuned on the data of interest.11

While these prior studies are certainly relevant, AI experts note that ChatGPT’s ca-

pabilities are ‘‘surprisingly strong,’’12 so a careful reassessment of the best way to
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distinguish this advanced language model from human writing is warranted, partic-

ularly in writing destined for the academic literature, which is not well represented in

earlier studies discriminating AI from human text.

One relevant research project that focused on detecting the use of ChatGPT, specif-

ically, studied online data from sources like Reddit and Wikipedia, where advice was

being provided.12 The challenge of detecting AI authorship in this type of informal

online content was easily met using the RoBERTa detector8 mentioned above. It

typically correctly identified the authorship (human or ChatGPT) at an accuracy of

>98% (for complete responses) on a variety of datasets. While this study, with a large

body of test data, demonstrates strong proof of principle, we note that many of the

key differentiating traits between the humans and ChatGPT—including the use of

colloquial and emotional language—are not traits that academic scientists typically

display in formal writing, so the accuracies seen here would not necessarily translate

to academic writing.

A second study that specifically addressed discriminating ChatGPT-derived content

from human-generated comparators used data more similar to the data of interest

herein.13 Gao et al. developed a dataset of 50 human-generated and 50

ChatGPT-generated abstracts that fit the format of a variety of medical journals;

they used several different methods to test their distinguishability. Blinded

human reviewers could correctly classify the writing sources less than 70% of the

time.13 The researchers also used an online adaptation of RoBERTa, the GPT-2

Output Detector (https://openai-openai-detector.hf.space/), to assess the medical

abstracts, but the tool’s performance was noticeably weaker than in the aforemen-

tioned study12 assessing informal online content. On medical writing, this AI detec-

tor only correctly classified 82% of the abstracts.13 We note that attributing the

reduced classification performance in this case to the type of data (scientific abstract)

and not some other parameter is premature.

In the work described herein, we sought to achieve two goals: the first is to answer

the question about the extent to which a field-leading approach for distinguishing

AI- from human-derived text works effectively at discriminating academic science

writing as being human-derived or from ChatGPT, and the second goal is to attempt

to develop a competitive alternative classification strategy. We focus on the highly

accessible online adaptation of the RoBERTa model, GPT-2 Output Detector,

offered by the developers of ChatGPT, for several reasons. It is a field-leading

approach. Its online adaptation is easily accessible to the public. It has been well

described in the literature. Finally, it was the winning detection strategy used in

the two most similar prior studies.12,13

The second project goal, to build a competitive alternative strategy for discrimi-

nating scientific academic writing, has several additional criteria. We sought to

develop an approach that relies on (1) a newly developed, relevant dataset for

training, (2) a minimal set of human-identified features, and (3) a strategy that

does not require deep learning for model training but instead focuses on identifying

writing idiosyncrasies of this unique group of humans, academic scientists. Applying

classical machine learning methods to a set of linguistic features for discriminating

human- and AI-derived text has been successfully applied to distinguish some lan-

guage models from human writing.11 The challenging part is to find the appropriate

feature set for ChatGPT relevant to academic science writing. If this route for distin-

guishing human-derived text from ChatGPT is demonstrated to be a viable possibil-

ity, this precedent could expand the opportunities for quick, focused solutions for
2 Cell Reports Physical Science 4, 101426, June 21, 2023
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discriminating human from AI text in targeted knowledge domains, such as aca-

demic writing in general, plagiarism in particular courses, and beyond. Furthermore,

the approach could be adopted and further developed by researchers without deep

learning expertise, significantly expanding the number of individuals capable of

research in this critically important and emerging domain. We attempted to design

a competitive detection strategy using off-the-shelf machine learning tools that

would be at least as good as the RobERTa detector; surprisingly, we succeeded.

RESULTS

Study design

As one key goal of this project was to develop an original method for differenti-

ating human-generated academic writing from text generated by ChatGPT, we

first asked the question what documents should comprise the dataset? What

prompt(s) should ChatGPT receive, and what human-derived text should it be

compared with? While many strategies would be reasonable, we decided to use

Perspectives articles from the journal Science for the human-derived text and to

pair each example with text generated from ChatGPT, based on both the exact ti-

tle from the Science article and a human-derived title that maximally captured the

topics addressed in the comparator text. This approach had the following merits:

the writings would cover a diverse range of topics, from biology to physics, so the

resulting model would not be biased by a particular discipline’s mores and vocab-

ulary, thus potentially making the resulting feature set more broadly useful. Sec-

ond, the Perspectives documents are written by scientists, not journalists, so

they would reflect scientists’ writing and not those who write about science.

Finally, these articles typically describe a research advancement present in the

issue in which they appear (although some cover other topics, like remembrances

of scientists who recently died), so their content is highly similar to the type of con-

tent that ChatGPT produces; as a large language model, ChatGPT can summarize

recent scientific developments or the contributions of a famous person, but it does

not describe experiments or findings for the first time. A sufficiently diverse data-

set, with enough examples, was desirable, so the model would not be influenced

by a few authors’ writing styles or vocabularies.

We chose 64 Perspectives articles from September 2022 through March 2023 and

used them to generate 128 ChatGPT (GPT-3.5) examples for the training set. This

group of training data generated 1,276 example paragraphs for the training set,

with each paragraph considered a sample (ChatGPT-generated training data and

an inclusive list of the human-generated training data are provided in Data S1 and

S2). After the model was fully developed and optimized, we also generated two

test sets, from November/December 2021 and November/December 2020. Each

test set had 30 Perspectives articles from humans and 60 ChatGPT-derived essays,

generated as described above. A total of 1,210 example paragraphs populated

the test sets, providing enough data to get meaningful statistics at both the para-

graph and document levels. Approximately 60% of the paragraphs were from

ChatGPT for both the training and test datasets.

Feature development

Through manual comparison of many examples in the training set, we identified four

categories of features that appeared to be useful in distinguishing human writing

from the chatbot. They are (1) paragraph complexity, (2) sentence-level diversity in

length, (3) differential usage of punctuationmarks, and (4) different ‘‘popular words.’’

While these feature categories were arrived at independently, through text compar-

isons, we note that three of the four categories are similar to feature types used
Cell Reports Physical Science 4, 101426, June 21, 2023 3



Table 1. Features in the model

Feature number Feature type (1–4)a Short description Greater in

1 1 sentences per paragraph human

2 1 words per paragraph human

3 2 ‘‘)’’ present human

4 2 ‘‘-’’ present human

5 2 ‘‘;’’ or ‘‘:’’ present human

6 2 ‘‘?’’ present human

7 2 ‘‘’‘‘ present ChatGPT

8 3 standard deviation in sentence length human

9 3 length difference for consecutive sentences human

10 3 sentence with <11 words human

11 3 sentence with >34 words human

12 4 contains ‘‘although’’ human

13 4 contains ‘‘However’’ human

14 4 contains ‘‘but’’ human

15 4 contains ‘‘because’’ human

16 4 contains ‘‘this’’ human

17 4 contains ‘‘others’’ or ‘‘researchers’’ ChatGPT

18 4 contains numbers human

19 4 contains 2 times more capitals than ‘‘.’’ human

20 4 contains ‘‘et’’ human
aFeature types: 1, paragraph complexity; 2, punctuationmarks; 3, diversity in sentence length; and 4, pop-

ular words or numbers.
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elsewhere. Sentence-length diversity is one feature that is also used in an online AI

detector (GPTZero; https://gptzero.me/), although the underlying model, method,

and relative effectiveness of that tool have not been publicly disclosed or peer re-

viewed. Differential use of punctuation has been reported previously12; although

in that case, the primary example was that of humans using multiple exclamation

points (!!) to add emphasis, a practice not used in academic writing. Finally, linguistic

features, and in particular commonly used words, have previously shown utility in

identifying AI writing,6 but in the cited example, the entire corpus of texts used to

train the large language model was used for statistical assessment of the writing

samples. We are unaware of any reports of researchers noting the utility of para-

graph complexity as a feature type; perhaps that is because scientists, as a group,

write more complex paragraphs than the human writings from existing datasets.

Furthermore, we are unaware of any prior research combining this group of feature

types to build a model. We ultimately identified 20 features that fit into one of these

four categories and could be potentially useful in the classification task. Table 1

shows each feature that was included in the final model, the general category to

which it belongs, and the prevailing difference detected between the human- and

AI-generated training data.

Ways in which ChatGPT produces less complex content than human scientists

Two of the four categories of features used in the model are ways in which ChatGPT

produces less complex content than humans. The largest distinguishing features

were the number of sentences per paragraph and the number of total words per

paragraph. In both cases, ChatGPT’s averages were significantly lower than human

scientists. We also found that humans preferred to vary their sentence structures

more than ChatGPT: while the average sentence length was not a useful discrimi-

nator of the two groups, the standard deviation of the sentence length, in any given

paragraph, was a valuable differentiator, as was the median difference (in words) be-

tween a given sentence and the one immediately following it. Humans vary their
4 Cell Reports Physical Science 4, 101426, June 21, 2023
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Table 2. Model accuracy in training and test sets

Paragraph-level statistics Document-level statistics

Examples Accuracy (%) AUC Examples Accuracy (overall) (%) Accuracy (first paragraph) (%)

Training 1,276 94 0.934 192 99.5 95

Test 1 614 92 0.913 90 100 99

Test 2 596 92 0.914 90 100 97
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sentence lengths more than ChatGPT. Humans also more frequently used longer

sentences (35 words or more) and shorter sentences (10 words or fewer).

Ways in which ChatGPT writes stylistically differently than human scientists

The remaining two categories of differentiating features could be described more as

‘‘stylistic’’ choices. On one hand, human scientists more frequently use question

marks, dashes, parentheses, semicolons, and colons, while ChatGPT uses more sin-

gle quotes. Scientists also use more proper nouns and/or acronyms, both of which

are captured in the frequency of capital letters, and scientists use more numbers.

ChatGPT seems to prefer to be more general with the information it provides, and

this overriding theme shows up in differences in specific word frequencies.

ChatGPT is more likely to refer to ambiguous groups of people, including ‘‘others’’

and ‘‘researchers,’’ while humans are more likely to name the scientist whose work

they are describing. Human scientists also displayed other consistent patterns in

the training data: they are more likely to use equivocal language (however, but,

although), and they also use ‘‘this’’ and ‘‘because’’ more frequently. We note that

all of these observations are based on a single type of scientific writing, the Perspec-

tives articles from Science. Additional studies will be needed to assess the general-

izability of these observations to the full diversity of human scientific writing.

Classification of training data

Before ultimately assessing the utility of the set of features in discriminating

ChatGPT from humans, several off-the-shelf classifiers were initially auditioned,

and XGBoost was selected as the classifier that provided superior performance.

The performance was tested using a variant of leave-one-out cross-validation

(LOOCV). (Instead of leaving just a single paragraph out of the training set, the entire

essay from which the paragraph originated was left out. The remaining 1,200+ par-

agraphs were used to build a model to classify the omitted paragraphs from the left-

out essay.) This approach was chosen as a more rigorous option instead of a LOOCV

method, where only a single paragraph would be removed, or, for example, a

10-fold cross-validation, where 10% of the data would be randomly removed. The

chosen method removed the possibility that any examples from a given writer, or

an individual essay, in the case of ChatGPT, could be used to make it easier to iden-

tify other paragraphs within the same essay (by the same writer). The model, there-

fore, does not rely on having any previous examples of the human writer’s works

whose essay is being classified.

The results, shown in Table 2, indicate that the chosen feature set and classifier are

effective at discriminating human writing from ChatGPT. At the level of an individual

paragraph, 94% of the >1,200 examples are correctly classified. Since every essay

contained multiple paragraphs, we also classified each document based on which

class was assigned to the majority of the paragraphs. In cases where there are an

equal number of paragraphs assigned to each class, the overall assignment was

made based on the first paragraph only. At the document level, 99.5% of the sam-

ples are correctly assigned. Only one of 192 is misassigned. The single misclassified
Cell Reports Physical Science 4, 101426, June 21, 2023 5



Table 3. Accuracy of GPT-2 Output Detector

Paragraph accuracy (%) Document accuracy (%) No. documents misassigned

Training set 86 96 8

Test set 1 88 92 7

Test set 2 85 94 5
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document is a description of a recently deceased scientist and his works, not an

article describing a scientific advance. Finally, we also tracked the accuracy of the as-

signments based on the first paragraph only and found that making a classification

based on all the paragraphs is better than using just a single paragraph, which is not

surprising. However, if just one paragraph could be tested, choosing the first one

gives slightly better results than a randomly selected paragraph. With this high level

of performance, we decided to move on to testing the model on newly acquired

data; two test sets were acquired.

The test data were also Perspectives articles from Science, but they were from

slightly older issues (2021 and 2020 instead of 2022/2023). The same features and

model were used, with all the training data now leveraged to build a single model

to assess the examples in the test sets. While a slight, and expected, dip in accuracy

occurs at the paragraph level, we were pleased to see that at the document level, the

model is 100% accurate for the 180 examples in the (combined) test sets. Further-

more, the model’s accuracy for the first paragraph of each document is 97% in

one dataset and 99% in the other, further supporting the finding that testing a first

paragraph provides better results than testing any random paragraph. In summary,

this approach exceeds our expectations, particularly at the document level,

although additional effort in identifying more or better features may result in

improved performance when the goal is to assign the ownership of a single

paragraph.

The results of the newly built model for detecting writing from ChatGPT can be best

appreciated when contextualized against an existing state-of-the-art method. For

the reasons described in the introduction, the method of choice for this comparison

was the online-accessible version of the RoBERTa detector, GPT-2 Output Detector.

Each paragraph of text from the training and test sets was provided to the Output

Detector, one at a time, and the authorship (human or AI) was assigned based on

the output score, which ranges from 0% to 100% for both groups. The scores

were converted to binary assignments (human or AI), and the results for both the

training and test sets were tallied, both at a single-paragraph level and at a full-docu-

ment level. The results are shown in Table 3. The GPT-2 Output Detector was inferior

to the method described herein for every assessment conducted. Most notably, at

the full-document level, which comprised at least 300 words from ChatGPT and typi-

cally more than 400 words for the human examples, the Output Detector misas-

signed 20 documents, while the method described herein misassigned just one in

a total of 372 full-document examples. Figure 1 shows confusion matrices for the

two methods at the paragraph and document levels.

DISCUSSION

This study is the first to demonstrate a highly effective approach for differentiating

human-generated academic science writing from content produced by ChatGPT.

Since academic scientific writing is fundamentally different in style than most online

content, like restaurant reviews or informal communication on discussion boards,

new and different ways to differentiate the text were considered. Some of the
6 Cell Reports Physical Science 4, 101426, June 21, 2023



Figure 1. Confusion matrices for test sets 1 and 2 (combined)

Left: results for the method described herein. Right: results for the OpenAI product, GPT-2 Output

Detector. In both cases, results at the full-document level are on top and at the paragraph level are

on the bottom.
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derived features, such as those indicating humans’ preference for more diversity in

their sentence lengths, have been previously touted as useful (and referred to as

‘‘burstiness’’), although they are not sufficient on their own to effectively identify

the author as human or AI. Other features, like scientists’ penchant for writing

long paragraphs and using equivocal language like ‘‘however,’’ ‘‘but,’’ and

‘‘although,’’ were newly identified. These features may not be useful in authenticat-

ing a human author for informal writing examples, but they are likely useful for a va-

riety of academic writings. We consider, then, the main contribution of this work to

be a method, not a universal model. By considering these four categories of fea-

tures, together namely (1) paragraph length, (2) diversity in sentence length, (3)

punctuation differences, and (4) popular words among a given group, effective

models for discriminating human-derived from chatbot-derived text are likely

achievable in many domains, particularly in academic and scholarly literature. We

further note that the success herein was enabled at least in part by focusing on

the idiosyncrasies of academic scientists. It is possible that this approach could be

broadly applicable for assessing academic writings as being from humans or AI by

simply substituting in different ‘‘popular words’’ used by the subset of humans for

which the model is being developed.

Since the key goal of this work was a proof-of-concept study, the scope of the work

was limited, and follow-up studies are needed to determine the extent of this ap-

proach’s applicability. For example, the size of the test set (180 documents,

�1,200 paragraphs) is small, and a larger test set would more clearly define the ac-

curacy of the method on this category of writing examples. More important, though,

is to probe the extent to which this approach can be applied across academic sci-

ence writing more broadly. How effective would this model be at detecting AI

writing in an introduction section of a research article in a specialty chemistry journal,

for example? And how would this approach compare with other established and

emerging ones on accurately assigning writing (as human or AI) from a variety of

different journals? While expanding the scope of human writing tested is important,

equally important is expanding the scope of ChatGPT prompts. If ChatGPT were

prompted to write an introduction for a research article in the style of a particular
Cell Reports Physical Science 4, 101426, June 21, 2023 7
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scientific journal, its content would likely bemore challenging to detect, both for this

model and others. Determining which kinds of models are most tolerant to obfus-

cating the use of AI writing will be just as important as determining which models

are most accurate in controlled tests, as it is difficult to predict or test all possible at-

tempts at passing off AI writing as human.

Finally, data scientists developing AI detectors, and users of AI detectors them-

selves, must be cognizant of the arms race of advancements in large language

models and the methods designed to detect them. An updated version of

ChatGPT is already available (GPT-4), and similar products are being released by

others. This arms race issue was one of the key drivers for us developing an approach

that can be rapidly deployed on small sets of training data by minimally skilled data

scientists. More researchers can join the arms race of developing AI detectors if sim-

ple strategies—which can be implemented and improved by researchers without

any background in text analysis or large language models—can be shown to be

effective.

In extending this strategy to other or new circumstances, several additional options

for distinguishing documents could be used in conjunction with or in lieu of the ones

described here. First, the number of popular words or word types that vary between

the training and test groups could be expanded; the list presented here does not

comprehensively capture the differences between these two types of text, and other

text types could certainly have other key words that discriminate them. Using only 20

features introduces the potential limitation that cagey authors could do minimal ed-

iting to ChatGPT-produced text to invalidate the utility of enough of these features

so that the text passes as ‘‘human writing’’ when it is not. By not publishing an easily

accessible version of this tool online, we somewhat mitigate this risk because naive

researchers will not know which features are most important and/or how their

changes impact the overall classification of the writing. Certainly, more features

could be added to the model if the paucity of features becomes a major limitation.

Another strategy to further improve this detector may be designing a feature based

on an approach used in Gehrmann et al.; they assigned each word in the document a

score for being commonly or uncommonly used in the language model and aggre-

gated these scores into a single numeric indicator.6 A similar strategy could be used

to build a new feature to add to the existing ones described here, and such a feature

may be harder to manipulate in AI writing.

A final possible avenue for differentiating documents longer than a paragraph in-

cludes identifying useful document-level features. In this work, we used no docu-

ment-level features, but they may be valuable in other cases. For example, the diver-

sity in paragraph length is larger in human-generated text than in text generated by

ChatGPT. In fact, simply using the standard deviation of the number of words in each

paragraph throughout a given document produces a highly predictive indicator of

whether the document’s author is human. The area under the curve (AUC) for this sin-

gle feature is 0.98 for the training data. While this single calculation is simple, quick,

and surprisingly accurate, it was not utilized in this work because the strategy of as-

signing a class to each paragraph, andmaking the final assignment basedon the class

with the most assigned paragraphs, produced more accurate results. We note that

using this single feature, standard deviation of paragraph length, is more predictive

than the GPT-2 Output Detector’s assignments of full documents. In cases where

paragraph-level differences are difficult to detect, using document-level features,
8 Cell Reports Physical Science 4, 101426, June 21, 2023
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particularly ones assessing diversity in paragraph lengths, may increase the discrim-

inating capacity of the model.

In this work, we achieved two objectives: to assess the extent to which an existing field-

leading tool (GPT-2 Output Detector) could differentiate from human- or AI-derived

writing in the context of academic science and to identify a strategy with a competitive

advantage. While the RoBERTa algorithm used in the Output Detector is effective for

discriminating ownership of online content, where language is informal and humans

are emotive,12 its performance sags considerably on the classification task described

herein. We note that the Output Detector’s performance at the paragraph level

(85%–88%) is not considerably different than the 82% accuracy previously reported

on 100 scientific abstracts,13 and this may be generally representative of the accuracy

achievable from this device on a single paragraph of scientific academic text. The

new method and model described herein were more effective at the paragraph level

andmuchmore effective at the document level, with 20 times fewer errors on full-docu-

ment assignments. We note, though, that our approach was designed to be applicable

to a narrower scope of writing, and the extent to which themodel is broadly translatable

is yet to be determined. More likely than having developed a new universal model for

identifying the authenticity of academic writing from humans is that the general

approach, using these four feature types (substituting in a specific field’s ‘‘popular

words’’) and supervised classification on a reasonable set of highly representative

training data, will likely produce superior classification results for academic writing

compared with using an untuned, general-purposed classifier, even one whose original

training required deep learning and hundreds of GB of data.
EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Requests for further information should be directed to the lead contact, Heather

Desaire (hdesaire@ku.edu).

Materials availability

This study did not generate unique reagents.

Data and code availability

All AI-generated text used in this study is provided in the supplemental information.

The citations for all human-generated text are also provided in the supplemental in-

formation. Example code used to extract the features from the text data in this study

is also provided in Data S3. Any additional information required to reanalyze the

data reported in this report is available from the lead contact upon reasonable

request.
Dataset development

All content from ChatGPT was generated between March 2, 2023, and March 17,

2023, using GPT-3.5. A typical prompt for ChatGPT would say ‘‘Can you produce

a 300- to 400-word summary on this topic: A surprising fossil vertebrate’’. An excel

file containing the complete list of prompts provided to ChatGPT is included in Data

S1. The resulting text varied in both the number of paragraphs and the total number

of words, but no effort was made to control for these aspects beyond the initial in-

struction. The complete set of ChatGPT-derived content is available in Data S2.

Note that each row in the matrix contains a single ChatGPT paragraph. A key linking

these paragraphs to their prompt is provided as the first column of the matrix.
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The human-generated content was extracted from Perspectives articles in Science. For

the training set, the complete set of Perspectives from September 2022 was used (17

articles). The first 30 Perspectives, starting from the November 4 (2022) issue and

continuing through the December 9 (2022) issue, were also selected. Finally, 17 Per-

spectives articles from February and March 2023 were selected. No restrictions based

on content or length were imposed on the selected articles. After selection, the text

from the body of the article was copied into a text file, ensuring that the paragraph

delineationmatched the original documents’ delineations. Any figures, tables, legends,

or referenceswere removed. Finally, if in-text citations were present, they were deleted,

along with the parentheses that enclosed them. No other modifications were made. As

with the ChatGPT data, each paragraph of text occupied a single row of a data matrix,

and each row became a unique ‘‘sample’’ in the dataset.
Feature extraction and classification

A total of 20 features were extracted from the textual data to comprise the training set

and test set. Example code used for each feature’s extraction is provided in Data S3.

All data analysiswas done in RStudio using R v.4.0.3. After thematrix of samples and fea-

tures was built, its utility for discriminating the author type (AI or human) was initially

tested using several off-the-shelf classifiers, including XGBoost (using the package

xgboost), Naive Bayes (using the package e1071), and AC.202114 (using the code pro-

vided in the citedmanuscript). Since XGBoost produced lower error rates on the training

data, it was chosen as the classifier for the remainder of the work. The parameter set

from XGBoost included the following: the booster used was ‘‘gbtree,’’ the objective

was ‘‘multi:softmax,’’ and two classes were assumed. Default parameters for gamma,

min_child_weight, and colsample_bytree were used. The max_depth was set to 6, the

number of rounds of trainingwas set to 50, and the parameter ‘‘eta’’ was set to 0.2. In or-

der to avoid overfitting, only eta and the number of rounds of training were optimized.

Values for eta between 0.1 and 0.4 were considered, and the rounds of training were

considered to be either 30, 40, or 50. The parameter set was optimized on the training

data and applied to the text data.

The accuracy of the model on training data was assessed by using ‘‘leave-one-essay-

out’’ cross-validation. In this paradigm, a single essay at a time, of the 192 essays

comprising the training data, was left out of the model, and the trained model

was used to classify all the remaining paragraphs in the dataset that originated

from the left-out essay. After 192 rounds of this, every paragraph in the training

set was classified. The class assignment, at the document level, was made by a

voting strategy, where each paragraph’s assignment was considered one vote,

and the class with the highest number of votes was assigned to the document during

document-level classification. In cases where both classes received an equal number

of votes, the assignment was based on the class assigned to the first paragraph. Ac-

curacy statistics were based on the number of correct assignments vs. the number of

total assignments. AUC statistics were calculated using the package pROC. Test

data were assigned in an identical matter to the training data, with the exception

that all 1,276 paragraphs in the training data were used to build a single model,

and that single model was used for both test sets described in the report.
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