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Abstract 

In Cognitive Linguistics, a conceptual metaphor is a systematic set of correspondences 

between two domains of experience (Kövecses 2020: 2). In order to have an extensive 

understanding of metaphors, metaphoricity (Müller and Tag 2010; Dunn 2011; Jensen 

and Cuffari 2014; Nacey and Jensen 2017) has been emphasized to address one of the 

properties of metaphors in language usage: gradience (Hanks 2006; Dunn 2011, 2014), 

which indicates that metaphorical expressions can be measured. Despite many 

noteworthy contributions, studies of metaphoricity are often accused of subjectivity 

(Müller 2008; Jensen and Cuffari 2014; Jensen 2017), this is why this study uses a big 

corpus as a database. Therefore, the main aim of this dissertation is to measure the 

gradient senses of the preposition in in an objective way, thus mapping the highly 

systematic semantic extension. Based on these gradient senses, the semantic and 

syntactic features of the preposition in produced by advanced Chinese English-major 

learners are investigated, combining quantitative and qualitative research methods. 

A quantitative analysis of the literal and other ten metaphorical senses of the 

preposition in is made at first. In accounting for the five factors influencing image 

schemata of each sense: “scale of Landmark”, “visibility”, “path”, “inclusion” and 

“boundary”, the formula of measuring the gradability of metaphorical degree is 

deduced: Metaphoricity=[[#Visibility] +[#Path] +[#Inclusion] +[#Boundary]]*[#Scale of 

Landmark]. The result is that the primary sense has the highest value:12, and all other 

extended senses have values down to zero. The more shared features with proto-scene, 

the higher the value of the metaphorical sense, and the less metaphorical the sense. 

EVENT and PERSON are the “least metaphoric” (value = 9-11); SITUATION, NUMBER, 

CONTENT and FIELD are “weak metaphoric” (value = 6-8); Also included are 

SEGMENTATION, TIME and MANNER (value = 3-5), and they are “strong metaphoric”; 

PURPOSE shares the least feature with proto-scene, and it has the lowest value, so it is 

“most metaphoric” (value = 0-2). Then, a corpus-based approach is employed, which 

offers a model for employing a corpus-based approach in Cognitive Linguistics. It 

compares two compiled sub-corpora: Chinese Master Academic Writing Corpus and 

Chinese Doctorate Academic Writing Corpus. The findings show that, on the semantic 

level, Chinese English-major students overuse in with a low level of metaphoricity, 

even advanced learners use the most metaphorical in rarely. In terms of syntactic 

behaviours, the most frequent nouns in [in+noun] construction are weakly metaphoric, 

whilst the nouns in the construction [in the noun of] are EVENT sense, which is least 

metaphorical. Moreover, action verbs tend to be used in the construction [verb+in] and 

[in doing sth.] in both master and doctorate groups. 

In the qualitative study, the divergent usages of the preposition in are explored. The 

preposition in is often substituted with other prepositions, such as on and at. The 

fundamental reason for the Chinese learners’ weakness is the negative transfer from 

their mother tongue (Wang 2001; Gong 2007; Zhang 2010). Although in and its 

Chinese equivalence zai...li ( 在 ... 里 ) share the same proto-scene, there are 

discrepancies: the metaphorical senses of the preposition in are TIME, PURPOSE, 
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NUMBER, CONTENT, FIELD, EVENT, SITUATION, SEGMENTATION, MANNER, PERSON, while 

those of zai...li (在...里) are only five: TIME, CONTENT, EVENT, SITUATION and PERSON. 

Thus the image schemata of each sense cannot be correspondingly mapped onto each 

other in different languages. This study also provides evidence for the universality and 

variation of spatial metaphors on the ground of cultural models. Philosophically, it 

supports the standpoint of Embodiment philosophy that abstract concepts are 

constructed on the basis of spatial metaphors that are grounded in the physical and 

cultural experience. 

Key Words: gradient; metaphoricity; the preposition in; corpus-based approach; 

 Chinese Academic Writing 
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1. Introduction 

The issue of English prepositions has notably been challenging for non-native English 

learners. As Nacey and Jensen (2017: 283) noted, “most prepositions are highly 

polysemous, making it challenging for learners to intuitively grasp a particular 

preposition’s meaning(s)”. In addition, Schmied (2002: 947) also pointed out that 

“prepositions are a notoriously difficult field for foreign language learners”. These 

viewpoints tend to suggest that the investigation into English prepositions is worthy of 

academic attention. 

Abundant scholars have carried out research to discover the rule of English 

prepositions and have provided relevant solutions to the existing problems that learners 

are confronted with. The past thirty years have seen increasingly tremendous 

advancement in the theoretical research of complex semantics of prepositions. The 

polysemous meanings of English prepositions are frequently viewed as arbitrary and 

idiosyncratic in detailed descriptive grammar (Quirk et al. 1985). However, with the 

development of Cognitive Linguistics (CL), cognitive semanticists have demonstrated 

an alternative perspective on the polysemy of prepositions: the seemingly arbitrary 

meanings of prepositions are highly systematic (Lakoff 1987; Lindstromberg 

1998[2010]; Tyler and Evans 2001a, 2001b, 2001c, 2003). It is also the rationale 

underpinning of the present study. 

In the field of CL, prepositions are treated as orientational metaphors or spatial 

metaphors (Lakoff 1987). A metaphor is more than referred to as an ornamental figure 

of speech rather than a way of thinking. A metaphor, irrespective of some critical voices 

on it, has been a central topic while it is capable of accounting for cognitive processes 

in human interaction. Lakoff and Johnson (1980[2003]) argued that, in the process of 

cross-mapping between the source domains and the target domains, a metaphor is 

constructed in human cognition. That is to say, it provides a basis for the conceptual 

mapping of one concept in relation to another for the purpose of meaning-making. 

Moreover, it has been demonstrated that there exist systematic networks among 

different domains in which meanings are constructed and organized. These statements 

demonstrate that the processes of meaning construction to understand the outside world 

are usually metaphorical. In order to have an extensive understanding of metaphors, 
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many scholars (Müller and Tag 2010; Dunn 2011; Jensen and Cuffari 2014; Nacey and 

Jensen 2017) have emphasized the importance of a new term “metaphoricity”, which 

plays a crucial role in addressing one feature of metaphors: gradience (Hanks 2006; 

Dunn 2011, 2014) 

Despite the increasing focus on this term, the studies of metaphoricity still suffer 

from several conceptual and methodological weaknesses. To be more specific, the 

previous study has not given enough attention to identifying the feature of 

metaphoricity: gradience. In addition, no studies have, up to date, provided systematic 

information on the categorization of metaphoricity or have utilized a method for 

quantitative assessing the gradable metaphoriticy of polysemous meanings. From the 

angle of English prepositions, there are few documented studies in the literature that 

seeks to analyze the prepositions with regard to how the prepositional meanings are 

gradable. Instead, most researchers in this field have merely limited to some theoretical 

models. Besides, studies of metaphoricity are often accused of subjectivity (Müller 

2008; Müller and Tag 2010; Jensen and Cuffari 2014; Jensen 2017), this is why this 

study uses a big corpus as a database. 

More crucially, studies on English prepositions have been limited to several research 

methodologies. Most previous studies only involved qualitive analysis of relevant 

examples in English (Tyler and Evans 2001a, 2003), which would need more empirical 

evidence to effectively investigate the features of prepositional usage in real corpora. 

As a consequence, it concludes that researchers would be required to find a 

theoretical framework to show the gradable metaphoricity of prepositions in writing 

and clarify the measurement to assess the degree of metaphoricity. Researchers in this 

area would also attempt to identify second language learners’ mechanism of using 

prepositions. Researchers would also need to employ an effective research approach, 

such as a corpus-based approach, to offer a model that combines the theoretical 

framework with empirical data. 

1.1. Research Background 

The research background focuses on three fields of Linguistics: CL, Corpus Linguistics 

and Lexical Semantics. The three fields are closely related. Lexical Semantics studies 

the polysemous meanings of words; CL explains the phenomenon of polysemy; while 
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Corpus Linguistics provides empirical evidence for the study of polysemy. The three 

branches serve as the methodological and theoretical foundations for the present study. 

1.1.1. Cognitive Linguistics 

In the 1980s, CL did not only become an independent branch in the study of language 

but also provided a new theoretical foundation for linguistical analysis. One of the main 

assumptions of CL is that “language is not an autonomous cognitive faculty. 

Knowledge of language emerges from language use” (Croft and Cruse 2004: 1). This 

hinges on the assumption that language is formed in the process of usage. 

CL aims to analyze the relationship between language and mind by exploring the 

deep structure of language in human cognition. Besides, CL has its philosophical roots 

in Experientialism with a specific focus on embodied mind, cognitive unconscious and 

metaphor (Lakoff and Johnson 1999). Within CL, polysemy is one of the most studied 

linguistical phenomena. As observed by Taylor (2003: 638), “it has been a central 

concern in lexical semantics, lexicography, translation studies, and natural language 

processing”. 

Methodologically, there are five identifiable paradigms within CL. These include 

introspection (Lakoff and Johnson 1980[2003]; Langacker 1987), the corpus-based 

approach (Deignan 2003; Stefanowitsch and Gries 2005, 2006; Hilpert and Gries 2016; 

Gries 2012, 2017), the multimodal approach (Berman and Slobin 1994; Ochsenbauer 

and Hickmann 2010, Forceville and Urios-Aparasi 2009), the behavioural approach 

(Spence and Bayne 2014; Steen 2007; Casasanto and Boroditsky 2008; Ojha et al. 

2017) and the neurocognitive approach (Indurkhya and Ojha 2017; Zhang 2019; Lai et 

al. 2019). For a long time, the introspection and other qualitative methods were 

dominant in CL. However, scholars, such as Gibbs (2006), Geeraerts (2006), Gonzalez-

Marquez (2007), Geeraerts and Cuyckens (2007), Semino (2017), and Tay and Xie 

(2022), have been vigorously debating the research methods of CL. More so, the 

reliability and validity of the introspection, which has been used for many years, were 

questioned when other empirical approaches, such as a corpus-based approach, were 

used. 
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1.1.2. Corpus Linguistics 

Corpus Linguistics provides reliable and valid data for the study of language. Scholars, 

such as Biber, Conrad and Reppen (1998), pointed out that linguistic researches should 

depend on large real corpora. They opined “...that comprehensive studies of use cannot 

rely on intuition, anecdotal evidence, or small samples; they rather require empirical 

analysis of large databases of authentic texts, as in the corpus-based approach” (Biber, 

Conrad and Reppen 1998: 9). 

Corpus Linguistics has found relevance in applications to the study of CL. For 

instance, from Cognitive Linguistics Bibliography, Geeraerts (2006) collected about 

7000 references on the keywords: “corpus”, “experiment”, “empirical” and “data”, 

aiming to find the trend in the development of CL. 

 

 1985-1989 1990-1994 1995-1999 2000-2005 

 n=776 n=1140 n=1881 n=2314 

corpus 4 0.5% 18 1.6% 68 3.6% 215 9.3% 

experiment(al) 15 2.0% 46 4.0% 119 6.3% 214 9.2% 

empirical 24 3.1% 59 5.2% 116 6.2% 213 9.2% 

data 21 2.7% 69 6.0% 151 8.0% 249 10.8% 

total 64 8.3% 151 13.2% 357 19.0% 648 28.0% 

Table 1: Presence of terms related to empirical methods in the Cognitive Linguistics 

Bibliography from Geeraerts (2006: 33) 

 

According to Table 1 above, from 2000 to 2005, the number of “corpus” reached 9.3% 

from 0.5% between 1985 and 1989. It indicates a corpus-based approach has become a 

major empirical paradigm in language study. Geeraerts (2006: 33) observed that “this 

is not altogether surprising: the massive availability of corpus materials is a relatively 

recent phenomenon, specifically if we take into account the use of the internet as a 

corpus”. The reason for the surge in the number of corpus-based studies is that more 

researchers (Stefanowitsch 2006, 2007; Hanks 2006) realize that a corpus-based 

approach can quantitatively study grammar, semantics and discourses, frequency of 

collocation, contributing to the scientific result of research. 

It cannot be denied that a quantitative research approach is also essential in linguistic 

research, so it is necessary to balance this with qualitative approaches. As Gries (2006: 

5) submitted, “most studies are somewhere in the middle between the very qualitative 

and the very quantitative endpoints of the scale”. As a result, in the present study, both 
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qualitative and quantitative approaches will be employed to study the metaphoricity of 

the preposition in. 

1.1.3. Lexical Semantics 

Semantics is one of the branches of Theoretical Linguistics. Since the 1980s, with the 

rise of CL, Lexical Semantics has accordingly attracted more attention, resulting in the 

emergence of a new branch referred to as Cognitive Semantics. The core centre of 

Cognitive Semantics is to explain the meaning of words, based on such theories as 

Categorization, Prototype Theory, Metaphor and Metonymy, Conceptual Blending and 

Image Schema. 

Polysemy is one of the important lexical relations. As Löbner (2002) stated, 

polysemy plays a significant role in the evolution of meanings. It has gained extensive 

attention in the area of Semantics (Falkum and Vicente 2015; Valera 2020). 

Furthermore, the polysemy of prepositions is more complicated since each preposition 

has several meanings and usages, which are abstract, since the meanings of words 

develop by virtue of conceptualization. In this study, based on the theory of Principle 

Polysemy Network, I attempt to make a descriptive analysis of the preposition in in 

order to investigate the inter-relatedness of its polysemous meanings. 

Lexical Semantics and CL provide the theoretical and philosophical foundation for 

this study, and Corpus Linguistics establishes an empirical methodology. This aligns 

with the general aim of this study: to offer a new model for employing a corpus-based 

approach in Cognitive Linguistics. 

1.2. Research Objectives 

Regarding the aforementioned issues, the present study will utilize a corpus-based 

approach to investigate Chinese English-major students’ usage of the preposition in in 

terms of gradient metaphoricity. The main reason that the preposition in is selected is 

that in is the frequently used spatial preposition in English (Kennedy 1998: 139). 

Firstly, this study aims to re-clarify the role of space in human cognition. Space is a 

meta-concept in CL and Embodiment philosophy, from which human beings 

understand other abstract conceptions. It is the earliest perception from which people 

interact with the outside world. As Tyler and Evans commented (2003: 22), 

“investigating the meanings associated with spatial particles will offer fundamental 
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insights into the relationship between language, mental representation and human 

experience”. In Embodiment philosophy, categorization, conception and reasoning 

derive from human physical experiences, and spatial relationships, movement action 

and physical body have a great influence on basic spatial perception. Hence the spatial 

cognition of human beings plays an important role in our perception of other concepts. 

Secondly, this study aims to provide a renewed perspective for the systematic 

assessment of prepositions in respect of gradient metaphoricity. Prepositions are part of 

the fundamental concepts in human cognition. According to Talmy (2000: 178-179), 

“preposition is one of the most important structures based on which other domains are 

founded”. It refers to the spatial, temporal and logical relationships between objects. 

Furthermore, understanding the evolution of prepositions can help researchers deepen 

their understanding of the relationship between language and the outside world. The 

meanings of prepositions are projected onto each other, forming the central meaning of 

prepositions and their metaphorical meanings. However, most studies in this area are 

merely limited to a qualitative analysis. This study will analyse the various meanings 

of the preposition in in a quantitative way. 

Thirdly, this study aims to offer a model where a corpus-based approach is employed 

in CL, by exploring the features of the usage of the preposition in by Chinese English-

major students. As for the adopted research methods, a corpus-based approach to CL is 

considered a new trend on account of its objectivity. Stefanowitsch (2006: 1)  

observed that “recently, a number of researchers have begun to … laying the 

methodological foundations for a strong emphasis on authentic data and the empirical 

verification of many of the fascinating theoretical claims in the field”. In the present 

study, a syntactic analysis, which is the integration of Corpus Linguistics and CL, is 

done. This approach has been continuously developed with an attempt to reveal the 

semantic clustering in one or more slots of constructions, thus exploring the 

constructional meanings of various constructions in corpora. This method is expected 

to give scientific insight into the study of prepositions. 

Last but not least, this study will look at the mismatches between the preposition in 

and its Chinese equivalence zai...li (在...里). In CL, the mismatches of meanings, 

especially the metaphorical meanings, in various languages indicate a cultural 

phenomenon. In Kövecses (2010), a metaphor does not only come from our bodily 

experience, but it is also influenced by culture. Lakoff (1993: 245) stated “metaphorical 



7 

 

mappings vary in universality; some seem to be universal, others are widespread, and 

some seem to be culture-specific”. In this study, the universality and variation of the 

prepositions will be analyzed culturally, and the reasons for the mismatches will be 

explored philosophically. In addition, this research work, being a study on the usage of 

prepositions by Chinese learners, intends to give useful suggestions for a pedagogical 

model, in which English learners can effectively learn prepositions. 

Therefore, I decided to conduct a research that focuses on Chinese English-major 

students’ usage of the preposition in in academic writing, in the hope that the present 

study would inform English learners about the vital role of prepositions in producing 

texts. It is also hoped that this study will significantly contribute to both CL and Corpus 

Linguistics from a variety of aspects. 

1.3. English Academic Writing in China 

This research is greatly significant because it seeks to unravel the recurring features in 

using the preposition in produced by Chinese learners who are engaged in English 

Studies. It also aims to analyze the relevant reasons culturally and provide implications 

to the current English preposition teaching and learning, especially in China. Therefore, 

this section will briefly state the background of English academic writing in China. 

An increasing number of disciplines in English Studies have been established in 

China’s higher education institutions, such as universities, in response to the growing 

need for international communication. According to the Ministry of Education of the 

People’s Republic of China, in 2022, there are 735 universities which offer 

undergraduate courses in English Studies. Among them, 160 universities are entitled to 

grant the Master’s degree of English Languages and Literature. In these 160 

universities, only 27 top universities provide doctoral programs. 

English is a required subject in the College Entrance Examinations in mainland 

China. Generally speaking, Chinese students begin to learn English from the third year 

of primary school, which means that Chinese university students have a basic 

knowledge of English. However, in junior and senior high schools, the focus of English 

learning is reading, vocabulary and grammar, and writing only accounts for a small 

percentage of the English exam. In universities, students majoring in English Studies 

learn English professionally. In the first and second years of undergraduate study, 

English-major students practice the basics of English, including listening, reading, 
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writing, grammar and vocabulary. At the end of the second year, these students are 

assessed with the Test for English Majors Band 4, which is provided by the Ministry of 

Education. In the third and fourth years, students study courses, including British and 

American Literature, English Linguistics, the culture of English-speaking countries, 

translation and academic writing in depth. In the fourth year, they are evaluated with 

the Test for English Majors Band 8, then are required to do academic writing in English. 

After undergraduate studies, only students who pass the Master Entrance Exam are 

eligible for Master’s study. The Master’s program normally covers 2-3 years. Besides 

relevant courses, students must undertake professional academic research and publish 

academic papers. Only a very small proportion of master students continue to study for 

a Ph.D. degree. Ph.D. Study usually covers 3-4 years. It indicates that Chinese master 

and doctorate students majoring in English Languages and Literature have been 

systematically trained and have a high level of English proficiency and academic 

writing skills. 

Although English-major students have professionally learned English for a long 

time, their English academic writing still suffers from deficiencies, particularly in the 

usage of language. As Dodigovic and Wang (2015) noted, the most common errors in 

Chinese academic writing pertain to word form. Qiao (2014) found that Chinese master 

students still commit errors in academic writing, which mainly result from the 

interference of the mother tongue and ignorance of the grammar rules. Shen (2020) also 

pointed out that the differences between English and Chinese thinking patterns 

influence sentence structure and the choice of vocabulary in English academic writing. 

The findings of these researches tend to reflect a similar phenomenon that academic 

writings by Chinese learners deviate from native speakers in the usage of language. 

Generally speaking, Chinese English-major students still may have deficiencies in 

academic writing, even though they have a good foundation in English. In this respect, 

the study from a theoretical perspective would be significant for English learning and 

teaching in China. This is one of the reasons for me to do this research. 

1.4. Chapter Overview 

In answer to the research objectives mentioned above, the overall structure of the study 

takes the form of seven chapters: 
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Following the introductory chapter, Chapter 2 will give a brief review of some 

terminologies related to CL, including metaphor, metaphoricity, spatial metaphor, and 

Image Schema and emphasize the importance of the research approach of utilizing 

corpora in the studies of prepositions. 

Chapter 3 will introduce the methodology of this study, which consists of research 

questions, research methods and the research procedure. This chapter will also 

introduce two designed corpora and elaborate a retrieval procedure, in which the Chi-

squared test and the Mutual Information test will be employed to test the statistical 

significance. 

Chapter 4 will cover the primary and metaphorical senses of the preposition in, thus 

developing a prepositional semantic network, and carry out a quantitative analysis 

regarding their degrees of metaphoricity. 

Chapter 5 will conduct a corpus-based approach to the designed corpora, aiming to 

find the semantic and syntactic features of the usage of the preposition in produced by 

Chinese English-major students. 

Chapter 6 will list preposition divergences in the corpora and compare the 

preposition in and its Chinese equivalence zai…li ( 在 ... 里 ) from cultural and 

philosophical perspectives. 

Chapter 7 will summarize the main findings of the study, present its limitations and 

give suggestions for further research in this area. 
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2. Literature Review 

This chapter attempts to explain all the definitions, theories and relevant research 

referred to in the subsequent chapters, including meaning, polysemy, metaphor, 

metaphoricity, spatial metaphor, prepositions, Prototype Theory, Image Schema and so 

forth. It also aims to build an intrinsic link between prepositions and metaphoricity. 

This will help identify the role of metaphors in human cognition and clarify how the 

corpus methodology has made a significant contribution to CL. All of these are parts of 

the theoretical foundations for the present study. Section 2.1 will present an overview 

of lexical meaning and analyze the nature of polysemy from a cognitive perspective. 

Section 2.2 will emphasize the importance of metaphors, and will further compare 

metaphor and metaphoricity. Section 2.3 will introduce the features of spatial 

metaphors and prepositions. Section 2.4 will demonstrate the relevant cognitive 

theories, such as Prototype and Image Schema. In particular, this section will address 

the claim of its philosophical foundation: Embodiment philosophy. 

2.1. Lexical Meaning and Polysemy 

Semantics is one of the branches of General Linguistics that is concerned with the study 

of the various meanings of words. In Linguistics, “meaning” associated with words can 

be traditionally interpreted from different perspectives: Saussure’s Signifier and 

Signified, Bloomfield’s Structuralism, Chomsky’s Generative Semantics, etc. From a 

cognitive perspective, “meaning” develops through language usage rather than 

language itself. This section covers the relevant cognitive studies on lexical meaning 

and polysemy. 

2.1.1. Lexical Meaning: from a Cognitive Perspective 

In Traditional Linguistics, “meaning” is treated as static “lexical entries” (Allwood 

2003; Pustejovsky 1995). However, the cognitive view of meaning-construction is 

flexible, which is heavily reliant on the context where they occur. As Evans (2006: 491) 

put it, “meaning is a property of situated usage-events, rather than words”. For instance, 

the word hard can be interpreted differently with regard to the various contexts: 

(2.1a) The water is hard. 
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(2.1b) I find that hard to believe. 

(2.1c) I only succeeded through hard work. 

(2.1d) I have to work hard today. 

In each of the above examples, the lexical meanings of the word hard are, to greater or 

less extent, different, which rely on the context of utterance. 

The different interpretations come from the embodied experience (Lakoff 1987; 

Gibbs 2006; Lawrence 2007, 2012, 2019; Waldow: 2020). Gädenfors asserted two 

basic assumptions concerning “meaning”. These are that “meanings are on the bodily 

experience; meanings are in the head” (1999: 21-22). The two assumptions give 

implications for the nature of meanings: meanings essentially originate from human 

experience and cognition. Wang (2007: 13) presented a third assumption: “meanings 

are the sum of propositional meaning and construal”. This assumption implies that 

meanings are construed by our embodied experience. Moreover, lexical meanings are 

constructed by means of categorization and conceptualization in human cognition, then 

applying to mental-representation. Thence, this subsection will look at the nature of 

lexical meanings in regard to embodiment, categorization, conceptualization and 

mental representation. 

 Lexical Meaning and Embodiment 

In the 1980s, two representative cognitive linguists, Lakoff and Johnson, proposed the 

Embodiment philosophy which is contrary to the previous Objectivist Semantics. Their 

hypothesis criticizes the mind-body dualism, emphasizing the connection between body 

and mind and the importance of metaphors, which convert the non-experiential concept 

into our cognition. Johnson & Lakoff put forward three principles of Embodiment 

philosophy in their book Philosophy in the Flesh. One of these, which is central to the 

current study, is the “embodied mind”. In subsequent studies, they re-emphasized that: 

Meaning is grounded in our sensorimotor experience and this embodied meaning was 

extended, via imaginative mechanisms such as conceptual metaphor, metonymy, 

radical categories, and various forms of conceptual blending, to shape abstract 

conceptualization and reasoning. What the empirical evidence suggests to us is that an 

embodied account of syntax, semantics, pragmatics, and value is absolutely necessary 

for an adequate understanding of human cognition and language (Lakoff and Johnson 

2002: 245). 

This philosophy does not deny that relatively stable human knowledge is relevant to 

objective reality. Rather, it stresses perceptual experience and cognitive function in the 

formation of human conception. 

https://en.wikipedia.org/wiki/Mind-body_dualism


12 

 

Sweetser (1990: 12) affirmed the view that human cognition is embodied, when he 

said that “I agree strongly with those semanticists who consider meaning to be rooted 

in human cognitive experience: experience of the cultural, social, mental, and physical 

worlds”. In Semantics, scholars try to explain sophisticated language concepts and 

phenomena with Embodiment, which lends credence to the assumption that the reality 

in our eyes is not absolutely objective existence, rather than construed by Embodiment. 

Furthermore, it is believed that human cognition is not purely objective but emerges 

through categorization and conceptualization. 

 Lexical Meaning and Categorization 

Traditionally, categorization originates from the ancient philosopher Aristotle. Since 

the 1960s, however, psychologists have given empirical evidence that many category 

features cannot be explained by Aristotle’s view. American psychologist Rosch 

(1975a), based on Wittgenstein’s “Family Resemblances”, made further clarifications 

on the category: Prototype Effects, Cognitive Reference Point and Asymmetries of 

Members. She listed the category as one of the core centres in CL. This is corroborated 

by Geeraerts et al. (1994: 13), who stated that “cognitive linguistics is a theory about 

categorization in and through language”.  

The category refers to the classification of things in human cognition. In CL, 

categorization is “the mental process of classification” (Ungerer and Schmid 2006: 8). 

It is an advanced cognitive activity during which human beings process and make a 

logical classification. In the process of categorization, human beings create the order of 

meaning. Jackendoff (1983[1985]: 78) extracted the same category from different 

entities: “the outcome of the juxtaposition of two conceptual structures”. Drawing 

insights from the Prototype Theory, cognitive linguists consider categorization as a kind 

of high-level cognitive activity where human beings subjectively classify the world 

with the symbolic systems and transform chaotic reality into orderly information. 

Category is hierarchical. As Sweetser (1990: 9) put it, “linguistic categorization 

depends not just on our naming of distinctions that exist in the world, but also on our 

metaphorical and metonymic structuring of our perceptions of the world”. This includes 

the superordinate category, basic level category and subordinate category. The 

superordinate covers all the basic members; the basic level category reflects the 

distinctions between one certain category and other categories; the subordinate category 

refers to a subdivision of the basic-level category. In addition, each meaning is one 
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typical member in each category, and they are conceptually connected to each other, 

thus forming a semantic network via metaphor. It has been conclusively shown that 

metonymy and metaphor are the main cognitive mechanisms when the networks are 

expanded. 

 Lexical Meaning and Conceptualization 

“Meaning”, in the human brain, is conceptualization in cognitive models (Evans 2006), 

because meaning construction is a conceptual process involving the integration of 

verbal and non-verbal information produced in the human brain. Indeed, Langacker 

(2000) equated the meaning of a linguistical expression with a conceptualization, or 

“mental experience”. 

“Meaning” is not an equivalent reflection of the objective world but relies on the 

language users’ subjective cognition. At present, due to the limitations of science and 

technology, scientists are still unable to study the complex neural structures in the 

human brain directly. The only efforts being made are by indirect analysis with other 

media. Langacker (1987: 194), however, clarified the relationship between meaning-

making and conceptualization thus: “the subject matter of semantic analysis is human 

conceptualization, and the structures of concern are those that a person imposes on his 

mental experience through active cognitive processing”. It is on this basis that cognitive 

linguists, from the perspective of conceptualization, study the organizational rules of 

conceptual content in language. Conceptualization is not only an essential concept in 

Cognitive Semantics, but also in grammar, language structure and discourse analysis. 

Langacker especially attached importance to “dynamic conceptualization”: 

A dynamic view of conceptualization is essential to a principled understanding of 

grammar and how it serves its discourse and interactive functions; dynamic 

conceptualization is important in all areas of linguistic structure. This is especially 

evident in the case of clause structure, where it helps resolve numerous classic problems 

(2000: 361, 370). 

People ultilize words to communicate those conceptualizations dynamically. This 

significantly contributes to our understanding of the process of how the concept is 

formed. Essentially, the representation of “meaning” is conceptual, and the “meaning” 

can be explained regarding mental representation. 
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 Mental Representation of Meaning 

In the psychological lexicon, the discussions on mental representations centre on the 

number of meanings and their relationships. In general, there are four viewpoints about 

mental representations: 

Core-sense representation: This holds the view that there is only one highly 

generalized core meaning in the stored memory. Nunberg (1978) noted that the 

meanings of many words can be deduced from their core meaning according to the 

grammatical rules. For example, one generalized word, animal is used to refer to each 

individual member of core-sense representation. This is rendered graphically in Figure 1. 

 

 

Figure 1: Core-sense representation 

 

Murphy (1996) suggested that new polysemous meanings can be exactly understood 

only when the original meaning and new meanings follow a certain polysemy model. 

Anderson and Ortony (1975) pointed out that polysemous words’ meanings can be 

decoded when people construct details based on contextual information. This type of 

representation is undoubtedly influenced by the Prototype Theory. However, core-

sense representation is too abstract to capture marginally related meanings. Hence there 

is increasing difficulty in reasoning in contextual meanings. 

Separate-sense representation: In this view, all the senses are separately in stored 

memory, and people need to infer the activated meaning from context. This is 

graphically represented in Figure 2. 

 

 

Figure 2: Separate-sense representation 
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As Figure 2 illustrated, Zgusta (1971[2010]) believed that it is usually impossible to 

find a single core meaning extended to other meanings; Lehrer (1990) also argued that 

vocabulary, to some extent, is unpredictable, and language users must learn the usage 

of extended words, rather than entirely rely on pragmatic principles. This implies that 

only one core meaning is not enough. There is a need for some other meanings to be 

described. The limitation of this view is its neglect of the connection between meanings, 

thereby causing the non-expansion of the psychological lexicon scale. This 

representation thus leads to the burden of vocabulary memory. 

Related-sense representation: Polysemous senses are, to a great degree, related. The 

members of the category form a radial shape around the prototype, as represented in 

Figure 3. 

 

 

Figure 3: Related-sense representation 

 

The meanings can be connected by metonymical or metaphorical mapping. At present, 

this view is in the mainstream of Linguistics. It clarifies the connection between the 

meanings of words and the mechanism of extension. However, it ignores the inter-

relatedness of different senses. 

Continuum representation: This perspective posits that the senses of one word bring 

about a unified whole, and there are no clear boundaries between them (Cruse 1986; 

Giora 1997; Fauconnier and Turner 2003; Croft and Cruse 2004). Fauconnier and 

Turner (2003: 79) abandoned earlier notions of “meaning”. Instead, they used “meaning 

potential” to indicate the infinite possibilities of stimulating vocabulary in dynamic 

cognitive processes. To them, this reflects the flexibility, adaptability and richness of 

language (See Figure 4). 
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Figure 4: Continuum representation 

 

Continuum representation reflects the encyclopedia view: Semantics is the result of 

conceptualization based on the human experience. However, the main weakness is that 

it over-emphasizes the dynamic, ignoring relatively stable factors. In this study, for 

examining the semantic network of the preposition in, I combine the view of both 

related-sense representation and continuum representation: the meanings derive from 

the central meaning, but closely related by the mechanism of metaphors. 

 

Figure 5: Meaning-construction in LCCM theory from Evans (2006: 528) 
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In order to develop a theory in line with the reality of language use, Evans (2006, 2010) 

proposed a meaning-construction theory: the Theory of Lexical Concepts and Cognitive 

Models (LCCM). Figure 5 illustrates the model of this theory. Relatively, lexical 

concepts are simple pieces of knowledge that are connected to conceptual information 

at certain sites in our knowledge system. Cognitive models are employed to organize 

conceptual information into an encyclopaedic knowledge network. The integration of 

lexical concepts is controlled by several principles, generating a conception. 

To sum up, semantic meanings are generated from experience by virtue of 

categorization and conceptualization, as depicted in Figure 6: 

 

 

Figure 6: The relationship between experience and semantics 

 

The connection between semantics, conceptual structure, categorization and 

Embodiment is established. Experience is the source of human cognition, from which, 

through categorization, conceptual structure is formed. This forms the bedrock of 

Lexical Semantics. Consequently, to investigate the lexical meanings of words, it is 

necessary to examine their conceptual structure and experience. 

2.1.2. Polysemy 

Lexical relation includes homonymy, synonymy, antonym, polysemy and homonymy. 

Among them, polysemy is a very common linguistical phenomenon that strides 

different levels of language study. It has been studied at the level of phonetics, 

morphology, etc. This subsection will look at the definition, traditional and cognitive 

approaches to the theory of polysemy. 
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 Definition 

Polysemy is a phenomenon in which a linguistical unit has numerous unique but 

connected meanings. As a fact, almost all the linguistical units, to some extent, are 

polysemous. For instance, the English word take, get and mother. Polysemy is treated 

as an essential way for language economy. As noted by Ullmann (1959: 118), 

“polysemy is an indispensable resource of language economy. It would be altogether 

impracticable to have separate terms for every referent”. 

The term “polysemy” derives from Greek, in which poly means many and sem means 

meaning or sense. That is to say, the study of this lexical relationship is rooted in Greek 

philosophy. Over two thousand years ago, Aristotle recognized the polysemous 

qualities of words. However, as Siblot (1995: 24) claimed, Aristotle had strong opinions 

against polysemy: “words of ambiguous meanings are chiefly useful to enable the 

sophist to mislead his learners”. At the end of the 19th century, the French Semanologist 

Michael Breal used the term “polysemy” in Linguistics. Since then, this term has 

become an important subject in language study. 

Researchers attempted to distinguish homonymy from polysemy, both of which are 

used to describe the relationship of the meanings of words. Notwithstanding, as Saeed 

(2003[2007]: 63-64) stated, “homonymy are unrelated senses of the same phonological 

word”, while “polysemous senses are listed under the same lexical entry”. However, 

Nerlich et al. (2003: 10) put forward “graded phenomenon”, meaning that there is no 

clear distinction between polysemy and homonymy because they are on different stages 

of meaning change. It indicates, regarding the nature of polysemy, researchers have 

different opinions, and thus various approaches were conducted to the study of 

polysemy. 

 Theoretical Approaches to Polysemy 

The concept of polysemy, for lexical semanticists, is traditionally seen as a difficult 

topic because of its complexity. In examining polysemy, many theoretical approaches 

were employed. Among them, three basic approaches to the semantic study of 

polysemy are introduced here: 

The homonymy approach is used in some traditional linguistic branches, such as 

Bloomfiled (1933). It posits the distinctness and arbitrariness of the lexicon. 

Nevertheless, such expositions are unsatisfactory while they ignore the nature of 

language, denying the view that language is “systematic, productive and creative” (Hu 
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2006: 1). Moreover, it fails to acknowledge the inter-relatedness between distinct 

senses. Tyler and Evans (2003: 5) also hold the same viw that “the position takes a 

narrow synchronic view”. 

The monosemy approach is presented by Charles (1989), Groefsema (1995) and 

Pustejovsky (1995: 101-116), who argued that “apparent ambiguities are a result of the 

interpretation of an utterance containing the modal in a particular context”. As for this 

approach, Pustejovsky put forward the Argument Structure (ARGSTR). He explained 

the word begin in some related sentences (Figure 7). 

 

 

Figure 7: Monosemy approach to begin from Pustejovsky (1995:116) 

 

However, “monosemists” suffer from the weakness that some meanings merely located 

in a particular form should be in accordance with the distinct meanings in that certain 

form. 

The third perspective is the polysemy approach. This postulated that “each different 

sense of a polyseme requires its own semantic representation” (Murphy 2010: 101). It 

highlights the function of metaphor and metonymy. Lakoff (1987) explained the 

meanings of mother, and he named those examples “radical concepts”. Fillmore and 

Atkins (2000: 16) described the French ramper (crawl in English) as Figure 8: 
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Figure 8: Polysemy network for crawl (partial) from Fillmore and Atkins (2000: 16) 

 

Later, Tyler and Evans (2003) proposed another concept referred to as Principled 

Polysemy Network to describe numerous related meanings, which are connected via 

metaphors. This is also the theoretical framework in the present study and will be 

explained in detail in Chapter 3. 

 Polysemy in Cognitive Linguistics 

In recent decades, the study of polysemy has been discussed from a cognitive 

perspective (Lakoff 1987; Tyler and Evans 2003; Croft and Cruse 2004). In the 

1980s, linguists tried to find prototypical members, whereas, in the 1990s, they relied 

more on image schemata, conceptual metaphor, and metonymy to explain polysemy. 

This is because of the intricate relationship that has been established between meaning 

and cognition. Generally, polysemy is defined as “a semantic property of lexical items” 

(Ursini 2016: 74), emphasizing the significance of meaning, embodied experience and 

conceptual organizations. To be specific, cognitive linguists do not consider the 

language structure as the main element, rather polysemy is perceived as a conceptual 

process, categorization, or as the mechanism of processing. That is to say, cognitive 

linguists study the nature of polysemy regarding the philosophy of Embodiment, 

conceptualization, categorization, image schema and so forth. 

Cognitive linguists argue that meanings derive from the conceptualization of human 

experience to the objective world reflect mental representation and various meanings 

which are encyclopedic are activated in different degrees (Fauconnier and Turner 2003; 
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Croft and Cruse 2004). Each activated concept constitutes a node in the meaning 

network. The different degrees of activation in various nodes depend on the frequency 

of language use, the levels of attention and contextual factors. After long-term repeated 

usages, some activated concepts have been solidified, becoming one meaning in the 

semantic networks. Some others, which are only context-dependent, require more 

cognitive input for activation. The overall structure of meanings consists of these nodes. 

Accordingly, polysemy means that two or more nodes in one conceptual structure are 

activated in a network. 

To further elaborate the nature of polysemy, Pesina and Latushkina (2015: 486) put 

forward a term “lexical eidos”, including “the programme for all particular meanings 

of a word, each variant has subtle reference to a model which manages the process of 

transferred meanings semiosis”. Put it differently, each meaning of a word contributes 

to the conceptual model. Besides, according to this theory, language and cognition are 

connected logically and conceptually through theoretical modeling, forming polysemy 

and meanings develop and interact on their own, independent of human consciousness. 

This view is in line with cognitive unconscious from Embodied Philosophy. 

2.2. Metaphor and Metaphoricity 

Metaphors play a vitally important role in CL. Research into metaphors has a long 

history, from which metaphoricity is generated. Metaphor and metaphoricity are closely 

related yet different. In this section, I will present the definitions, classifications, 

features and studies of metaphor and metaphoricity, respectively, and then make a 

comparison between the two terms. 

2.2.1. Metaphor 

According to the entries from contemporary dictionaries, a metaphor refers to “a figure 

of speech” (Oxford English Dictionary 2001: s.v.). Similarly, in Cihai, the most 

authoritative Chinese dictionary, a metaphor (隐喻 yinyu) is also conceived as “a kind 

of figure of speech” (Cihai 2009).That is to say, no matter in western or Chinese 

dictionaries, the definitions of metaphors are only referred to as a kind of figure of 

speech, which is also in line with most people’s understanding of it. However, it is 

difficult to restrict any exploration of the definitions of metaphors, because it is by 

nature amorphous. Thus, this has resulted in extensive debates on how to capture its 
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nature. With the magnitude of research on it, the study of metaphors has become the 

core of CL. In this subsection, the historical development, definitions, classifications, 

and recent studies of metaphors will be introduced. 

 Metaphor: historical perspective 

Hulme, affirmed that “the history of philosophy should be written as that of seven or 

eight metaphors” (cited in Grant 2000: 63). As debates about metaphors have long been 

a question of great interest throughout the centuries, I firstly provide an overview of the 

historical development of metaphors. Historically, there are mainly three views of 

metaphors: “comparison view of metaphors”, “substitution view of metaphors”, and 

“interaction view of metaphors”. These views lead to the history of the research on 

metaphors. 

When it comes to the study of metaphors, Ortony (1979[1993]: 3) claimed that “any 

serious study of metaphor is almost obliged to start with the works of Aristotle”. 

Aristotle is the first one who makes a systematic explanation of metaphors. It was 

Aristotle who recommended the mastery of metaphor, stating that: 

It is a great thing, indeed, to make a proper use of these poetical forms, as also of 

compounds and strange words. But the greatest thing by far is to be a master of 

metaphor. It is the one thing that cannot be learnt from others; and it is also a sign of 

genius, since a good metaphor implies an intuitive perception of the similarity in 

dissimilars (Poetics 22; Bywater 1940: 62). 

For Aristotle, a metaphor is one of the “word-focused figures of speech” which deviates 

from ordinary language (Ricoeur 1977: 16). He defined metaphors as “giving the thing 

a name that belongs to something else” (p. 56). Aristotle proposed four types of creating 

metaphors: “consists in giving the things a name that belongs to something else; the 

transference being either from genus to species or from species to genus; or on grounds 

of analogy” (p. 56-57). It indicates that “metaphorical transfer” can be genus to species, 

species to genus, species to species, and by analogy or proportion. In his classic works 

Rhetoric, Aristotle treated metaphors as the implicit comparison between a 

metaphorical expression and a literal phrase based on analogy. He then further put 

forward “Theory of Comparison”, denoting a far-reaching influence on the study of 

metaphors for more than two thousand years. In this view, a metaphor is referred to as 

“a kind of comparison, a condensed simile” based on similarity (Martin and Harré 1982: 

90), where a metaphor is similar to its literal meaning. Hence the metaphor: 

You are a flower. = You are like a flower. 
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The weakness of this view is that it is only confined to the study of nouns, ignoring 

other language features. However, metaphors are capable of being established “in 

common something more than mere resemblances in that they belong to the same 

category sharing relevant features” (Cacciari 1998: 135). 

The second widely known view is “substitution view of metaphor”, which is 

proposed by the ancient Roman philosopher and rhetorician Quintilian. Based on 

Aristotle’s postulations, Quintilian put forward the “Theory of Substitution”. In this 

theory, a metaphor is regarded as a device of rhetoric which is the replacement of some 

equivalent literal expressions. Writers prefer to use metaphors since metaphorical 

expressions are more precise and vivid to convey the same meaning in the same context 

than the replaced vocabularies. As a consequence, the metaphor: 

You are a flower. = You are beautiful. 

However, this merely admitted that a metaphor is only a special way of expression. 

More specifically, a metaphor is only the embellishment substituted for an ordinary 

expression. It can be inferred that both “Theory of Comparison” and the “Theory of 

Substitution” share the same view that a metaphor is perceived as a kind of decorative 

language. 

The third major theory is the “interaction view”. In the 1930s, the British literary 

critic and rhetorician Richards, who opposed Aristotle and other traditional rhetorical 

theorists, published The Philosophy of Rhetoric through which he first put forward 

“Theory of Interaction”. In the publication, Richards (1936: 61) opined that: “metaphor 

is the omnipresent principle of language which can be shown by mere observation. That 

is to say, we can not get through three sentences of ordinary fluid discourse without it”. 

While Aristotle argued that a metaphor is a gift of genius, Richards insisted that the 

resemblance between two things can be found by everyone. Hence, Richards suggested 

that human thoughts are metaphorical, and the meaning of metaphors is correspondent 

with its interaction. In “Theory of Interaction”, a metaphor is taken as the use of 

reference to a group of things that are related in a particular way in order to discover a 

similar relationship among them. There is a certain process involved. Richards (1936: 

61) clarified that “in the simplest formulation, when we use a metaphor we have two 

thoughts of different things acting together and supported by a single word, or phrase, 

whose meaning is a resultant of their interaction”. He further put forward two terms 

indicating the mechanism of metaphor: “tenor” and “vehicle”. “Tenor” are the 
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underlying thought, which is the literal meaning of one word whereas “vehicle” is the 

thought under the tenor which can be conceived as metaphorical meanings. Thereby, 

the similarity between “tenor” and “vehicle” is ground. Richards’ “Theory of 

Interaction” became the third most influential theory on the interpretation of metaphors. 

In this view, metaphors in languages are the derivatives of thoughts and actions, 

emphasizing the process of metaphors. 

Later, Black (1962) developed Richards’ theory, defending the “interaction view of 

metaphor”. He put forward another term known as the “system”. These are the 

properties of elements through which the two thoughts are linked. More importantly, 

these thoughts are the associated ones rather than the isolated words or predicates. 

Richards and Black’s view on metaphors break through the limitations of the traditional 

rhetorician, as they had attempted to describe the relationship between metaphors and 

human cognition by shedding light on the cognitive function of metaphor. 

This subsection has stated that, historically, a metaphor was only regarded as a way 

of figurative expression in literature, belonging to creative poetic or rhetoric texts. The 

past few decades have witnessed a turn from the rhetorical view to the cognitive view, 

especially after Richards. Simultaneously, the focus has transferred from a metaphor as 

a figure of speech to a figure of thought, progressing the traditional viewpoint of 

metaphors. It can be found that, in the past few decades, the findings by previous 

rhetoricians, philosophers and linguists heavily promote the current approach to the 

study of metaphors. 

 Metaphor: cognitive perspective 

Richards (1936) and Black (1962, 1977) have already argued that a metaphor is not an 

ornamental tool in literature rather a way of thinking. Since the 1980s, with the 

publication of Ortony’s Metaphor and Thought (1979[1993]) and Lakoff and Johnson’s 

Metaphors We Live By (1980[2003]), the studies of metaphors have entered a new 

stage, where metaphors are interpreted from a brand-new perspective: CL. Thereafter, 

several other books on metaphors were published, such as Women, Fire and Dangerous 

Things (Lakoff 1987), The Body in the Mind (Johnson 1987), and Philosophy in the 

Flesh (Lakoff and Johnson 1999). Lakoff and Johnson employed a cognitive-approach 

to the study of metaphors, whose view is that metaphors are not only rhetorical, but also 

conceptual. Accordingly, this theory is generally referred to as Conceptual Metaphor 

Theory (CMT) or Cognitive Metaphor Theory (Lakoff and Johnson 1980[2003], 1999; 
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Lakoff and Turner 1989; Lakoff 1993). It is a milestone in the development of CL, 

because it initially explains the nature of metaphors. 

(1) Main Tenets of CMT 

Metaphorical expressions are not language phenomena solely existing in artistic works 

for appreciation, but a metaphor is “in thought and action” (Lakoff and Johnson 

1980[2003]: 4). They emphasized the importance of metaphor: “our ordinary 

conceptual system, in respect of which we both think and act, is fundamentally 

metaphoric in nature” (Lakoff and Johnson 1980[2003]: 3). For them, “the essence of 

metaphor is understanding and experiencing one kind of thing in terms of another” 

(1980[2003]: 6, italics in original). His definition is in accordance with Burke’ 

description of metaphors, who stated that “metaphor is a device for seeing something 

in terms of something else” (Burke 1945: 503). In order to exemplify their viewpoint, 

one of the famous examples from Lakoff and Johnson is argument is war: 

Your claims are indefensible. 

He attacked every weak point in my argument. His criticisms were right on target. 

I demolished his argument. 

I’ve never won an argument with him. 

You disagree? Okay, shoot! 

If you use that strategy, he’ll wipe you out. He shot down all of my arguments. 

(1980[2003]: 4; italics in original) 

In this example, although argument is not totally the same as war, they share certain 

common characteristics. Hence the abstract noun argument can be understood in terms 

of another thing: the concrete noun war. “Many of the things we do in arguing are 

partially structured by the concept of war” (1980[2003]: 5). Through systematic 

correspondences, the properties of one concept are structured into another. This type of 

metaphors is thus known as structural metaphors. 

Kövecses (2020: 2) redefined the term “conceptual metaphor” from a more technical 

perspective: “a conceptual metaphor is a systematic set of correspondences between 

two domains of experience”. The resemblance activates the conceptual mapping from 

the concrete source domain to the abstract target domain, consequently forming 

metaphors. His reformulation vividly explains how the conceptual pattern works in 

human cognition. He further explained the elements of conceptual metaphor, including 

“certain kinds of metaphorical meaning, certain kinds of conceptual structures, certain 

kinds of memory and certain kinds of ontological status” (2020: 168), with reference to 

multilevel nature. It indicates CMT is an encyclopedic theory, which accounts for a 

variety of linguisitc phenomena. Thereby the connection between cognition and 

https://www.researchgate.net/profile/Zoltan_Koevecses
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language is explained. Kövecses (2020: 25) summarized all the relevant research 

directions in this area: 

why we use language from one domain of experience systematically to talk about 

another domain of experience;  

why the polysemy of words in the lexicon follows the patterns it does; 

why the senses of words are extended in the concrete-to-abstract direction; 

why children acquire metaphors in the sequence they do; 

why the meanings of words emerge historically in the sequence they do; 

why many conceptual metaphors are near-universal or potentially universal;  

why many other conceptual metaphors are variable cross-culturally and intraculturally; 

why many conceptual metaphors are shared in a variety of different modes of 

expression (verbal and visual); 

why many metaphor-based folk and expert theories of a particular subject matter are 

often based on the same conceptual metaphors; 

why so many conceptual metaphors are shared between everyday language and 

literature (and other forms of non-everyday uses of language); 

why and how novel metaphors can, and do, constantly emerge; 

CMT is an “omnipotent” theory, which is capable of being applied to Semantics, 

Pragmatics, Psychology, Sociolinguistics and many other fields. Then, what are the key 

points of Conceptual Metaphor Theory? Deignan (2005: 13) summarized the five tenets 

of Conceptual Metaphor Theory: i) Metaphor structures thinking; ii) Metaphor 

structures knowledge; iii) Metaphor is central to abstract language; iv) Metaphor is 

grounded in physical experience; v) Metaphor is ideological. Her comments 

systematically clarify the cognitive essence of conceptual metaphor. A serious 

weakness with her argument, however, is that the first point, “metaphor structures 

thinking”, and the fifth point, “metaphor is ideological”, are reduplicative. Kövecses 

(2017) respelled this theory out with six tenets, some of which are identical to 

Deignan’s: 

All-pervasive metaphors. In their book Metaphors We Live By, Lakoff and Johnson 

(1980[2003]: 4) claimed that “metaphor is pervasive in everyday life, not just in 

language but in thought and action”. Metaphorical concept is extracted from daily 

language. This is evident in the case of the metaphorical examples: warm smile, defend 

argument, digest information. All the phrases, which we take for granted, are 

metaphorical. It reveals that a metaphor is the source of the phenomena of polysemy, 

which reflects the economy and productivity principle of language. A metaphor is an 

https://www.researchgate.net/profile/Zoltan_Koevecses
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important device to understand the outside world and express your ideas. Metaphors 

are omnipresent in human language and action. 

Systematic mappings between two conceptual domains. The generation of metaphors 

is in the process of mapping between the source domain and target domain. It is the 

systematization and coherence of mapping that enable our thought to function 

systematically and coherently. The mapping process allows people to use language in 

the source domain to understand the concept in the target domain where mapping is 

fundamental, just as Lakoff and Johnson stated: 

since metaphorical expressions in our language are tied to metaphorical concepts in a 

systematic way, we can use metaphorical linguistic expressions to study the nature of 

metaphorical concepts and to gain an understanding of the metaphorical nature of our 

activities (1980[2003]: 8). 

In his article Contemporary Theory of Metaphor, Lakoff (1993) proposed “Inheritance 

Hierarchies”, where metaphorical mappings are not isolated, but are closely related to 

each other. People can find this rule in the hierarchical structure where “lower” 

mappings come from “higher” mappings, and the ones in the “higher” level are more 

general than those in the “lower” level. A consideration of Lakoff’s (1993: 229) 

example will suffice: 

Level 1: The event structure metaphor; 

Level 2: A purposeful life is a journey; 

Level 3: Love is a journey; a career is a journey. 

In this example, level 2 inherits level 1, and level 3 inherits level 2, and it becomes 

more and more specific. The image-based reason plays a vital role in this process, and 

“abstract reasoning is image-based reasoning under the metaphorical projections to 

abstract domains” (Lakoff 1993: 229). The mapping theory specifically describes the 

working mechanism of metaphors, namely, how metaphorical meaning is generated. 

From concrete domain to abstract domain. In Conceptual Metaphor Theory, source 

domain and target domain are distinguished. For Kövecses (2017), the source domain 

is usually concrete, while the target is abstract. He took life is journey as an example. 

A journey is the source domain, and life is the target domain. A journey is much more 

concrete than life. With the intervention of conceptual metaphor, human beings try to 

figure out the relationship between various things, whose thought is accordingly 

developed from the concrete to the abstract. 

Apart from “Inheritance Hierarchies”, Lakoff (1993) also proposed the “Invariance 

Principle”. According to Lakoff (1993: 215), “the image-schemas characterizing the 
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source domain (containers, paths) are mapped onto the target domain (categories, linear 

scales)”. In the process of projection, the image schema of the source domain should 

be consistent with the inherent structure in the target domain. In the container-schemata, 

the interiors, exteriors and boundaries in the target domain correspond with the ones in 

the source domain. Similarly, in path-schemata, sources, goals and trajectories in the 

two domains are also mapped correspondingly. 

Metaphors in thought. In CMT, a metaphor is known as conceptual metaphor. 

Danaher (2003: 442) stated the observation that “via the power of metaphor, 

abstractions (concepts, like truth and falsehood, or mental processes, such as reasoning) 

prove to be grounded in our (physical) experience of the world”. The conceptual 

metaphor does not only exist in language, but also in thought. Language is the external 

phenomenon, while thought is intrinsic. Human thought and behaviour are governed by 

the conceptual system of the human being. The conceptual system is complicated, and 

we cannot directly perceive it. Notwithstanding, conceptual metaphor can be found in 

languages. In addition, the metaphorical system also governs how we act 

metaphorically. Therefore, it is by studying conceptual metaphors in language that our 

mode of thinking and behaviour can be significantly investigated. 

Grounded conceptual metaphors. Because of the correspondence of conceptual 

metaphors from the source domain to target domain, this process “enable us to quantify, 

visualize and generalize about the abstract, because they make use of relationships 

within source domains that we know well from our concrete experience” (Deignan 

2005:19). It is commonly known that the original source metaphor is grounded in 

human bodily experience, which is in accordance with the tenets of Embodiment 

philosophy, e.g., warm smile. In this phrase, smile can be likened to sunshine, because 

both smile and sunshine can transfer warmth and dissolve apathy. Initially, human 

physical experience originates from their interaction with nature. By comparing the 

similarities between the concrete and the abstract, conceptual metaphor is intensified in 

the mental processes, which enables human beings to express an abstract concept in a 

relatively simple way. 

Provenance of source domains. Human being has resembled physical experience 

and metaphorical structures, resulting in the universality of metaphors. It has been 

proved that up signifies good, while down indicates bad in most cultures. However, due 

to the natural environment and cultural specifics, people in various nations have a 

different understanding towards the source domain, then shaping metaphors that 



29 

 

emerge. Tapia (2006: 138) argued that “the cognitive linguistic view traces the elements 

comprising metaphor to embodied or culturally based experiences”. In contempt of 

universality, metaphors denote their variations in different contexts. 

Metaphors in rhetoric is an aspect of conceptual metaphor that also exist in non-

rhetoric language. Kövecses (2017) carried on a new explanation of the six tenets of 

Lakoff and Johnson’s CMT. It captures conceptual metaphors both as a process and a 

product. The cognitive process of understanding a domain is the process aspect of 

metaphors, while the resulting conceptual pattern is the product aspect. Lakoff’s 

research advances the traditional “rhetoric view” on the metaphor, proposing a 

completely different “cognitive view”. 

(2) Criticism of CMT 

Albeit its significant contribution to the development of CL, CMT still suffers from 

considerable controversy and critiques from several perspectives in the past three 

decades (Murphy 1996, 1997; Grady 1997; Dobrovol’skij and Piirainen 2005). On the 

basis of previous scepticism of this theory, the criticisms are identified. 

The main weakness of this theory is the research methodology, lacking rich and 

reliable data for metaphorical analysis. The approach of identification of metaphors 

proposed by Lakoff and Johnson is introspection. According to Kövecses (2008), critics 

are suspicious of this approach at two levels. 

On the one hand, they claim that CMT researchers take for granted which expressions 

are metaphorical, and, on the other, critics also suggest that the approach does not pay 

attention to which actual expressions are used for the target domain (of, for example, 

anger) by real speakers in natural discourse (2008: 169). 

Pragglejaz Group (2007) defined the position that it is necessary to discern metaphors 

with a more reliable method. Stefanowitsch (2006: 11) claimed that “they stand 

relatively isolated, and have not received the intensive theoretical discussion they 

deserve, nor the broad empirical testing needed to determine whether they can be 

reliably applied”. The selection of metaphors should not depend solely on personal 

intuition. In addition, this method fails to be employed in real corpora. In the absence 

of reliable data and scientific criterion of identification, this theory is subjective. Hence, 

the present study aims at minimizing the subjectivity of introspection, a corpus-based 

approach will be conducted. 

The direction of analysis is another issue doubted by many critics (Deignan 2005; 

Stefanowitch 2007; Steen 1999, 2002, 2007). It is discussed by many researchers 

whether the approach of the analysis of metaphors should be carried out top-down or 



30 

 

down-top. According to Kövecses (2008: 178), the top-down approach studies “a small 

number of decontextualized examples they postulate conceptual metaphors, and then 

they examine the internal structure of these metaphors”. On the contrary, the down-top 

analysis, based on real corpora, aims to identify metaphors in certain contexts 

(Pragglejaz Group 2007). The latter, mainly with the help of dictionaries, is applied by 

Lakoff and Johnson in their analysis of metaphors. The key problem with this approach 

is that it is only confined to certain regular metaphorical expressions in dictionaries, 

which shows various complexities or irregularities in the mapping mechanisms (Gibbs 

2011: 535). 

The existing accounts of CMT fail to resolve the problem of the schematic, and the 

critics argued that it did not explain the level of systematicity (Clausner and Croft 1997; 

Gibbs 2011). Gibbs (2011) also observed that some partial mappings do not correspond 

to primary metaphors, but they limit the domain of the target. For instance, the well-

known example argument is war. Even though, to some extent, argument and war share 

certain common features, they are not totally identical. There are no weapons in the 

argument. Not each element in the source domain can be directly mapped onto the target 

domain, but the nonconformity and the schematicity of the formulation of conceptual 

metaphors are not elaborated upon. 

Another question that needs to be asked by critics is whether this theory accounts 

for the relationship between culture and metaphor. Kövecses (2008: 179) proposed this 

question again: “whether Conceptual Metaphor Theory can simultaneously account for 

both the universal and culture-specific aspects of metaphorical conceptualization”. This 

question contradicts the theory of Embodiment, which attempts to explain the 

concurrent cultural universality and variation. In response to it, a comparative cultural 

study between English and Chinese will be conducted in Chapter 6. 

However, when challenged, Kövecses (2008) persuasively responded to the doubts, 

which sheds light on the reliability of this theory. Irrespective of scepticism on this 

theory, it cannot be denied that this theory marks the revolutionary shift from traditional 

objectivism to cognitivism in the research of metaphors, providing a new perspective 

for us to study a language. So far, Lakoff and Johnson’s definition is still well-supported 

and widely used. It allows us to fully understand the relationship between language and 

cognition. 
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(3) The development of CMT since Lakoff and Johnson 

After CMT proposed by Lakoff and Johnson, more cognitive theories were developed 

in the 1990s, consequently making up for the insufficiency of the previous studies. 

Conceptual Integration Theory (CIT) has gained extensive attention. 

Based on the CMT, Fauconnier and Turner (1994, 1996) put forward CIT, where the 

conceptual projection is ultilised as an instrument for on-line work. Fauconnier 

submitted that “the online work model is concerned with on-line dynamical cognitive 

work people do to construct meaning for local purposes of thought and action” (1997: 

13). In line with this theory, there are four mental spaces (see Figure 9), namely Generic 

Space, Input Space 1, Input space 2 and Blended space, and the background frames 

contribute to the construction of the network. 

 

 

Figure 9: Four spaces in Conceptual Blending Model from Fauconnier  

and Turner (1998: 143) 

 

It can be seen that (a) the partial counterpart connections are between Input 1 and Input 

2; (b) the two inputs construct Generic Space, through which the Generic Space projects 

to both of the input spaces; and (c) the two input spaces are projected into the third 

space: blended space. The elements in the two input spaces are selectively projected 

into the blended space, during which the old connections are deactivated, and the new 

are activated, thus re-organizing the new space in our cognition. By composition, 

completion, and elaboration, the emergent structure is formed. CIT also develops the 
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dynamics of cognitive operation. It broadly interprets the general rule of cognitive 

mechanism. 

However, both CIT and CMT still fail to provide a strong empirical methodological 

approach. In last two decades, more scientific approaches have been employed in this 

field, setting out to find more theoretical support. 

(4) The recent studies and future outlook of CMT 

It has been stated that there are certain problems with the grounding of CMT, especially 

on methodological issues. The main disadvantage of Lakoff and Johnson’s approach is 

that the analysis is based on intuition. In an attempt to solve this problem, with the 

advances in research tools, more scientific research approaches have been applied to 

the justification of CMT over the recent two decades:  

Since a corpus-based approach displays a much broader range of natural language 

data, it has become a major trend in the study of CMT since 2000. Stefanowitsch (2006: 

1) stressed the achievement of the corpus-based approach in the analysis of metaphors: 

“over the past fifteen years, corpus-based methods have established themselves as the 

major empirical paradigm in linguistics”. Gries (2006) studied the polysemous verb run 

with a behavioural profile in order to illustrate how the corpus-based approach provides 

empirical evidence for some notorious problems in CL. He argued that a behavioural 

profile will become “the most rewarding starting point that will hopefully be utilized 

more fully in future work” (2006: 90). Deignan (2006), in a 59-million-word corpus, 

searching for the items on the source domains: ANIMALS, MOVEMENT, PLANTS 

and FIRE, compared the semantic usage and syntactic patterns of their literal and 

metaphorical usages. Apart from the application in Semantics, the corpus-based 

analysis also provides an in-depth analysis of the relationship between sense and 

pattern. Hereby, the Collostructional Analysis was proposed by Stefanowitsch and 

Gries in 2003. This approach is improving, even though just started after 2000, it has 

demonstrated its advantages. Stefanowitsch (2006: 6-9) described its usefulness from 

the following five aspects: “(1) The nature of particular conceptual mappings; (2) The 

importance of particular conceptual mappings; (3) Structural properties of expressions 

instantiating conceptual mappings; (4) Textual properties of conceptual mappings; (5) 

Cross-linguistic and diachronic differences”. However, the current approach, in the 

annotation and analysis, still suffers from subjectivity, and it is difficult to explain the 

irregular expressions in the corpora. 
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Since the 1980s, the study of metaphors is mainly limited to the level of language. 

However, the study of nonverbal languages, such as sign languages and co-speech 

gestures, also offers a dynamic explanation for metaphors. For its multi-modality, 

authenticity and versatility, the multimodal approach gained currency in the study of 

metaphors in the 1990s. Forceville (2009: 19) pointed out: “if this tenet of CMT is 

correct, metaphor should necessarily manifest itself not just in language but also in 

other modes of communication, such as pictures, music, sounds, and gestures”. 

Heretofore multimodal metaphor is still widely concerned. It covers the multimodal 

metaphor in advertisements (Downing and Mujic 2011; Forceville 2012; Van Mulken 

et al. 2010), music (Pérez-Sobrino and Julich 2014; Zbikowski 2008), cartoons (Abbott 

and Forceville 2011; Bounegru and Forceville 2011), films (Coëgnarts and Kravanja 

2012; Forceville 2015), gestures (Mittelberg and Joue 2017) and so forth. Among them 

the multi-modal metaphor is of greatest concern. Pérez-Sobrino (2017) discussed the 

influence of conceptual complexity on a printed advertisement. She found that the 

metaphor-metonymy combination is the most frequently used and pictures usually 

indicate the source domains. Yu’s research (2009), analyzing multi-modal metaphors 

in an educational advertisement from China Central Television: life is a journey and 

life is a stage, rendered the interaction of multi-modal processes. Hereby the 

metaphorical universality and variation between Chinese and western culture are 

illustrated. Forceville (2008: 478) suggested that “genre-considerations are central in 

the pragmatics of multimodal metaphor research”. Moreover, a multi-modal approach 

is also applied in the study of interlanguage and intercultural communication. 

Littlemore and Pérez-Sobrino (2017) studied the function of multi-modal metaphors 

and metonymy from the perspective of inter-language. They made a comparative study 

of the physiological effects on participants from different cultural backgrounds: 

English, Spanish and Chinese. This approach has provided new theoretical evidence for 

CL. Nevertheless, it still suffers from the difficulty of processing data and the 

subjectivity of analyzing data. 

The other two empirical approaches: the behavioural approach and the 

neurocognitive approach, have attempted to account for conceptual metaphors, which 

have made progress by leaps and bounds. The behavioural approach is also called 

“psychological experiment method”, where participants are observed by completing a 

given task under certain conditions. Gibbs and Matlock (2008) made a case study in 

order to emphasize the importance of “embodied simulations”, and their result again 
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proves the assumption in Psychology that embodied simulations can be created in the 

process of understanding metaphor. Eye-tracking technology is also employed (Frisson 

and Pickering 1999; Columbus et al. 2015). Heredia and Cieślicka (2016: 439) 

examined Spanish-English and English-Spanish bilingual readers’ metaphoric 

references by way of recording eye movement. Their conclusion reveals that “literal 

and figurative meaning activation was modulated by language dominance”. Columbus 

et al. (2015) investigated, with the help of eye-tracking methods, the correlation 

between executive control and metaphor processing, finding that executive control is 

relevant to metaphors but not idioms. However, researchers (Talmy 2010; Mann 2011) 

criticized that the behavioural approach tends to cause the problem of 

“decontextualization”. 

The neurocognitive approach is currently at the forefront of cognitive studies, which 

significantly spurs the development of metaphors. Neurolinguist Lamb (1999: 2) 

emphasized its significance: “this mode of talking about operations in the brain is 

obscuring just those operations we are most intent in understanding, the fundamental 

processes of the mind”. Researchers make use of brain imaging technology, e.g., ERP, 

fMRI, PET and MEG, to observe the subtle change in the human cortex. ERP and fMRI 

yield remarkable achievements. ERP has high precision in the time domain, conducing 

to explore the processing sequence of metaphors and metonymy understanding. The 

fMRI technology is capable of displaying brain activity in different brain regions or 

neural networks. Diaz et al. (2011) did an fMRI experiment, verifying figurativeness 

influences the right hemisphere recruitment. To update their theory, Lakoff and his 

colleges (2008) also committed themselves to the confirmation of CMT with empirical 

methods. Lakoff termed this update as “neural theory of metaphor”. Lai et al. (2019) 

investigated participants’ metaphorical concrete or abstract effects in an ERP study, 

concluding that concrete action semantics is the basis of metaphoric sense. Lakoff and 

Johnson (1999: 569) proposed: 

structured connectionism becomes the central link between language and thought, on 

the one hand, and the highly specific neural structures of the brain, on the other, since 

it can simultaneously model neural computation and the forms of computation required 

by language and thought. 

The neurocognitive approach confirms previous findings and contributes significant 

evidence of CL. 

As a newly emerging linguistic school, CL needs to absorb and learn knowledge 

from other disciplines, and then this is used as important substantial evidence of the 

http://www.frontiersin.org/people/u/262200
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reasons for theories. The metaphor is not only restricted to Linguistics, but also 

extended to social, cultural and other dimensions. Scholars try to discuss different 

national psychological patterns, thoughts of patterns, modes of behaviours and many 

other issues. The identification of a metaphor, drawing support from metaphor theories, 

is more closely dependent upon natural language processing technology. Information 

science, mathematics and so forth can be better implemented to analyze corpora in a 

multidisciplinary and collaborative manner. The study of multimodal metaphor needs 

knowledge on filmology, advertising, music, etc. The behavioural approach and 

neurocognitive approach in metaphors should be combined with Psychology, Biology, 

Sociology, Anthropology and so forth. It can be inferred that the interdisciplinary 

research of metaphors will be further enhanced. 

A mixed-methods approach will be attributed to the discipline development. It has 

been addressed that each approach has its own strengths and weaknesses. For example, 

corpora, reflecting the genuine communicative activities, give sufficient evidence for 

natural occurring data. It precisely fills the gaps in the behavioural approach: 

decontextualization. Thereby, the two approaches can be integrated. A mixed-methods 

approach is clearly valid for analyzing long-term trends in the study of CL, thus 

enhancing the effectiveness of data. 

It suggests the study of metaphors has transferred from “textual theory” to “scientific 

evidence”. The study direction of cognitive linguists has been, from the theoretical 

arguments, shifted into the multidimensional variation of metaphors, which, 

consequently, has led to the attention to metaphors in the actual use of language. It 

reflects the tendency of CL: recontextualization (Geeraerts 2010; Semino et al. 2013), 

which argues that the exploration of the rule of metaphor should not be isolated from 

social context, cultural context, historical context and so forth. It is believed that a future 

study investigating metaphor would be promising. 

 Classification 

The systems of the classification of metaphors can vary depending on different 

standards. Metaphors are classified with respect to different dimensions of the roles 

they play: cognitive function, degree of conventionality and word class. The main 

classifications relevant to my study are stated as follows: 
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(1) By cognitive function 

To better understand metaphors, Lakoff and Johnson (1980[2003]) classified metaphors 

into three distinct types concerning the type of source: structural metaphors, 

orientational metaphors and ontological metaphors. 

Structural metaphors are grounded in systematic correlation within our experience. 

According to Lakoff and Johnson (1980[2003]: 62), “this metaphor allows us to 

conceptualize what a rational argument is, in regard to something that we understand 

more readily”. For example, the sentence: time is money. In some cultures, time is 

viewed as important as money. In Chinese, people usually say to save time, to waste 

time. In English, we have examples, such as this gadget will save you hours, I have 

invested a lot of time in him, and that flat costs me an hour. In these sentences, the 

concept in the money domain can be directly grounded into the time domain. It means 

the understanding of structural metaphors cannot be alienated from the conceptual 

system in the culture where we live by. Obviously, a structural metaphor is a kind of 

figure of speech. 

Orientational metaphors have to do with spatial orientation, such as up-down, in-out, 

front-back and so forth. In Section 2.3, this will be explained further. 

In ontological metaphors, people use abstract concepts to describe concrete things 

where the characteristics of the latter can be grounded into the former. The ontological 

metaphors are further divided into three sub-classes. 

(a) Entity and Substance Metaphors: Enunciating the essence of this type of 

metaphors, Lakoff and Johnson (1980[2003]: 26) averred that “understanding our 

experiences in reference to objects and substances allows us to pick out parts of our 

experience and treat them as discrete entities or substances of a uniform kind”. This 

implies that human beings think of their experience as one entity, where the human 

mind is metaphorized as a machine, e.g, 

(2.2a) We’re still trying to grind out the solution to this equation. My mind 

just isn’t operating today. 

(2.2b) Boy, the wheels are turning now! 

(2.2c) I’m a little rusty today. 

(2.2d) We’ve been working on this problem all day and now we're running 

out of steam. 
(b) Container Metaphors: Here, various kinds of tenors are viewed as containers so 

that the abstract things can be quantified, e.g., 

(2.3a) Out of sight, out of mind. 
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(2.3b) Go into action, put into operation, come into vision use my mind. 

(c) Personification: In personification, something non-human is considered as 

human, e.g., 

(2.4a) His theory explains to us that... 

(2.4b) This fact argues against... 

(2.4c) Life has cheated me. 

Lakoff and Johnson’s classification implies that primitive concepts are the prerequisite 

of metaphors. Both primitive concepts and metaphorical concepts are the 

generalizations of human experience. A metaphor is not only one tool in cognitive 

activities, but also a way of thought. 

(2) By degree of conventionality 

In Gentner and Bowdle’s (2005) system, metaphors are graded on the basis of the 

relationship between literal and metaphorical concepts: novel metaphors, conventional 

metaphors and dead metaphors. Figure 10 illustrates their denotation and relationships. 

 

 

Figure 10: The Career of Metaphors from Gentner and Bowdle (2005: 209) 

 

Novel metaphors imply that the literal concept is isolated from metaphorical meanings, 

whereas in conventional metaphors, literal meaning and metaphorical category, to a 

greater or less extent, are related. In dead metaphors, the original base does not exist. 
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The main difference between the three metaphors lies in the relatedness of literal 

concept and metaphoric category. 

(3) By word-class 

Metaphors can also be classified on the basis of word class: nominal metaphors, verbal 

metaphors, adjective metaphors, adverbial metaphors and prepositional metaphors. 

(a) Nominal Metaphors. The basic structure is “A is B”. Examples are time is money 

and She is a tigress. In addition, the noun can be used as the subject, object, predicative, 

and so on, e.g., 

(2.5a) The snow is falling harder outside...the blanket is making all men 

equal in cold and misery. 

(2.5b) Out of the window he saw the curtain of snow that was falling over 

the street. 
(b) Verbal Metaphors. This is found in the unusual collocation between the verb and 

subject/object. 

(2.6a) WTO finally opens its door to China on Nov.10, 2001. 

(2.6b) To drive at the main ideas of the writer. 

(2.6c) His opinion was completely overthrown. 

In (2.6a), open its door is used to describe that China has got the admission to WHO; 

in (2.6b), to drive at means to get. In verbal metaphor, to illustrate a visual explanation, 

verbs are usually used to describe some abstract concepts. 

(c) Adjective Metaphors. Adjective metaphors are, in most cases, used to describe 

some entities. In (2.7a) and (2.7b), it can be inferred that adjective metaphors are 

formed by way of the harmonization between the literal meaning of the adjective and 

the central or additional meaning of the collocated nouns. 

(2.7a) a thinking cap 

(2.7b) a learning robot 

(d) Adverbial Metaphors. Metaphors are also used in adverbials, where additional 

meanings of adverbs are placed upon the supported words. In the cross-register 

comparison, adverbial metaphors are metaphorically adverbs of manner with a human-

related basic action. 

(2.8a) to take the notes mentally 

(e) Prepositional Metaphors. Preposition itself denotes a sort of spatial schema, 

which can be extended to other domains. As in (2.9a), the prepositional metaphor is 

used to describe the tendency of housing price. 

(2.9a) The housing price is going up. 
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Within this heading, I have discussed the major perspectives on the classification of 

metaphors. Lakoff and Johnson’s taxonomy is a widely acknowledged classification 

system useful for the study of Linguistics, scientifically explaining the working 

mechanism of metaphors, which is an important way to construct the conceptualization 

of language. Thence, this system is particularly well suited for my analysis of the 

preposition in which belongs to orientational metaphors. 

Over the past decades, there have been numerous articles and resources on the study 

of metaphors in the West and in China. Currently, scholars try to discuss different 

national psychological patterns, thoughts of patterns, modes of behaviours and many 

other issues, which indicate that the research of metaphors has been transferred from 

rhetoric to culture, society and human nature. 

 Metaphorical Competence 

The term “metaphorical competence” was first proposed by psychologists Gardner and 

Winner in 1978. They distinguished metaphors in humanistic studies and psychological 

studies. Psychologists “attempt to identify the features which aid in metaphoric 

behaviors” (Gardner and Winner 1978: 127). They proposed that “one important facet 

of metaphoric competence is the ability to paraphrase a figure of speech of the type 

encountered in everyday conversation or in writing” (1978: 130). Littlemore (2001: 

461) suggested there are four components in metaphoric competence: “(a) originality 

of metaphor production, (b) fluency of metaphor interpretation, (c) ability to find 

meaning in metaphor, (d) speed in finding meaning in metaphor”. I agree with the 

opinion of Nacey (2010: 32), who described metaphorical competence as “the ability 

to understand and produce metaphor”.  

Metaphorical competence is not only confined to linguistical competence, but also 

in cognitive and cultural fields. It is an important proficiency in communication, 

especially in second language learning. Bachman (1990) pointed out metaphorical 

competence as an important skill of communication. Danesi (1992) viewed 

metaphorical competence as an important indication of language proficiency, while 

Littlemore and Low (2006: 1) demonstrated that metaphorical competence is “the 

ability of second language learners to use metaphors”. They stressed the importance of 

this competence as they argued that “metaphoric competence has an important role to 

play in all areas of communicative competence”. Sabet and Tavakoli (2016: 1) 

considered it “a neglected component of communicative competence”, especially for 
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foreign language learners. As a consequence, in second-language teaching and learning, 

this competence needs more scholarly engagement. 

On the basis of Lakoff’s classification of metaphors, metaphorical competence can 

be categorized into three types, namely structural metaphorical competence, spatial 

metaphorical competence and ontological metaphorical competence. Spatial 

metaphorical competence can be reflected in the usage of spatial words, e.g., 

prepositions. In the present study, I explore spatial metaphorical competence, where the 

focus is on the usage of the preposition in as an example. 

2.2.2. Metaphoricity 

As earlier stated, a metaphor has been variously defined by numerous scholars. In an 

attempt to have an in-depth look into the essence of metaphors, a new academic term 

“metaphoricity” has emerged and become increasingly popular in the area of CL. This 

subsection will introduce the definitions, characteristics, and relevant studies on 

metaphoricity. 

 Definition 

Even though metaphoricity had already been proposed by scholars almost 50 years ago, 

studies on it began to attract widespread interest within the last decade. The term 

“metaphoricity” probably emanates from the French word “métaphoricité”. It is a term 

that reveals its root in metaphor as seen in its morphemic component: metaphor and -

icity. Other relevant words deriving from metaphors are metaphoric, metaphorical, 

metaphorize, metaphorization and so forth. As shown in Oxford English Dictionary, 

“metaphoric” and “metaphorical” share the same denotation, which refers to “not 

literal, figurative; used metaphorically; of the nature of metaphor; characterized by the 

use of metaphor” (Oxford English Dictionary 1989 s.v.). “Metaphorize” is defined as 

“to express metaphorically; to describe metaphorically” (Oxford English Dictionary 

1989 s.v.). “Metaphorization” means “the action or process of treating something 

metaphorically, or making a metaphor of something” (Oxford English Dictionary 1989 

s.v.). “Metaphoricity” is used to refer to “the fact or quality of being metaphorical; 

metaphorical nature, figurativeness” (Oxford English Dictionary 1989 s.v.). Except 

these words belong to different parts of speech, their semantic meanings are of 

interrelation and conversion. 
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However, metaphoricity remains a poorly defined term. Its explanation in a 

dictionary is rather imprecise and abstract. Hence it is necessary to redefine this term 

from an academic perspective. Chris (2011) affirmed that “the definition of 

metaphoricity is problematic in itself”. In linguistic research on metaphoricity, some 

scholars have discussed this term within the context of metaphors. For Müller and Tag 

(2010: 93), “metaphoricity is regarded as a property of metaphors in language in use, 

and depending on its context of use it may be more or less activated”. This definition is 

close to this of Dunn (2011: 64) who defined metaphoricity as “the expression of a 

metaphor in language: a sentence has a metaphoricity value”. What is significant about 

this definition is that it acknowledges that metaphoricity has a value, which can be more 

or less. It has been conclusively shown that the quality of metaphors is comparable and 

gradable, and it is metaphoricity that describes this kind of property. Jensen (2017) 

identified that metaphoricity is indispensable in both normative purposes and 

communicative functions and that it is also a part of our cognitive mind. 

 Gradability of Metaphoricity 

Due to the various degrees of being metaphorical, many linguists have focused their 

attention on “the gradability of metaphoricity” (Hanks 2006; Dunn 2011, 2014; Müller 

2008). Hanks (2006: 17) posited that “metaphoricity is gradable”. This stirs the question 

of how to define which semantic expression or sense is more metaphoric than another. 

As for this question, in Hanks (2006: 22), he took the word desert as an example: 

(2.10a) A desert, that’s what it is - a desert of railway tracks. 

(2.10b) ... seeking to bring some awareness of spirituality to those  

mostly brought up in a spiritual desert. 

(2.10c) I walked in a desert of barren obsession. 

The literal meaning of the word desert denotes “a large area of land with few plants and 

little water and where the weather is always dry”. This word also has metaphorical 

meanings. In the above examples, according to Hanks (2006: 22), the degree of 

metaphoricity in examples (2.10b) and (2.10c) is much higher than the one in (2.10a). 

Desert in example (2.10a) is the “property of a physical location”, which shares much 

more commonness with the literal meanings, while the senses in (2.10b) and (2.10c) 

denote the spiritual or abstract meaning: “the semantic resonance of (2.10b) and (2.10c) 

is greater than the one in (2.10a) because of the greater semantic distance between the 

two concepts” (Hanks 2006: 22). 

http://thelousylinguist.blogspot.de/2011/07/definition-of-metaphoricity-is.html
http://thelousylinguist.blogspot.de/2011/07/definition-of-metaphoricity-is.html
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In his article “Metaphoricity is Gradable”, Hanks (2006: 20-21) presented six 

parameters that differentiate conventional metaphors from other senses, namely 

“semantic class”, “salient cognitive (or perceptual) features”, “resonance”, 

“collocation”, “register and domain” and “frequency”. He used a corpus-based 

approach to study the gradability of metaphors, illustrating the method of studying 

metaphoricity with two case studies: sea and oasis. More importantly, he (2006: 22) 

postulated that “the more shared properties there are, the weaker the metaphoricity”. 

His assertion gives a clear statement on the gradability of metaphors. However, in this 

article, it seems that he prefers to attach some importance to the term itself, rather than 

the procedure of the analysis. Dunn (2011: 54-56) proposed, “the more the surface 

semantic form depends upon metaphorically altered or connected structures, the denser 

the metaphoric expression will be”. He took the same position as Hanks and classified 

the gradability as “not metaphoric”, “slightly metaphoric” and “very metaphoric”. He 

is the first one to classify the degree of being metaphoric. Notwithstanding, his result 

is only limited to the analysis of metaphorical sentences, not metaphorical meanings. 

Different from Hanks’ “gradable”, in this thesis, the term “gradient” is preferred to 

“gradable” because while “gradable” only emphasizes the comparability of metaphor, 

in “gradient”, the value of a degree can be further measured in a quantitative way. In 

addition, a gradient approach sheds light on the usage of prepositions. As Schmied 

(2002: 957) put it, “an open and gradient approach can explain the numerous cases of 

extensions and expansions of prepositional usage”. Therefore, I will attempt to analyze 

the gradient degrees of metaphoricity of the preposition in in a more scientific way. 

 Approaches to Metaphoricity 

The study of metaphoricity became to be more popular in the last decade. The main 

methods of the research of metaphoricity are classified into two types: the multimodal 

approach (Müller and Tag 2010; Jensen and Cuffari 2014; Jensen 2017) and the scalar 

approach (Dunn 2014). 

A search of relevant literature on the term shows that most of the studies on 

metaphoricity are within the multimodal approach, which mainly focuses on the 

participants’ gesture and behaviour (Müller 2008; Müller and Tag 2010; Jensen and 

Cuffari 2014; Jensen 2017). Müller and Tag (2010: 85) proposed the foregrounding and 

activating of metaphoricity in real-life conversations, suggesting that “metaphor 

activation is observable as a multimodal salience structure which consists of verbal, 
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gestural and verbo-gestural metaphors that are foregrounded to various degrees”. They 

assumed that metaphoricity could be activated when being foregrounded. They used a 

descriptive method to analyse this interactive process and attempted to provide more 

evidence for the dynamic view of metaphoricity in conversation. Jensen and Cuffari 

(2014: 2) referred to metaphoricity as a “multi-body, multi-party and multi-time scale 

phenomenon”. They used a quantitative approach to make an analysis of the real 

naturalistic data (video) where they “introduce metaphorical identification criteria 

focusing on doubleness in meaning, affordances for co-action, co-ordination and co-

experience”. That is to say, they studied metaphoricity from the perspective of social 

interaction. Through analyzing the notion of doubleness, Jensen and Cuffari tried to 

give enough evidence to support the following theoretical claims. In summary, they 

submitted that: 

Metaphoricity is the kind of coordination process that emerges as an organizational 

response to multiplicity in co-enacted meaning. Metaphoricity shapes or constrains 

competing dimensions of felt sense, guiding the system towards an available experience 

(Jensen and Cuffari 2014: 9). 

With their observation of participants’ behaviour and images, they identified functions 

and dimensions of metaphoricity. In 2017, Jensen published his article “Doing 

Metaphor: An Ecological Perspective on Metaphoricity in Discourse” in the book 

Metaphor: Embodied Cognition and Discourse. His idea is extremely innovative. The 

qualitative approach: multimodality, is also employed in his study. To illustrate how 

metaphoricity works in the dynamics of human conversation, he made a thorough real-

life inquiry in which metaphoricity is seen as the process of doing metaphor within an 

inter-personal ecological living system which is influenced by three factors: “on-going 

and dynamic presence of other people”, “physical artefacts” and “sociocultural 

constraints” (2017: 257). The multimodal approach is employed in the naturalistic 

conversation with the analysis of audible language and vivid gestures. This approach is 

multimodal, authentic and versatile. It attaches importance to both the result and 

process of metaphoricity in the light of empirical evidence and provides a new 

perspective for the theories of CL. 

However, the main weakness of this approach is that the standard of analyzing 

metaphoricity is only based on the authors’ intuition, and the number of participants is 

limited. It is subjective to collect data, difficult in dealing with data and challenges in 

analyzing data (Shu 2003: 202-203). Compared with the corpus-based research method, 

most studies within the multimodal research method can only adopt those based on 
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acoustic data. It is difficult to analyze the process and to determine the result through 

direct observation of natural interpersonal communication activities. In addition, 

subconsciously, researchers tend to be influenced by their research objectives, and the 

collected data is often closely related to these objectives, often leading to loss or 

incomplete information. In other cases, some data are even ignored. Data collection is 

also a challenge, which is often associated with the unavailability of audiovisual data. 

In each experiment, it is not always possible to collect valid data. This is because the 

gestures made by different speakers may have no commonalities, and not all speech 

gestures are related to expressing their meanings. 

The scalar approach is also employed in the study of metaphoricity, especially in the 

area of Computational Linguistics. Here, the evidence is authentic and rich, providing 

reliable support for various cognitive linguistic theories. With the gradual improvement 

of corpus processing, more accurate knowledge of the language has been provided, 

which deepens understanding of language content. Hence a large number of data can 

be processed with the scalar approach, just as against being limited to several sentences. 

Having examined existing literature, it is obvious that the scalar approach is still a 

developing approach. Dunn (2014: 745-751), whose discipline is Computer Science, 

combines metaphoricity and computer analysis, known as the scalar approach. Dunn 

(2011) proposed the quantitative method to study metaphoricity, measuring its degree 

with a mathematical formula. His study is mainly based on the naturalistic sentences in 

the conversation. He also proposed the possible variations influencing the metaphorical 

sense of a sentence: “strength” and “density” (2011: 54-56). To Dunn, the value of 

metaphoricity is the product of “strength” and “density”. Among the two variations, 

“strength” indicates the degree of the target-source relationship, which consists of 

“distance” and “direction”. The value of the distance is measured in the domain of use. 

When target and source are in the same domain, the value is [1] and when in the crossed 

domain, the value is [2]. For the same-domain metaphor, the degree of metaphoricity 

is not metaphorical or slight, vice versa. Dunn (2011: 61) stated that “direction can be 

viewed as the mapping of event and object status on top of the mapping of particular 

ontological category”. If the target and source have the same function, it will be given 

a value of [0]; when different, the value is [1]. Density is, however, measured by 

analyzing the surface structure of the phraseology. “Agent”, “event”, and “theme” 

should be defined in one sentence, which according to Dunn, are “case roles” (2011: 

62). Each semantic constitute is valued with [1]. The more constituents there are, the 
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higher the density is. “Density measures how much of the underlying metaphor is 

projected onto the metaphoric expression” (Dunn 2011: 58). This implies that the 

metaphoricity of a phrase is not only determined by semantics, but also by syntax. 

In consideration of the above factors, Dunn’s formula derivation of measuring 

underlying metaphoric degree is given below (2011: 55-62): 

Metaphoricity= [Strength of metaphor] *[Density in metaphoric expression]→ 

Metaphoricity=[Distance+Direction] *[Density]→ 

Metaphoricity=[[#Domains] +[#Functions]] *[#Case Roles] 

With this formula, researchers can accurately calculate what they have silenced in their 

observation. Dunn gave each metaphoricity a scalar value and measured gradient 

metaphoricity which was achieved by Pearson’s R. Dunn at first noted the gradient 

metaphoric expressions intuitively, calculating the metaphoricity of a sentence with a 

mathematical formula. Combining the degree of metaphoricity with a scalar value 

reveals this method as innovative. He said there exists “a system for measuring the 

overall metaphoricity of an expression” (2011: 53-67). However, his result is only 

limited to a quantitative study and is, accordingly, not representative of quality. He did 

not explain the reasons for the statistics he had collected in detail. 

In recent years, to improve the accuracy of the identification of metaphoricity, a 

corpus-based approach has been employed. Tredici and Rafecas (2016: 4573) 

introduced a corpus-derived index: Potential of Metaphoricity (POM), to determine the 

upper bound of metaphoricity in each sentence in which a certain verb appears. They 

claimed “some verbs can be used to create highly metaphoric expressions, others can 

not”, which results from “the number of contexts in which a verb occurs and to the 

frequency of each context”. Bizzoni, Chatzikyriakidis and Ghanimifard (2017) studied 

the detecting of metaphors in Adjective-Noun pairs, showing that the accuracy 

performance of a single neural network paired with pre-trained vector embeddings may 

be more effective than the state of the art. Mykowiecka, Marciniak and Wawer (2018: 

27) found that “the solution based on word embeddings only can achieve results 

comparable with complex solutions requiring additional information” by classifying the 

isolated Polish adjective-noun phrases regarding metaphoricity. Piccirilli and Schulte 

(2022) ultilized 1000 discourses extracted from corpora as a dataset, suggesting, 

compared with literal discourses, metaphorical discourses are more emotive and, to 

some extent, abstract. All the studies mentioned above are relevant to the noun, 

[adjective + noun] pairs and verbs. There is few documented literature about the 
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metaphoricity of prepositions. Therefore, this study will identify the metaphoricity of 

the preposition in, which is also a new attempt. 

Compared with the multimodal approach, the scalar approach is relatively objective 

with uniform standards to avoid intuition. Researchers can accurately calculate the 

degree of metaphoricity with a formula. Considering the definition of metaphoricity as 

a process or quality of metaphor, one can conclude that metaphoricity itself is 

systematic. Some questions that arise in consideration of metaphoricity include: which 

sense is more metaphoric than the other? How are these senses arranged? Through the 

comparison of their scalar value, the metaphoricity of one word can be listed in an 

objective and systematic way. Despite the little attention on the scalar approach, its 

advantages, with reference to objectivity, systematicity and sufficiency, should not be 

neglected. It is on his basis that the scalar approach is mainly used in this study. In the 

later analysis, the gradient metaphorical senses of the preposition in will be calculated 

systematically. 

2.2.3. Comparing Metaphor and Metaphoricity 

As earlier established, metaphoricity and metaphor are closely related. From the angle 

of Etymology, metaphoricity stems from metaphor. Previously, it has been illustrated 

that the metaphor is the process of cross-mapping, which helps people understand one 

meaning regarding another, and metaphoricity is considered as one property of being 

metaphorical. Müller (2008: 26), in expressing the relationship between the two terms, 

described metaphor “as the outcome of the process of establishing metaphoricity”. It 

can be interpreted that in the process of forming metaphor in human cognition, 

metaphoricity is accordingly established. Metaphoricity is one quality of metaphor. 

Therefore, by exploring the characteristics of metaphoricity, metaphor can be better 

analyzed and assessed. 

However, the question with regard to the difference between metaphor and 

metaphoricity continues to be debated. It has been found that, compared with metaphor, 

metaphoricity possesses the traits of being gradient, which means one sentence or one 

meaning has a metaphoricity value. Jensen and Cuffari (2014: 9) also noted that 

“metaphoricity is assumed to be more fundamental and more operative than metaphor 

when the target of analysis is language interactions”. More accurately than metaphor, 

the term metaphoricity explains the degree of being metaphorical, which strongly 
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supports the view that “some metaphors are more metaphorical than others” (Hanks 

2006: 22). Metaphor only explains the abstract phenomena of language itself, whereas 

metaphoricity contributes to comparing between different language dimensions in a 

quantitative way. 

Consequently, metaphoricity derives from metaphor, but the former systematically 

explains more about the gradability of metaphor and vividly describes how metaphor 

develops from the lower to the higher. Metaphor has been intensively investigated, but 

metaphoricity is relatively new. Hence the study of metaphoricity deserves more 

attention. 

2.3. Spatial Metaphor and Preposition 

With respect to the type of source, Lakoff and Johnson (1980[2003]) classified 

metaphors into three categories, among which the spatial metaphor is one type. Spatial 

metaphors and preposition have some correlation because prepositions belong to the 

categorization of spatial metaphors. In this section, the basic information of the two 

terms “spatial metaphor” and “preposition”, will be explicitly explained. 

2.3.1. Spatial Metaphor 

The perception of spatial orientation is one of the basic abilities of human beings, while 

it is also one of the abilities acquired at an early age. Existing studies validate the 

submission that spatial concept precedes the temporal concept. In primitive times, the 

conceptualization of space, not time, was developed by humans. At that time, the 

activities carried out were those necessary for survival, such as gathering, hunting, etc. 

These activities were highly dependent on the awareness of space, and people had to 

know the relationship between objects and themselves, such as front-back, top-bottom, 

left-right and so forth. Without these, people could not escape from danger. Then, the 

spatial concept was constantly stimulated. 

Due to the fundamental role of spatial relationships in human cognition, people 

project the categories and spatial relationships into non-spatial categories so that they 

can acquire non-spatial categories and relationships. Hence space is the foundation of 

understanding, and the spatial relationship is the core of human culture. In this 

subsection, the definition, characteristics and studies of spatial metaphors will be 

presented. 



48 

 

 Definition and Characteristics of Spatial Metaphor 

In CL, spatial metaphors are deemed significant to the formation of concept in the 

human mind, since most abstract concepts are understood by spatial metaphors (Nagy 

1974; Hill 1982; Vanparys 1984; Dahl 1995; Klein 1987; Yu 1998; Chen et al. 2018; 

Gozli 2018). Lakoff and Johnson (1989: 99-100) noted that the logical meanings of 

image schema are projected into non-spatial domains. According to them, most of the 

orientational metaphors are relevant to spatial orientation, so we also call them spatial 

metaphors. For instance, in-out, front-back, up-down, on-off, deep-shallow, and 

central-peripheral. People use these words not only to describe the concrete position 

of the objects, they also prefer using them to express the abstract: we describe happy 

with up and depressed with down. For example, I am feeling up and I am feeling down. 

Space takes a privileged position in the development of human languages. Lan 

(2005: 53) argued that “the nature of the spatial system of languages not only reflects 

the characteristics of one language but also our capacity of spatial description”. 

Through spatial metaphors, other parts of the conceptual system are structured. This, as 

well, enables us to understand things in other domains. After several examples of spatial 

metaphors and their meanings, Lakoff and Johnson concluded the characteristics of 

spatial metaphors: 

(1) Most of our fundamental concepts are organized in terms of one or more 

spatialization metaphors; (2) There is an internal systematicity to each spatialization 

metaphor; (3) There is an overall external systematicity among the various 

spatialization metaphors, which defines coherence among them; (4) Spatialization 

metaphors are rooted in physical and cultural experience; they are randomly assigned; 

(5) There are many possible physical and social bases for metaphor; (6) In some cases 

spatialization is so essential a part of a concept that it is difficult for us to imagine any 

alternative metaphor that might structure the concept; (7) Our physical and cultural 

experience provides many possible bases for spatialization metaphors (Lakoff and 

Johnson 1980[2003]: 17-19). 

These characteristics indicate that spatial metaphors contribute to the formation of other 

abstract concepts and that they are closely connected with culture and social 

backgrounds. There is hierarchical systematicity in the formation of spatial metaphor. 

These also represent the experiential bases of metaphors. 

 Studies on Spatial Metaphor 

Since the classification of metaphors has been put forward by Lakoff in 1980, other 

studies have interrogated spatial metaphors in western academia. These have been from 

different angles, including psychology, culture, teaching methodology, etc. 
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Hill (1982) did a comparative study of up-down, front-back and left-right in Hausa 

and English; Vanparys (1984) studied metaphorical noun phrases containing three 

typical source prepositions: from, off and out of, which Klein (1987) and Dhal (1995) 

were explorations of the projection from the spatial concepts to the time concepts in 

Toba and Malagasy respectively. Boers’ (1996) book Spatial Prepositions and 

Metaphor: A Cognitive Semantic Journey along the UP-DOWN and the FRONT-BACK 

Dimensions analyzes the cognitive semantic meanings of different prepositions: under, 

below, over, after, before and so forth. It indicates that the figurative meanings of 

prepositions systematically originate from their prototype and their abstract thought is 

influenced by different cultures. McGonigle and Chalmers (2001) studied the spatial 

representation of cause and effect, proving that the individual’s choices are restricted 

and never develop without spatio-temporal representational factors. Kemmerer et al. 

(2008) used a corpus-based approach to the study of spatial words, such as deep, 

shallow, long and short from the perspective of lexical semantics. The study affirms 

that spatial adjectives are not only relevant with the understanding of position and 

shape, but also with their cognition of space, force and other factors. Kemmer’s 

research is a representative example of the corpus-based approach to metaphors. 

However, her research is neither able to encompass the image schema of these words 

nor to explain the reasons for the statistics. Sutton-Spence (2010) examined spatial 

metaphors with a multimodal approach, with specific concern paid to spatial metaphors 

and gestures. He affirmed that although the conceptual spatial metaphors are similar in 

our daily language, the meanings of representation are totally different. 

Spatial metaphors are also used in the visual aspects of sign language. Gottwald et 

al. (2015: 9) conducted three experiments with an observation approach on the two 

sentences good is up and bad is down and concluded that “emotionally neutral objects 

are rated more positively when they are observed to be placed upward (versus 

downward) in vertical space”. They attached importance to the application of action 

observation in activating spatial metaphors. Their research sheds light on the 

relationship between emotional valence and vertical space with a new point of view, 

but they fail to take more specific examples of the language. Biase-Dyson (2016) made 

a study on the rhetorical and communicative function of spatial metaphors in the 

wisdom texts of the Egyptian New Kingdom, which identified that the “path” plays an 

important role in the expression of good and bad aspects in life. In addition to these 
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perspectives, the investigation of spatial metaphors has been more from the perspective 

of prepositions. This will be covered in the next subsection. 

The literature reviewed above on spatial metaphors indicates that scholars use 

numerous methods for studying them. Some of these include observation, the corpus-

based approach, the multimodal approach and so forth. Such approaches, however, have 

failed to address the quantitative analysis. Instead, many of the studies in the field of 

CL have only focused on the formation and people’s emotional attitude towards spatial 

metaphors. 

2.3.2. Preposition 

Compared with nouns, adjectives and verbs in English, the number of prepositions is 

limited but they occur frequently. However, as Lorincz and Gordon (2012) noted, 

“prepositions are notoriously difficult for English Language Learners to master due to 

the sheer number of them in the English language and their polysemous nature”. This 

viewpoint indicates that the variety of polysemous meanings of prepositions is still 

worthy of attention. This subsection will state the definition and classification of 

prepositions and the different approaches to their study. 

 Definition and Classification 

According to Sinclair (1991), there are over 100 prepositions in English. Curme 

(1931[1997]: 87) defined prepositions as “a word that indicates a relation between the 

noun or pronoun it governs and another word which may be a verb, an adjective or 

another noun or pronoun”. In Quirk et al. (1985: 657), “a preposition expresses a 

relation between two entities, one being that represented by the prepositional 

complement, the other by another part of sentence”, e.g., she has interest in Chinese, 

She looks at him, and she plays a trick on her father. In the above examples, in, on and 

at express the relationship between two nouns. Biber et al. (1999: 74) grammatically 

stated that “prepositions are links which introduce prepositional phrases”. As the most 

typical complement in a prepositional phrase is a noun phrase, a preposition can be 

regarded as a device that connects noun phrases with other structures. From the above 

definitions, one can submit that prepositions function as a media of two entities by 

which we can find the relationship between the two. 
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There are several standards classifying prepositions in respect of their meaning, form 

and function. Biber et al. (1999) proposed a meaning-oriented classification of 

prepositions. 

 

Category Explanation Examples 

Free 

prepositions 

Free prepositions have an independent 

meaning; the choice of preposition is not 

dependent upon any specific words in 

the context. 

on the table 

between the bridges 

Bound 

Prepositions 

Bound prepositions often have little 

independent meaning, and the choice of 

the preposition denpends upon some 

other word (often the preceding verb). 

be interested in 

take advantage of 

Table 2: Meaning-oriented classification of prepositions from Biber et al. (1999:74) 

 

According to Biber et al. (1999), despite both free and bound prepositions, most 

prepositions are free with reference to meanings, such as seen above. Examples are 

across, against, during and so forth. 

Prepositions have also been classified by Conway (2000) and Quirk et al. (1985) 

with regard to form. They classified prepositions into three groups. See Table 3 and 

Table 4 below: 

 

Category Specification Examples 

Simple 

prepositions 
a single word in, on, at 

Compound 

prepositions 

two prepositions that have been combined 

into a single word 
into, onto 

Complex/Phrasal 

prepositions 

prepositions made up of two or more 

words that combine to function as a single 

preposition 

along with, 

instead of 

Table 3: Form-oriented classification of prepositions from Conway (2000) 
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Simple 

prepositions 

Monosyllabic prepositions in, at, on 

Polysyllabic prepositions about, above 

Complex 

prepositions 

Two-word sequences as for, except for 

Three-word sequences in charge of, in front of  

Marginal 

prepositions 

Words which behave in many ways 

like prepositions, although they also 

have affinities with other word 

classes such as verbs or adjectives. 

concerning, given, 

considering, 

regarding 

Table 4: Form-oriented classification of prepositions from Quirk et al. (1985) 

 

Quirk et al. defined prepositions from a relatively broader scope. In Conway, 

prepositions are categorized into three: simple prepositions, compound prepositions and 

complex prepositions, while in Quirk et al., there are simple prepositions, complex 

prepositions and marginal prepositions. Conway’s classification is from the perspective 

of form, and Quirk et al. classified prepositions regarding their functions. 

Additionally, Quirk et al. (1985) proposed two types of preposition use: literal use 

and metaphorical use. Literal use denotes spatial or temporal relationships, and 

metaphorical use is abstract, which is closely similar to literal meaning through 

metaphorization. Regarding this, Quirk et al. (1985) provided step-by-step examples 

about the change of meaning from the literal to the metaphorical in (2.11a) to (2.11d): 

(2.11a) in shallow water 

(2.11b) in deep water 

(2.11c) in difficulties 

(2.11d) in a tough spot 
In Example (2.11a), in denotes the literal meaning, and shallow water is the concrete 

subject. In Example (2.11b), in deep water means in trouble, which is a metaphorical 

meaning. In Example (2.11c), even though the word difficulties does not give a 

metaphorical meaning, the usage of the preposition in is still metaphorical, while 

difficulties are abstract. In Example (2.11d), in a tough spot means in a difficult 

situation, and a tough spot is also a metaphorical meaning. From (2.11a) to (2.10d), the 

preposition in becomes more and more metaphorical. It can be deduced that the 

metaphorization of prepositions has different degrees. 
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 Prepositions in Cognitive Linguistics 

Since the 1980s, with the development of CL, the study of prepositions has become 

increasingly significant. Several academic articles and books on this subject have been 

published. Many of them examine the nature of prepositions in our mind, the case study 

of certain prepositions, such as over and in, the working mechanism of prepositions in 

our cognition and so forth. Some of such notable scholars are Jackendoff, Herskovits, 

Lakoff, Johnson and Langacker. 

Jackendoff is the pioneer of the research in Cognitive Semantics, and he put forward 

the Place-Path (PP) Division. Jackendoff (1990) proposed the two important features 

of a PP: a [THING] occupies its original [PLACE], and the preposition that is attached 

to the [THING] displays its [PATH]. For example, on the table: table is the reference 

object and on is a place function. The reference in a PP is relevant to the object. In 

Jackendoff”s Thematic Relations Hypothesis (TRH), he noted that “event”, “state”, 

“path” and “place” are used to analyse spatial concepts in our mind, which strengthens 

the importance of preposition. Scholars began to study prepositions from a new point 

of view. Consequently, many other theories, such as Rosch’s Prototype Theory (1975a), 

Minsky’s Frame Theory (1975), Schank and Abelson’s Script Theory (1977), Lakoff 

and Johnson’s Conceptual Metaphor Theory (1980), Image Schema (1987), and 

Langacker’s Trajector-Lankmark Theory (1987) emerged. These theories have been 

applied to the analysis of language. Among them, Conceptual Metaphor Theory, Image 

Schema and Trajector-Landmark (TR-LM) are used to describe prepositions. 

Influenced by Rosch’s Prototype Theory (1975a), Herskovits (1986) put forward the 

term “ideal meaning”. An ideal meaning is constructed out of the “perceptually salient” 

characteristics of a set of objects and their relationship (Rosch 1975b; Sorrows and 

Hirtle 1999). Put simply, each preposition has its respective ideal meaning, and the 

ideal meaning helps us understand the other meanings of prepositions. Lakoff and 

Johnson’s orientational metaphors and Langacker’s Trajector-Landmark are also 

theories considered important in the study of prepositions. 

Most researches on prepositions are about the phenomenon of their polysemous 

meanings, including the prepositions over, in, on, through and so forth. Lindstromberg 

(1998[2010]) systematically described the image schemata of each preposition and their 

meanings in his book English Prepositions Explained. Among these prepositions, the 

preposition over has been a focus of many scholars (Vandeloise 1990; Dewell 1994; 
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Kreitzer 1997; Taylor 2002, 2003, 2012; Tyler and Evans 2003; Deane 2005; Van der 

Gucht et al. 2007). Lakoff’s (1987) studied over by using the three elements: the shape 

of the landmark (LM), contact between trajectory (TR) and landmark, and no contact. 

Dewell (1994: 375) aimed to enhance Lakoff’s analysis, by focusing exclusively on 

image-schema alterations. His image-schema modifications include “segment 

profiling, the state that is the outcome, the subjective path to the endpoint, the linear-

extending trajectories, the edge-trajectories, the planar-extending trajectories, the 

multi-directional planar trajectories, etc.”, which is beneficial to the further analysis of 

over. According to Tyler and Evans (2003), the meaning of the word traverse is a 

context-dependent implicature that results from the unique characteristics of the verb, 

the trajectory and the landmark as mediated by over, suggesting that an independent 

path sense is not necessary for over. Mori (2019) simplified the previous research on 

over. He claimed that the simplification of a cognitive analysis is the topological and 

three-dimensional structuring of TRs, LMs, and image-schemata, which also 

contributes to understanding linguistic behaviour. 

Due to the complexity of the prepositions, many scholars attempted to find an 

effective way of improving English preposition teaching and learning. Lindstromberg 

(1996) put forward a strategy for teaching the preposition on on the basis of Lakoff’s 

(1987) and Brugman’s (1988) analysis of over. Tyler and Evans (2004), on the ground 

of the Principled-polysemy approach, provided suggestions for teaching the meanings 

of over. Boontam and Phoocharoensil (2018) found that Data-Driven Learning (DDL) 

method can significantly improve Thai primary school students’ performance of the 

prepositions during, among and between. Wong et al. (2018) demonstrated the 

effectiveness of a computer-based tutorial system called English Preposition Tutor, 

through which intermediate Cantonese-speaking English learners can better master the 

nonspatial meanings and their interconnections of the preposition in, at and over. 

In recent years, the study of prepositions has also received attention in the area of 

Computational Linguistics. Richard-Bollans et al. (2019: 47) presented a framework, 

including “geometric, functional, and conventional features” for easier collecting of 

rich data. Then, they (2020), based on Prototype Theory and Principled Polysemy 

Network, incorporated the Baseline Model into the identification of polysemous 

prepositions, which can greatly increase the accuracy of the Polysemy Model. 

Rodrigues et al. (2020) provided a perspective: formalism for dealing with polysemous 
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spatial expressions based on standpoint semantics for polysemy, and implemented the 

preposition in in this model. 

The study of prepositions can take account of gradable metaphoricity. Nacey and 

Jensen (2017: 302) studied preposition divergence in L2 English learners’ prepositions, 

and proposed that “some prepositions tend to be more (or less) metaphorical than 

others”. However, as far as we know, few documented study of prepositions has given 

sufficient consideration to metaphoricity, thus the present study will attempt to provide 

a model. 

2.3.3. The Preposition in  

The main theme of the present research is the preposition in. Since, in English 

vocabulary, there are numerous prepositions, i.e. in, on, with, over, through, by, etc. In 

this subsection, I will answer the question of why I have chosen the preposition in in 

detail and discuss some previous studies on it. 

 Reasons for choosing the Preposition in 

In the foregoing sections, I have stated that the aim of this thesis is to study the meanings 

of spatial relationships with a cognitive approach. In order to fulfil this aim, I decide on 

the preposition in as my research objective. The reasons why I chose the preposition in 

are explained. 

Firstly, compared to other prepositions, the semantic meanings and pragmatic usages 

of the preposition in are relatively redundant and complicated. Even though it seems 

that the meanings of the preposition in are easy to understand, when one checks from 

any dictionary, one finds numerous explanations on it. It has both spatial meanings and 

metaphorical meanings. An instance of the complicated sense of this preposition is 

Mei’s (2008) study. He retrieved 1.931.797 prepositions in sentences. Among these, he 

randomly extracted 281 entries about in from the British National Corpus (BNC). He 

identified that only 31.1% of them indicate spatial meanings, while 67.9% denote 

metaphorical meanings. 

Secondly, the preposition in occurs more frequently in the context. Kennedy (1998: 

139), based on the Brown Corpus and the Lancaster-Oslo-Bergen (LOB) Corpus, 

presented statistical data while trying to find the most frequently used prepositions in 

the corpus. The preposition in places second. (See Table 5) 
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Prepositions Brown Corpus (%) LOB Corpus (%) 

of 29.8 28.6 

in 17.1 16.4 

to 9.1 8.8 

for 7.4 7.1 

with 6.0 5.8 

on 5.1 5.1 

at 4.4 4.4 

by 4.3 4.6 

from 3.6 3.8 

into 1.5 1.3 

about 1.0 1.0 

through 0.7 0.6 

over 0.7 0.6 

between 0.6 0.7 

Table 5: The 14 most frequently used prepositions in Brown Corpus  

and LOB Corpus from Kennedy (1998: 139) 

 

In Table 5 above, the preposition in ranks second among the top fourteen prepositions 

itemized. More importantly, it ranks first in spatial prepositions. Also, it is in the list of 

50 frequently used words from seven famous corpora: Birmingham, Brown, Lob, Well, 

AHI, Flob and Frown. 

Thirdly, the usage of the preposition in is often divergent by Chinese learners. In 

spite of its frequent usage, it is influenced by negative transfer. Chinese learners are 

always puzzled with in, on and at. Zuo (2009: 176) studied the phenomena of divergent 

use of in by Chinese learners. His finding shows that Chinese learners find it difficult 

to understand it in metaphorical usages. Xu et al. (2004). explored the reasons, 

clarifying that the reference influences the usage of the preposition in. 

Finally, to date, the studies on the preposition in still suffer from shortcomings in 

terms of the quantitative and qualitative research methods. With regard to numbers, 

even though other prepositions, such as over and of, have been extensively studied in 

western academia, there are inadequate works explaining the preposition in (Dirven 

1993; Hawkins 1988; Herskovits 1986, 1988; Lan 1999; Lindstromberg 1998[2010]; 

Quirk et al. 1985; Vandeloise 1991, 1994). Many of these are also not systematically 

done. In China, added to this obvious challenge is that when one searches for the papers 

on in in China National Knowledge Infrastructure (CNKI), the quantity is limited, 

alongside the obviously unsatisfactory quality of these writings. 
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To sum up, in this study, I will attempt to achieve in-depth explanations of the 

preposition in, not only about the various semantic meanings of in itself, but also a 

corpus-based approach to its meanings and collocations. 

 Previous Studies on the Preposition in 

It has been calculated that, in western academia, the study of the preposition in or in in 

other languages (dans in French) began very early. The first group of researchers 

consisted of scholars like Lindkivist (1950), Bennett (1975), Cooper (1968), Leech 

(1969) and Miller and Johnson-Laird (1976). Since the 1980s, some scholars have 

concentrated on the approaches to in. Such include Moilanen (1979), Herskovits (1986, 

1988), Wunderlich (1982), Vandeloise (1984, 1985), Lutzeier (1985), Hawkins (1988), 

Garrod and Sanford (1988), Bierwisch (1988), Herweg (1989), Pribbenow (1989), 

Hottenroth (1991), Borillo and Vieu (1992). Vandeloise (1994) divided these 

approaches into three types: (1) the geometrical approach (Hawkins 1988), mainly 

centring on the dimension of Landmark; (2) the topological approach, represented by 

Herweg (1989), who insisted on the inclusion of the prepositional subject in the 

landmark (LM); (3) the third one is the functional approach (Vandeloise 1985, 1991) 

where target and LM are understood as content and its container respectively. However, 

most researchers have not treated these approaches extensively. They only did a brief 

introduction to the different approaches instead of considering them in terms of their 

characteristics. 

Since the 1990s, the time when studies on CL began to flourish, only a few papers 

on the preposition in can be found using the cognitive approach (Cuyckens 1993 Evans 

and Tyler 2004). Lindstromberg (1998[2010]) attempted an extensive explanation of 

English prepositions, in included. He focused on the distinction between in and others: 

within, into, inward and through. Lindstromberg’s argument relies too heavily on 

comparison. In regard to in, his argument does not fully explain it. Feist and Genter 

(2003) proposed four factors influencing the usage of in and on: “the geometry of the 

ground, the function of the ground, the animacy of the figure and animacy of the 

ground”. His analysis also fails to account for the internal meanings of in. 

So far, the most detailed research was conducted by Evans and Tyler (2004). In their 

study, they were suspicious of the traditional views on Semantics. They used the 

cognitive approach to study the many senses of in, finding their interrelatedness with 
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the Principled Polysemy Network. They also described the proto-scene for the 

preposition in. (Figure 11) 

 

  

Figure 11: The pro-scene of in from Evans and Tyler (2004: 12) 

 

In their view, LM has three salient structural elements: an interior, a boundary and an 

exterior, while the central shaded sphere is the TR. They do not just conceptualize it as 

a canonical bounded LM: three-dimensional space, but it is described as two-

dimensional. They claimed that the prototypical sense of in is a spatial relation where a 

TR is located within an LM. Evans and Tyler (2004: 17) concluded the relationships 

between different senses by saying that all the other senses are extended from the proto-

scene. (Figure 12) 

 

 

Figure 12: Semantic network for in (partial) from Evans and Tyler (2004: 17) 

 

The research on the preposition in did not only focus on its meanings, but it is also 

compared with other prepositions, such as on and at. Rice (1992: 93) made an analysis 

of the three prepositions from a CL perspective. He proposed that it is necessary to 

interpret “central and peripheral meaning” and “specific and schematic meanings”, 

allowing for some degree of overlap between the uses of various prepositions. Wang 
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(2001) made a deep study of AT-ON-IN Microsystem. (Figure 13) (P: Point; S: Surface; 

V: Volumn)  

 

 

Figure 13: AT-ON-IN microsystem from Wang (2001: 325) 

 

Albeit the different dimensions of at, on and in, there are overlapping among the three 

prepositions. He claimed that at, on and in are used to distinguish “point”, “surface” 

and “volume”. According to him, at is only a point in space, on means the supporting 

surface and in is a containing volume. He argued that the spatial concepts of AT-ON-

IN can be mapped onto other domains metaphorically, such as the time domain. 

Whilst their analysis is in-depth and thorough, the classification of many senses is 

still obscure, and they have overlooked the comparison of interrelated senses. 

Researchers have provided weak evidence for the structure of the preposition in. Due 

to the weaknesses in the existing studies, I will make further investigation into it. 

2.4. Relevant Cognitive Theories and Philosophical Foundation 

To support my research objectives, some relevant cognitive theories will be discussed 

in the following section. They constitute the theoretical foundation of this thesis, 

including Prototype Theory, Image Schema and the philosophical foundation of CL: 

Embodiment. 

2.4.1. Prototype Theory 

Originally, the Prototype Theory was a theory in the area of Philosophy and 

Psychology. The theory is linked to scholars, such as Austin (1962), Zadeh (1965), 
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Berlin and Kay (1969), Labov (1973), Rosch (1975a), Langacker (1982), Pulman 

(1983), Lakoff (1987), Tylor (1989), Geeraerts (1989), Newmeyer, (1998), Dirven and 

Verspoor (1998), Murphy (2002), and Grzega (2003). Most of their contributions are 

at the basic level category, which is referred to as the theoretical foundation in CL. It is 

the prototype that plays a vital role in our understanding of categorization. As Ungerer 

and Schmid (2006: 15) observed, “prototypes have a crucial function in the various 

stages involved in the formation and learning of categories”. The prototype is the most 

salient member in a linguistic category, and other members share similarities with it. 

Scholars have two types of explanations for the prototype. One is typical member and 

the other one is a schematic representation. These will be further explained: 

The typical member is the most representative thing in one class, standing for the 

basic level category. It also can be conceived as Prototypical Exemplar, Focal 

Exemplar, Salient Example, Typical Member, Central Member, Best Example and 

Prototypical Member. Prototype is the one that bears the most family resemblance. 

When people recognize a Prototypical Exemplar, the process is both the fastest and 

easiest. Rice (1996: 144) treated it as “average over multiple instances”. According to 

the features of the typical member, other members can be inferred, thereby stimulating 

the understanding of certain categories. 

Schematic representation is also the other key to Prototype. Ungerer and Schmid 

(2006) took prototype as “mental representation”. In their view, it should be essentially 

interpreted with reference to cognition. (Figure 14)  

 

 

Figure 14: Schema-instance from Ungerer and Schmid (2006: 42) 

 

Taylor held the view that “the prototype can be understood as a schematic 

representation of the conceptual core of a category” (1989: 59). He also argued that the 

relationship between schema and instances is a hyponym relation. 
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Rosch (1978) noted that prototype is a characterization of prototypicality. Lakoff 

(1987) conceived prototype as Idealized Cognitive Model (ICM) because it only exists 

in our idealized cognition. However, Langacker approved of the first point of view and 

distinguished prototype and schema thus: 

A prototype is a typical instance of a category, and other elements are assimilated to 

the category on the basis of their perceived resemblance to the prototype; there are 

degrees of membership based on degrees of similarity. A schema, by contrast, is an 

abstract characterization that is fully compatible with the all members of the category 

it defines (Langacker 1987: 371). 

Apart from the description of the prototype, Langacker again emphasized the formation 

of the schema. To him, “a schema is a commonality that emerges from distinct 

structures when one abstracts away from their points of difference by portraying them 

with lesser precision and specificity” (2000: 93). Wang (2007) named this view as 

Attribute-list Model. (See Figure 15) 

 

 

Figure 15: Prototype and schema from Wang (2007: 15) 

 

Wang concluded the relationship among the tripod. Once a member has more than a 

feature of one category, it tends to be a typical member or central member. The 

Prototype Theory has also been applied to explain the phenomenon of polysemy. It is 

believed that metaphor and metonymy are the main means of lexical transfer and the 

nature is the transfers or fissions of prototypes. The Prototype Theory is a theoretical 

foundation for explaining the primary sense of the preposition in in Chapter 4. 

2.4.2. Image Schema 

Based on our experience and interaction with the outside world, the Cognitive Model 

and Image Schema are formed in our cognition. According to Fauconnier (1997), the 

Cognitive Model includes Idealized Cognitive Model and Mental Space, all of which 
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need to be described by image schema. It indicates image schema is a key notion in the 

field of CL. This subsection will present a review of Image Schema. 

 The Definition and Characteristics of Image Schema 

Traced back to ancient Greek, philosophers discussed schema that is considered as 

“fixed templates”. In the 18th century, in Kant’s masterpiece Critique of Pure Reason, 

a schema is described as the bridge between precepts and concepts, and it is necessary 

to construct the image and create meanings. 

In the 1930s and the 1940s, Swiss psychologist Piaget noted that cognition mainly 

comes from the interaction between subject and object, during which abstract schemata 

are formed. In 1975, Rumelhart’s article “Notes on a Schema for Stories” analyzed the 

structure of stories with a schema. Fillmore (1977) further made a detailed discussion 

on schema: 

In our understanding of language in general, there seems to be a schema for 

lexicalization, the sense of which is that the act of lexicalizing something is the act of 

presenting it as an established category of human thought. If a lexical item exists, in 

other words, it must exist as some part of a frame and must correspond to some part of 

a schema (Fillmore 1977: 76-138). 

Further developments have been made by linguists on the Schema Theory. In 1980, 

Lakoff and Johnson first combined image and schema in their highly acclaimed 

Metaphors We Live by and applied this to the study of metaphors. Later, based on the 

idea of Embodied Philosophy, Lakoff and Johnson discussed image schema in detail. 

Lakoff (1987: 267) pointed out that “image schemas are relatively simple structures 

that constantly recur in our everyday bodily experience”. 

Johnson (1987: xiv) submitted “an image schema is a recurring, dynamic pattern of 

our perceptual interactions and motor programs that give coherence and structure to our 

experience”. Later, he (1987: xix) explained further that: 

“Human bodily movement, manipulation of objects, and perceptual interactions 

involve recurring patterns without which our experience would be chaotic and 

incomprehensible. I call these patterns “image schema”, because they function 

primarily as abstract structures of images” (Johnson 1987: xiv). 

Langacker (2000: 93) proposed that “a schema is a commonality that emerges from 

distinct structures when one abstract is away from their points of difference by 

portraying them with lesser precision and specificity”. Image schema is not a schematic 

image. The former is the psychological model when experiencing the natural world in 
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order to help us understand reality and abstract thinking, while the latter is the image in 

the human brain. 

Image schema has its characteristics: It is thought that image schemata are abstract, 

universal, cultural, analogue representation, hierarchical and internally complex (Evans 

and Green 2006; Talmy 2005; Kövecses 2020). 

Image schemata are abstract. People use image schemata to make rules for our 

thinking, but we cannot see and touch them. Specifically, it can be regarded as a tool to 

understand language and the outside world. Image schemata are also inherently 

meaningful. According to Evans and Green (2006: 183), “embodied experience is 

inherently meaningful in the sense that embodied experiences have predictable 

consequences”. Due to our interaction with the outside world, image schemata are 

formed in our minds, and our knowledge associated with image schemata influences 

our understanding of prepositions. 

Image schemata are universal. Talmy (1983) and Lakoff (1987) found that 

irrespective of the different descriptions of the spatial relationship in different 

languages, their meanings can be analyzed with the original schema. The universality 

of image schema is derived from common human experience such that we observe the 

world vertically and we have symmetrical bodies. The common material foundation 

and experiential events determine the universality of image schema. 

Image schemata are cultural. Although image schemata are universal, there are 

linguistical peculiarities. Some schemata can be found in most languages, while others 

are unique to specific cultures and languages. Choi and Bowerman (1991), Choi, 

McDonough, Bowerman and Mandler (1999) concluded that children learning English 

and ones learning Korean have two different ways of learning inclusiveness and 

supporting relationships. They also identified that Korean children differentiate their 

degree of fitness. Similar researches show that the image schemata are culturally 

situated. 

Image schemata are analogue representations. They are derived from experience. 

According to Evans and Green (2006: 184), analogue means “image schemas that take 

a form in the conceptual system which mirrors the sensory experience being 

represented”. We can describe image schemata with words and images that are stored 

in our memory as summaries of perceptual states. Images schemata are internally 

complex, which consist of more complex aspects. For example, the source-path-goal 
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schema is divided into the source, path and goal. Each element is greatly important to 

the whole structure. 

Image schemata are hierarchical. Following Lakoff (1987) and Langacker (1987), 

Kövecses (2020: 51) mentioned that the conceptual metaphors are of several levels: 

“the various levels of schematicity form a continuous hierarchy; the various levels 

shade gradually into more or less schematic levels”. He described four features of image 

schema as follows: “directly meaningful preconceptual structures; highly schematic 

gestalts; continuous analogue patterns; internally structured, consisting of only a few 

parts” (2020: 53). In other words, image schema is connected to the highly abstract 

conceptual patterns, leading to a large number of meaningful concepts within one 

system. As noted by Kövecses (2020: 151), “a schematicity hierarchy is established that 

serves as a conceptual pathway from the meaning expressed at the mental-space level 

all the way to the image-schema level”. Namely, meanings are constructed in a certain 

pathway at four levels. He illustrated the process in Figure 16. 

 

Figure 16: The structure of schematicity hierarchy from Kövecses (2020: 156) 

 

This figure expresses a metaphorical conceptualization that emerges from the priming 

effect of one or more contextual elements that cause the online setup of a schematicity 

hierarchy in a discourse scenario. Kövecses (2020: 154) mentioned three conceptual 

pathways: “schematicity hierarchy pathways, ad hoc pathways and shared image 

schema pathways”. The three pathways are considered to be the foundation for 

conceptual metaphors, which are typically seen as analogous metaphors. 

In addition to the above characteristics, image schema has various degrees. 

Lindstromberg (2022) studied the degree to which a phrasal verb appears to correspond 

to its constituted words in respect of imageability. His literature has reemphasized the 
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importance of imageability. In CL, one meaning is imagable. The meaning of a word is 

processed through the operation of metaphor or metonymy (Lakoff and Johnson 1980; 

Lakoff 1987; Kövecses 2020). That is to say, the process of meanings can be regarded 

as the conversion of image schema in human cognition. Hence metaphoricity and 

imageability, to a large extent, bear resemblances. He also suggested that there is a 

significant correlation between imageability with vocabulary learnability. However, his 

rating was conducted by native speakers, which was robust and subjective. Therefore, 

I aim to offer a model finding a objective criteria to measure the degree of imageability, 

which is also seen as metaphoricity. 

It is the image schema that helps us to find the common among various things so 

that we are able to categorize them and understand the unlimited outside world with 

limited schemata. Additionally, image schema is the basis of conceptualization. When 

human beings interact with the outside world, basic image schemata are formed. They 

are the basic Cognitive Model and Multiple Cognitive Models, which are superimposed 

to form Idealized Cognitive Model that forms the ways in which the world is 

understood. According to Talmy (1983), the Cognitive Model in the human mind is 

mainly based on image schema, which is the basic mode of human conceptualization. 

The structure of language is conceptualized through geometric schemata. Categories 

and concepts are almost formed simultaneously, and the process of conceptualization 

is also the process of categorization. Image schema, as the way of concept organization, 

is the basis of both conceptualization and categorization, after which meanings are 

formed. By the mechanism of metaphor and metonymy, more abstract concepts are 

built in our minds, forming more Idealized Cognitive Models. 

 Key Notions of Image Schema 

The main notions in analyzing Image Schema Theory include figure, ground, base, 

profile, trajectory, and landmark. With regard to the description of image schema, 

different scholars hold different opinions on the subject. In this subsection, the terms: 

“trajectory”, “path” and “landmark” will be introduced. 

As for the description of image schema, Langacker (1987) suggested Trajector-Path-

Landmark Theory (TR-LM). According to him, TR, path and LM are the three 

fundamental elements in image schema. The TR is regarded as a figure and LM as a 

background. “The trajectory/landmark asymmetry is fundamental to relational 

predications and underlies the universal subject/object distinction” (Langacker 1987: 
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231). Langacker (1987: 215) utilized Figure 17 to describe the relationship between TR 

and LM. e1 and e2 represent two events, and e3 is the relational predication between 

the two entities, which can be dynamic and static. 

 

 

Figure 17: Relational predication between TR and LM from Langacker (1987: 125) 

 

Let us take the sentence the balloon is flying over the house as an example. In this 

sentence, the balloon is the figure, and the house is the ground. It can be used in another 

object, such as the plane is flying over the mountains. The figure is dynamic in this 

sentence, and the path of a missile is regarded as a TR. Due to the generalization of the 

usage of TR and LM, TR represents the salient element in a relational structure, and 

LM is the other object in this relation. As a consequence, in this example, the balloon 

is the TR, and the house is the LM. The three notions: TR, path and LM, are the key 

elements, which will be used in the description of the image schemata of the preposition 

in in the following chapter. 

 Image Schemata 

Johnson believed that image schemata and metaphors play a vitally important role in 

our cognition, and he listed 27 representative image schemata. 

 

Container Balance Compulsion Surface 

Blockage Counterforce Restraint Removal Object 

Enablement Attraction Mass-Count Collection 

Path Link Center-Periphery Interaction 

Cycle Near-Far Scale Contact 

Part-whole Merging Splitting Process 

Full-Empty Matching Superimposition - 

Table 6: 27 representative image schemata from Johnson (1987: 126) 

 

Lakoff (1987: 282-283) also described seven types of schemata: container, source-path-

goal, link, part-whole, center-periphery, up-down, front-back. Based on these, the 
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Spatialization of the Form Hypothesis was proposed. Croft and Cruse summarized the 

above schemata into seven types  

 

Space Up-Down, Front-Back, Left-Right 

Scale Near-Far, Center-Periphery, Contact Path 

Container Containment, In-Out, Surface, Full-Empty, Content 

Force 
Balance, Counterforce, Complulsion, Restraint, 

Enablement, Blockage, Diversion, Attraction 

Unity/Multiplicity 
Merging, Collection, Splitting, Interaction, 

Part-Whole, Mass-Count, Link 

Identity Matching, Superimposition 

Existence Removal, Bounded Space, Cycle, Object, Process 

Table 7: 7 types of image schemata from Croft and Cruse (2004: 45) 

 

The following are some examples of image schemata: 

(1) Container schema 

 

Figure 18: Container schema 

 

Container schema comes from our interaction with the outside world. We are physically 

in bounded locations such as rooms, buildings, etc. Figure 18 represents an entity within 

a container. The three basic elements are the interior, exterior, and boundary in the 

container schema. This can be both dynamic and static. 

 

(2) Source-Path-Goal schema 

Source-path-goal schema derives from our experience moving from one point to 

another. The basic elements in this schema are source, goal, path and direction (Figure 

19). It is not only a concrete path; it can also be abstract. For example, life is a journey 

and the journey of winning a competition is difficult. 
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Figure 19: Source-path-goal schema 

 

(3) Link schema 

In our daily life, we usually tie two things together physically and mentally. There are 

three basic factors of this: two entities A and B, and the link connecting them. We 

understand social relations with the help of this. For example, the bridge of friendship, 

and the bond of emotion. 

 

 

Figure 20: Link schema 

 

(4) Force schema 

Force is indispensable in our life, and people cannot live without it. The basic elements 

of force schema are a source of force, a target of a force, direction, path, intensity and 

a sequence of causation. Saeed (2003[2007]: 353-357) described three types of force 

schema, namely, compulsion, blockage and removal of restraint.  

 

 

Figure 21: Compulsion from Saeed (2003: 353) 

 

Figure 21 is the basic force schema where vector F acts on an entity. The movement 

along the TR is the basic element, and the dotted line means that the force may be 

blocked or continued. Figure 22 represents the schema of blockage where the force 

meets an obstruction, and it may be diverted or continued on after moving away from 

the obstacle. Figure 23 is the removal of restraint where the force may continue due to 



69 

 

the removal of the blockage. These schemata also derive from our interaction with the 

outside world. 

 

 

Figure 22: Blockage from Saeed (2003: 355-356)  

 

 

Figure 23: Removal of restraint from Saeed (2003: 357) 

 

The above image schemata are the prototypical image schema in our mind, with the 

help of which our cognition is categorized and conceptualized. With regard to the types 

of image schemata, they are effective in explaining the prepositional from a cognitive 

perspective. 

2.4.3. Embodied Philosophy 

In the history of western philosophy, Empiricism and Rationalism express two 

opposing views when applied to language study. Based on the two positions, Lakoff 

and Johnson (1987) reclassified the western philosophical views into Objectivism and 

Experientialism in their well-known masterpiece Women, Fire and Dangerous Things: 

What Categories Reveal about the Mind. Traditional Objectivism mainly holds the 

following positions: 

Thought is the mechanical manipulation of abstract symbols. 
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The mind is an abstract machine manipulating symbols essentially in the way a 

computer does. 

Symbols get their meaning via correspondences to things in the external world. 

Abstract symbols may stand in correspondence to things in the world independent of 

the peculiar properties of organisms. 

Thought is abstract and disembodied. 

Thought is atomistic. 

Thought is logical in the narrow technical sense (Lakoff 1987, xii-xiii). 

As Lakoff put it, Independence Assumption is the theoretical foundation of objectivism. 

It further explains this view: 

existence and fact are independent of belief, knowledge, perception, modes of 

understanding, and every other aspect of human cognitive capacities. No true fact can 

depend upon people’s believing it, on their knowledge of it, on their conceptualization 

of it, or on any other aspect of cognition. Existence cannot depend in any way on human 

cognition [italics added] (Lakoff 1987: 164). 

However, Lakoff opposed this view and offered a new position: Experientialism, which 

has gained attention in many areas, such as Linguistics, Psychology and philosophy. In 

recent decades, a mountain of evidence has been provided to support the notion (Clark 

1998; Lakoff and Johnson 1999; Raymond 2003; Evans and Tyler 2004; Gibbs 2006; 

Barsalou 2008). Lakoff explained the essence of Experientialism as follows: 

Thought is embodied; the structures used to put together our conceptual systems grow 

out of bodily experience. 

Thought is imaginative, in that those concepts that are not directly grounded in 

experience employ metaphor, metonymy, and mental imagery. 

Thought has gestalt properties and is thus not atomistic; concepts have an overall 

structure that goes beyond merely putting together conceptual “building blocks” by 

general rules. 

Thought has an ecological structure; it is more than just the mechanical manipulation 

of abstract symbols.  

Conceptual structure can be described using cognitive models that have the above 

properties (Lakoff 1987: xiv-xv). 

The tenets of Experientialism are that the mind is embodied and that cognition is rooted 

in sensory-motor interactions with the outside environment by certain rules. 

Furthermore, the central concept of embodied cognition is that an agent has a specific 

kind of body and it is, through metaphor and metonymy, embedded in a certain 

environment, then forming cognitive processes. They also explained the term 

“experience” as “the result of embodied sensorimotor and cognitive structures that 

generate meaning in and through our ongoing interaction with our changing 

environments” (2002: 248). It indicates the impacts of the embodiment can be found in 
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the working mechanism of cognitive processing in the language (Lakoff and Johnson 

1999; Feldman 2006; Gibbs 2006; Barsalou 2008). 

In addition, Johnson and Lakoff (2002: 247) held the view that Experientialism is 

different from Empiricism which is one school in the 16-18th century in the history of 

western philosophy. Classical Empiricism is a philosophical position that claims that 

we are born with a tabula rasa, a blank slate. That is, no knowledge is innate, and all 

knowledge (including all knowledge of concepts and reasoning) is acquired via the 

senses. Empiricism is opposed to Rationalism, which argues that all human reason (and 

hence, human conceptual structure) is innate. 

Extending their previous research, Johnson and Lakoff published Philosophy in the 

Flesh-The Embodied Mind and its Challenge to Western Thought in 1999. There, they 

specified three principles which are cognitive unconscious, embodied mind and 

metaphorical thought, all of which challenge the concept of rational thinking: 

(1) Cognitive unconscious 

In the light of Psychology, Kihlstrom (1987: 1445) defined the notion of “unconscious”: 

“those products of the perceptual system that go unattended or unrehearsed, and those 

memories that are lost from primary memory through decay or displacement before 

they can be encoded in secondary memory”. Put it another way, early preattentive 

perceptual abilities, such as feature identification and pattern recognition, as well as 

latent memory traces that have not been recovered from secondary storage and 

transmitted to primary memory, are indicators of nonconscious mental life. 

In Linguistics, people cannot recognize that there are metaphorical meanings in 

some sentences, while they have implicitly existed in our language cognition. For 

instance, the foot of the hill, in this competition. The nature of these words is 

metaphorical, even though people are not aware of it. Lakoff and Johnson put more 

emphasis on the “unconscious thought”. To Lakoff and Johnson (1999: 13), “all of our 

knowledge and beliefs are framed in reference to a conceptual system that resides 

mainly in the cognitive unconscious”. The unconscious conceptual system determines 

how we conceptualize our experience and store the created entities in our cognition. 

For them, the cognitive conscious is conceived as the tip of an enormous iceberg, 

which takes up to 10 percent of all the thoughts that structure our cognition, while 

cognitive unconscious, as an invisible hand, plays a crucial role in cognitive processing. 

Without unconscious thought, people could not have the conscious thought. Both of 

them are of great importance to human cognition to conceptualize our experience. 
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(2) Embodied mind 

According to Lakoff and Johnson (1999), categories, concepts and experience are 

inseparable. Categories belong to our experience, and concepts enable us to categorize 

and reason through our embodiment in cognition. Most of the reasoning is based on the 

prototype, and our reasoning and imagination are neural structures. Also, the 

relationship between the categories, concepts and experiences determines the 

connection between reality, reasoning and embodiment. People are not born with 

categories, concepts and reason. However, they get them through interaction with the 

outside world. Specifically, our bodily relations and spatial relations provide the basis 

for our cognition. When people acquire different information in their brain, neuron 

produces output resulting in neural categorization. Our sensorimotor apparatus decides 

our sense and later forms the structure of our brain. Langacker (2000: 203) stated that 

conception and perception are similar since both of them are based on our embodiment. 

Fauconnier and Turner (2002: 217-219) posited that we can have new meanings by 

projection and blending. “The architecture of your brain’s neural networks determines 

what concepts you have and hence the kind of reasoning you can do” (Lakoff and 

Johnson 1999: 16). The embodied mind is the process of forming and reasoning which 

is a particular conceptual system in the neural structure of our brain. 

To provide more evidence for embodied cognition, Malafouris (2013: 59-60) put 

that “bodily features play a significant role in how or what an organism thinks and in 

how it makes sense of the world”. For instance, the hand acts as an instrument for 

managing an objective reality that is handed to it from the outside, by following the 

commands supplied to it by the brain. Pruszynski and Johansson (2014: 1404) 

conducted an experiment, showing that fingertips not only process geometric 

information about the item touching the skin, but also send signals to the brain that 

something has touched the skin. That is to say, human cognition is structured by the 

interaction with characteristics of a physically or socially ordered setting. 

(3) Metaphorical thought 

According to Lakoff and Johnson (1999: 543), “there is no philosophy without 

metaphor”. Metaphors are thus characteristic of human thought, existing in culture and 

language. Our knowledge is extended into philosophy through a metaphor which 

enables us to understand the abstract conceptual domains. In Experientialism, 

metaphors are embodied. The cognitive basis of metaphor is the image schema and 

concept in the process of projection. Inevitably, our experience will influence the 
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formation of the schemata. Lakoff and Johnson (1980[2003]: 19) further stated that “in 

actuality, we feel that no metaphor can ever be comprehended or even adequately 

represented independently of its experiential basis”. They asserted that a metaphor is 

also unconscious and usually used in rational thinking. In many situations, people tend 

to use metaphors to make an analysis unconsciously. Metaphorical reasoning 

contributes to abstract thought through cross-domain mapping, implying that people 

can obtain different conceptual structures. It is the metaphor that extends our knowledge 

into new domains. 

Cognitive unconscious, embodied mind and metaphorical thought - three 

fundamental philosophical principles of CL - are essential to our behaviour, abstract 

thought, reasoning and language. Chapter 6 will, on the ground of Experientialism, take 

into account the preposition in and its Chinese equivalence. 

2.5. Summary 

The current chapter has covered the definitions and theories that are relevant to the 

following chapters, by providing a selective overview of the previous studies. Section 

2.1 has explained lexical meanings concerning embodiment, categorization, 

conceptualization and mental representation, that is, lexical meanings, deriving from 

experience, are constructed by virtue of categorization and conceptualization in human 

cognition. This section has also investigated the nature of polysemy from a cognitive 

perspective. Tyler and Evans’s (2003) Principled Polysemy Network has shown that 

the polysemous meanings are correlated and systematically ordered. Section 2.2 has 

identified the features of metaphor and metaphoricity. In CL, metaphor is not 

traditionally conceived as a kind of figure of speech, but rather as a way of thinking. 

Metaphoricity refers to one quality of metaphor: gradience, indicating that 

metaphoricity has various degrees. Measuring the degrees appears to be significantly 

helpful for investigating the features of language usage. Section 2.3 has examined 

spatial metaphors and prepositions. A spatial metaphor is a fundamental concept, which 

contributes to other abstract concepts. It is also necessary to analyze a more effective 

way to learn prepositions. In addition, this section has in-depth stated the reasons why 

the preposition in is chosen as the theme of the present research and the relevant 

research gaps. Section 2.4 has outlined other cognitive theories, such as the Prototype 

Theory and Image Schema. The Prototype Theory is a theoretical foundation for 
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identifying the primary sense, and Image Schema is utilized to describe mental 

representations. This section has also mentioned the philosophical foundation of CL: 

Experientialism. There are three principles: cognitive unconscious, embodied mind and 

metaphorical thought. 

By the discussion of the previous studies, it has been confirmed that, albeit long-

term discussions, the topic of the present study is still rewarding. Previous studies have 

methodological shortcomings in the corpus-based approach to the study of CL. 

Thematically, the previous studies have suffered from inadequacy regarding the 

gradient metaphoricity of prepositions. 

On the whole, this chapter has involved key notions in respect of the features of 

metaphoricity and brought up some crucial issues for further study. These notions will 

make contributions to the description of the Principled Polysemy Network of the 

preposition in, and will demonstrate a model that combines Corpus Linguistics and CL 

from a quantitative perspective. The next chapter will clearly present the six research 

questions and clarify the research methodology and methods. 
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3. Methodology 

This Chapter is dedicated entirely to providing an overview of the research 

methodology of this dissertation. Section 3.1 will elaborate on the six major research 

questions of this study. Section 3.2 will introduce five research methods employed in 

this study. Section 3.3 will state the two designed corpora: Chinese Master Academic 

Writing Corpus (CMAC) and Chinese Doctoral Academic Writing Corpus (CDAC) in 

detail. Section 3.4 will clarify the statistical measurements for investigating the 

semantic and syntactic features, including Chi-squared test and the Mutual Information 

score test, and will cover the software tool for data retrieval: Antconc. Section 3.5 will 

present the specific research procedure of this study. 

3.1. Research Questions 

The present study aims to explore the actual use of the English preposition in produced 

by Chinese English-major students when writing their graduation theses. To elaborate 

in more detail, it essentially describes the prepositional semantic network, with which 

the features of the usage of in are investigated, and the reasons will be explored from a 

cultural perspective. Therefore, with regard to the findings and research gaps from the 

previous section: Literature Review, this study addresses the following six questions in 

a specific way: 

(1) What are the primary and metaphorical senses of the preposition in? This 

question revolves around how to construct a semantic model to illustrate the 

interrelation among various senses of the preposition in. Based on the theoretical 

foundation: the Prototype Theory and Image Schema, from Literature Review, 

the primary sense of the preposition in will be determined, whose proto-scene 

will be described. The metaphorical senses will also be analysed. This question 

is considered the foundation for the following questions. 

(2) How do we define their degrees of metaphoricity in an objective way? This 

question attempts to offer a formula that measures the various senses in a 

quantitative way. In this respect, Chapter 4 will discuss the elements that 

influence the image schemata of in with various senses and calculate their values. 

Regarding these values, the senses will be reclassified. 
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(3) What are the semantic and syntactic features of the usage of the preposition in 

by Chinese English-major students? This question involves the combination of 

Corpus Linguistics and CL. Data in this question refers to the preposition in, with 

the aid of the software Antconc, extracted from two designed corpora of Chinese 

learners. I will also employ Chi-squared tests and Mutual Information 

calculating the measurements for statistical significance. The features based on 

the results will be seen as evidence of the theoretical framework. 

(4) What are the divergences (from dictionary expectations) of the preposition in 

made by Chinese learners? This question concerns the analysis of the divergent 

usage of the preposition in. Besides the samples in the section of data analysis, 

there are also some divergent usages. This phenomenon will be exemplified, and 

the reasons will be investigated from a cultural perspective. 

(5) What are the differences between the preposition in and its equivalence zai…li 

(在…里) in Chinese? This question looks at the preposition in and its Chinese 

equivalence from a cultural perspective. A comparative study will be employed 

to compare the similarities and differences between the two words. This will be 

helpful in explaining the distinctive features of the data analysis part. 

(6) What are the cultural and philosophical implications? This question provides 

evidence for the universality and variation of spatial metaphors. It also refers to 

the philosophical foundation of CL: Experimentalism. Chapter 2 briefly stated 

the positions of this philosophical view. On the basis of the previous findings in 

qualitative and quantitative studies, this question will provide more evidence for 

verifying this philosophical foundation. 

These six questions look at the preposition in from different perspectives, but they 

are closely related. Taken together, these questions contribute to a full-scale analysis of 

the preposition in. 

3.2. Research Methods 

This study involves five research methods: the dictionary-based approach, the 

Principled-Polysemy Approach (PPA), the corpus-based approach, the Contrastive 

Interlanguage Analysis (CIA) and the Comparative Method (CM). In this section, each 

method and the reasons why these methods have been chosen will be elaborated. 
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3.2.1. The Dictionary-based Approach 

Dictionaries are authoritative reference books because they systematically include the 

definitions of words and their frequently used phrases and sentences. As Lindstromberg 

(2022) illustrated, dictionary-based ratings can provide valid and reliable sources of 

one word. A dictionary-based approach is, in nature, the exploration of the various 

meanings of words. Goatly (1997:31) put it, “dictionaries are certainly the cemeteries 

and the mortuaries, definitely the dormitories, and generally the resting place for the 

populations of metaphors”. It manifests that there are both primary and metaphorical 

meanings in dictionaries. Hence this approach is employed as an effective method for 

exploring the meanings of words. 

The dictionary-based approach is very beneficial when high-quality dictionaries are 

referenced. There are many types of dictionaries. Among them, academic dictionaries 

provide a more detailed explanation of items and learners’ dictionaries contain more 

examples and collocations. The present study will look at the senses and collocations 

of the preposition in. To achieve this objective, both English learners’ dictionaries and 

academic dictionaries are referenced in the subsequent chapter. 

3.2.2. The Principled-Polysemy Approach 

Traditionally speaking, the repository of the lexicon is arbitrary (Bloomfield 1933; 

Chomsky 1995). In 1987, Lakoff proposed a radical concept, which indicates the 

relationship among the senses of one word. Afterwards, Evans and Tyler provided 

verifiable solutions to Cognitive Semantics of English prepositions (Tyler and Evans 

2001a, 2003; Evans and Tyler 2004). In an attempt to order the highly abstract 

meanings of words and create the nature of human concepts from a new perspective, 

Tyler and Evans (2001a: 724) proposed the “Principled Polysemy Network”. In this 

subsection, the Principled-Polysemy Approach (PPA) and its relevant key terms: 

principled polysemy, distinct senses, primary sense, proto-scene, on-line meaning 

construction and pragmatic strengthening will be extensively stated. 

 Principled Polysemy 

As earlier stated in Chapter 2 that polysemy refers to a linguistical lexicon associated 

with several related meanings. Principled polysemy relies on the notion of polysemy. 

For the sake of extracting the governing rule of spatial particles in human cognition, 
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principled polysemy is proposed. It is the underlying inter-relatedness that exists among 

the senses of one word, which seeks to maintain highly abstract conceptualization in 

human cognition. 

Principled polysemy provides an extensive amount of evidence that accounts for the 

nature of polysemy. Accordingly, the primary tasks of this approach are listed by Tyler 

and Evans: 

(a) to establish what information is most appropriately......arising from cognitive 

processing and general world knowledge; (b) to model the systematic processes 

through which one-line contextually determined interpretations of spatial particles 

arise; (c) to model the systematic processes through which meaning is extended and 

through which the distinct senses-represented in long-term memory-become part of a 

lexical item’s semantic network (Tyler and Evans 2003: 7). 

Principled polysemy not only explores the systematic human conceptual cognition but 

also enables them to seek the development of language. Methodologically, the 

polysemy approach embodies the essence of lexicons. 

 Distinct Senses 

Distinct senses refer to one of several interpretations or items in the model of a semantic 

network. In traditional studies, the semantics of one linguistical unit is usually termed 

as “meaning”: the original or basic meaning is “literal meaning” or “denotative 

meaning”. Another extended meaning is the “non-literal meaning” or “connotative 

meaning”. 

However, in the study of principled polysemy, the usual meaning is referred to as 

“sense”. To ascertain why “meaning” is referred to as “sense”, Tyler and Evans made 

a distinction between them: 

Constructed meanings are constructed on-line in the course of constructing a 

conceptualization of a specific scene prompted by a particular utterance, whereas 

senses are instantiated in memory, and can be recruited for the process of conceptual 

integration (2001a: 762). 

Accordingly, meanings are understood in one specific context, which can be inferred 

by them, while senses have been stored to our knowledge without inference. In this 

study, all the usages of in are considered from the integrated perspective of the memory. 

Thence, all the interpretations of the preposition in are noted as “sense”. 

Since meanings and senses are two different concepts in CL, how, then, do we define 

sense? Tyler and Evans listed two assessment criteria for determining whether one 

meaning of a preposition can be considered as a distinct sense thus: 
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(1) Accepting the standard assumption that the primary sense coded for by prepositions 

is a particular spatial relation between a TR and an LM......(2) There must be instances 

of the sense that are context-independent, instances in which the distinct sense could 

not be inferred from another sense and that context in which it occurs (Tyler and Evans 

2001a: 731). 

With respect to the two criteria, the original sense describes one certain relationship 

between TR and LM, e.g., 

(3.1a) The books are printed in Hong Kong. 

(3.1b) In general, the weather in Florida is warm. 
In (3.1a), the sense of the preposition in describes the in-and-outside relationship 

between TR and LM. This sense has already been stored in our repository. So, people 

easily recognize in in (3.1a). However, in (3.1b), in general is a phrase where the 

preposition in has lost its original spatial geometric relationship. (3.1a) meets the first 

criteria. Accordingly, the sense in (3.1a) works as a distinct sense, but that of (3.1b) 

does not. 

 Primary Sense and Proto-scene 

As has been highlighted so far, the primary sense is conceived as prototypical. That is, 

it is more salient than other semantic items of one word in the semantic network. This, 

precisely, is also projected onto other distinct senses. However, there are numerous 

senses of one word, especially with regard to prepositions. In this case, one cannot judge 

through one’s subjective intuition. The question that arises, as a result, is: how can we 

define which preposition is the primary? 

Tyler and Evans, through their study on sanctioning sense, provided five pieces of 

linguistical evidence as the criteria for defining the primary sense. These are used to 

narrow the arbitrariness of the selection of the primary sense. These criteria are: “(1) 

Earliest attested meaning; (2) Predominance in the semantic network; (3) Use in 

composite forms; (4) Relation to other spatial particles; and (5) Grammatical 

Predictions” (2003: 47). 

Among the five criteria, (3) and (5) are proposed by Langacker in Foundations of 

Cognitive Grammar (1987). The first criterion, “earliest attested meaning”, should be 

traced back to its original usage with the help of dictionaries and other documents. The 

questions to be answered include “What was the first sense used by a human being?”, 

“Why does a certain preposition exist?” and “How do other senses come into being 

with the development of modern language?”. 
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The second one, “predominance in the semantic network” is very obvious. It means 

that “the unique spatial configuration that is involved in the majority of the distinct 

senses are found in the network” (Langacker 2003: 48). This is central to the network 

from which other senses are projected. Through this also, people understand other 

metaphorical meanings of certain words. 

“Use in composite forms” is the third criterion that accounts for composite lexical 

units. In this, two types of units can be found: compound words and verb particle forms. 

In the process of the formation of compound words, such as afternoon, upload, 

overcoat, in-between, and so forth, prepositions fail to function in their natural form, 

which is to indicate the relationship between two nouns. Instead, they function as free 

morphemes in compound words. Thus, in the analysis of composite forms, only verb 

particle forms are considered. Furthermore, any dictionary check will reveal that each 

preposition has numerous verb particle forms. For instance, turn over, go over, switch 

over, get over and so forth, and the senses of the preposition over in these composite 

forms can be found in the semantic network. However, Tyler and Evans (2003: 48) 

opined that “participation in composite forms cannot directly determine which sense is 

primary, but failure to participate can be taken as suggestive that that particular sense 

is probably not primary in the network”. This counts as evidence that this criterion is 

referred to as an exclusion, and the sense that is seldom used in the participation of 

composite forms should not become the candidate of the primary sense. 

“Relation to other spatial particles”, which is the fourth criterion, indicates that each 

preposition has its own spatial dimension. These dimensions are relative to each other. 

As for the comparative vertical dimensions, Tyler and Evans (2003: 49) defined them 

as a “contrast set”. Examples are up and down, in and out, before and after and so forth. 

With the help of the opposite one in the contrast set, the other one can be deeply 

understood. “The meaning of a particle that participated in a contrast set is partially 

determined by how it contrasts with other members of the compositional set” (Tyler 

and Evans 2003: 49). Consequently, many cognitive linguists go beyond studying just 

one preposition, instead, they increasingly suggest that it is necessary to make a 

comparative study of more than one preposition (Lan 2003; Lindstromberg 

[1998]2010). This position supports the view that a certain sense used in the contrast 

set is possible to be the candidate of a primary sense. 

Lastly, the notion of “grammatical prediction” is based on the position of polysemy 

in Semantics and posits that the system of language is evolving and usage-based. This 
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criterion was also proposed by Langacker in 1987 when he discussed “sanctioning” 

sense. People are able to predict additional meaning in the context with the help of the 

primary sense, and any sense is derivable from the primary sense. Put simply, all the 

other distinct senses should be directly or indirectly derivable from the sanctioning 

sense. In line with the five criteria above, the primary sense of the preposition in will 

be expatiated. 

As for proto-scene, “proto” is “the idealized aspect of the conceptual relation”, and 

“scene” attaches some importance to the “visual awareness of a spatial scene”. Proto-

scene is “an idealized mental representation across the recurring spatial scenes 

associated with a particular spatial particle” (Tyler and Evans 2003: 52). Put differently, 

it is the conceptual image schema of primary sense, originating from the real-world 

scenarios, and it is an abstract spatial configuration. Tyler and Evans (2003) use the 

simplest points and lines to describe the idealized mental schema: 

 

 

Figure 24: Proto-scene of over from Tyler and Evans (2003: 66) 

 

Proto-scene helps us to have a perceptual understanding of the conceptualization of our 

stored information on the spatial scene. Then, once a factor changes, it will give rise to 

other extended interpretations of the primary sense. 

 On-line Meaning Construction 

This refers to the extended senses of a word deriving from the primary one in which the 

senses are non-arbitrary, constructed on a principled line. In the way of inferencing 

real-world scenes and experience, these senses are integrated into our linguistical 

cognition. As for this, Tyler and Evans (2003: 57) suggested three strategies on how to 

produce the meaning on-line: “(1) Best fit; (2) Knowledge of real-world force 

dynamics; and (3) Topological extension”. 
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The spatial relation fits our mental imagination at most. All the descriptions of space 

should be in accordance with the nature of the law. In real-world scenes, the spatial 

particle is extended, but not absolute. 

 Pragmatic Strengthening 

By long-term usage in one certain context, the extended senses are construed in the 

mental representations, and thus, Semantics are strengthened in Pragmatics. When this 

occurs, the process is termed “pragmatic strengthening”. This results in the association 

of a new meaning component with a particular lexical form through the continued use 

of the form in particular contexts in which the implicature results. 

Tyler and Evans (2001a: 746) analyzed over using a radiating network to illustrate 

pragmatic strengthening, as seen in Figure 25 below. 

 

 

Figure 25: Semantic network for over from Tyler and Evans (2001a: 746) 

 

Figure 25 is the model of the principled polysemy framework. By this, they vividly 

elaborate the relationship among different meanings of over. The centre is a proto-

scene, from which other meanings are classified and radiated. This helps in clarifying 

the principle of polysemy. As a result, the network in Figure 25 is made more intuitive 

and clearer. 
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The position that is being advocated in the PP approach is that all the meanings of 

one word are systematically associated in a conceptual semantic network. As noted 

above, the procedure of principled polysemy involves four steps: (1) Determining the 

primary sense; (2) Describing proto-scene; (3) Classifying and analyzing extended 

senses; (4) Forming a semantic network. 

The first two of steps concern the primary sense and its image schema, which will 

be seen in Section 4.1. The third and fourth steps, which are concerned with the 

construction of the network, will be discussed in Section 4.2. 

Principled Polysemy Network offers a new model of the understanding of the senses 

of polysemy and their interrelationship, which is also the theoretical foundation of other 

corpus-based approaches. In the subsequent chapter, the preposition in within this 

network will be studied. However, this approach continues to focus on the senses in 

dictionaries on the level of semantics rather than the grammatical level. 

3.2.3. The Corpus-based Approach 

The description of language is essential for second language research. A corpus-based 

approach, descriptive in nature, is applied in language studies by many researchers 

(Bowker and Pearson 2002; Meyer 2002; McEnery et al. 2006; Stefanowitsch 2020). 

Stefanowitsch (2020: 56) defined Corpus Linguistics as “the investigation of linguistic 

research questions that have been framed with reference to the conditional distribution 

of linguistic phenomena in a linguistic corpus”. Large-scale corpus data, based on 

authentic co-occurrences, are processed in language studies in order to reveal the 

features of certain grammatical and phraseological patterns in terms of concordances, 

frequency or other statistics. Furthermore, a corpus-based approach is a procedure of 

retrieval, observation, description and explanation. To put it specifically, a corpus-

based approach begins with the retrieval of data from corpora, which are observed with 

the aid of certain tools. Then, the features are described and explained in a quantitative 

or/and qualitative way. 

Regarding the strict distinction in Corpus Linguistics, it is worth mentioning that 

there are two typical approaches used in the research of Corpus Linguistics, namely, 

the corpus-driven approach and the corpus-based approach. Similarly, both of them 

employ large-scale corpus data to investigate the actual use of language. However, their 

essences are different. The distinction between them was notified by Tognini-Bonelli 
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(2001). In the corpus-based approach, corpora are identified to “expound, test or 

exemplify theories and descriptions that were formulated before large corpora became 

available to inform language study” (Tognini-Bonelli 2001: 65). Conversely, the 

corpus-driven approach is considered to be “the integrity of data as a whole” and claim 

that “the theoretical statements are fully consistent with, and reflect directly, the 

evidence provided by the corpus” (p. 84-85). In this regard, the theory of language is 

embedded in the corpus itself. It reveals that, as to the scale of corpora, the corpus-

driven approach is much larger than the corpus-based approach in the studies of 

language, so that researchers can obtain sufficient evidence. 

After the classification of the senses of in with the PPA, the corpus-based approach 

is determined in this research. On the one hand, the retrieved corpora in the present 

study are relatively small. On the other hand, it is in step with the procedure of the 

corpus-based approach, and will provide more evidence for further study. 

3.2.4. The Contrastive Interlanguage Analysis 

Since the introduction of the Contrastive Interlanguage Analysis (CIA) by Granger in 

1996, this approach has been extensively applied in language studies (De Cock et al. 

1998; Ringbom 1998; Hasselgård and Johansson 2011). The term “interlanguage” was 

first proposed by Selinker (1972), when he tried to identify the differences between L1 

and L2 learners in respect of the expression of the same meanings in a certain context. 

CIA, in nature, is a research method that combines Corpus Linguistics and Contrastive 

Analysis, which attempts to find the unnatural expressions by L2 learners. Hasselgren 

(1994) found that L2 learners tend to use the words which they “feel safe with” (p. 237) 

because they fear that they would make a mistake. Similarly, De Cock et al. (1998) also 

argued that L2 learners over-produce recurring words or combinations. Feng (2020: 

150) submitted that Chinese translator “have not reached the native level” in respect of 

the use of collocation. 

Primarily, CIA includes two aspects: namely, the comparison between different 

learners and the comparison between L2 learners and native speakers. According to the 

type of this research, both types of comparisons will be employed. On the one hand, the 

differences between master students and doctoral students, in regard to the usage of in, 

will be compared in Chapter 4. On the other hand, after the corpus-based approach, CIA 

approach will be employed in Chapter 5 to provide a criterion for how the usage by 
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Chinese learners is different from the target one with regard to prepositional 

collocations. This approach seeks to provide a basis for the subsequent comparative 

study. 

3.2.5. The Comparative Method 

The Comparative Method (CM) is a fundamental method in language studies, 

especially in historical linguistics. This method, in nature, is the process of comparing 

forms in two or more languages to find the similarities and differences of the 

regularities. As Veliyeva (2021: 4986) submitted, “the techniques involve comparison 

of cognate material from two or more related languages”. This method aims to illustrate 

that “languages are related, the basis of linguistic classification” (Campbell 2015: 423). 

Furthermore, CM is often used to affirm or deny proposed connections between 

languages. The Comparative Method is “not a method for generating relationship 

hypotheses, but rather is a crucial tool for either confirming or not confirming such 

hypotheses” (Weiss 2014: 128). 

The reason why the comparative method is applied in the present study is that it can 

explain the research results on a cultural level. In respect to comparing the English in 

and its Chinese equivalence, the similarities and differences between different cultures 

will be, to a greater or lesser extent, considered. 

To sum up, using mixed-methods, this study quantitatively and qualitatively 

investigates the preposition in from different angles. 

3.3. Corpora Employed in the study: Chinese Academic Written English 

In attempts to have a comprehensive understanding of academic writing produced by 

Chinese English-major learners, the Chinese Academic Written English (CAWE) was 

built by our research group. This corpus includes a large number of academic writing 

by Chinese English-major students with different levels of education, because in China 

only English-major students compose academic theses in English. This corpus consists 

of two sub-corpora: Chinese Master Academic Writing Corpus and Chinese Doctorate 

Academic Writing Corpus. The two sub-corpora will be in-depth described. 

  

https://www.sciencedirect.com/science/article/pii/B9780080970868530438#!
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Chinese Master Academic Writing Corpus 

The Chinese Master Academic Writing Corpus (CMAC) is a specialized corpus 

containing 306 Master’s degree theses written by Chinese English-major students from 

different branches of English Language and Literature Studies. As mentioned in 

Chapter 1, there are 160 universities in China, which are allowed to grant Master’s 

degree in English Language and Literature Studies. This corpus consists of students 

come from more than 80 universities with different levels, such as Liaoning University, 

Shandong Normal University, Sichuan International Studies University, and so forth. 

All the texts in CMAC are collected from China National Knowledge Infrastructure 

(CNKI). CNKI is the largest academic electronic platform, which includes journals, 

proceedings, master theses and doctoral theses in various fields (Figure 26). 

 

 

Figure 26: The homepage of CNKI 

 

The corpus contains different topics on English Language and Literature, so that 

research results from the corpus are not subject to one certain kind of topic. Generally, 

the corpus is divided into three sections: Linguistics, Literature Studies and Cultural 

Studies, with a total number of words 5.126.414. Due to the high total number of theses 

about Linguistics, theses in this area account for a relatively larger proportion of the 

total number in CMAC. The Linguistics section mainly consists of two main branches: 

Theoretical Linguistics and Applied Linguistics. Theoretical Linguistics includes topics 
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about Pragmatics, Semantics, Phonology, Morphology and Syntax; Applied Linguistics 

is made up of theses about methodology, listening, speaking, reading and writing. Table 

8 lists the basic information about CMAC. 

 

Section No. of Words No. of Papers 

Pragmatics 554.143 30 

Semantics 430.306 26 

Phonology 382.747 25 

Morphology 344.441 20 

Syntax 385.385 22 

Methodology 405.947 26 

Listening 363.819 22 

Speaking 308.904 21 

Reading 368.817 23 

Writing 332.079 21 

Literature 602.184 33 

Culture 647.642 37 

Total 5.126.414 306 

Table 8: The basic information of CMAC 

 

Chinese Doctorate Academic Writing Corpus 

In order to make a comparative study and investigate English learners with different 

levels, the Chinese Doctorate Academic Writing Corpus (CDAC) was also established. 

There are 102 doctoral dissertations in CDAC with a total number of 5.300.000 words. 

In China, only 27 top universities are entitled to provide doctoral programs. The texts 

in CDAC come from 10 universities, such as Shanghai International Studies University, 

Nanjing University, Shanghai Jiaotong University, Northeast Normal University and 

so forth. Their topics are in the aspects of Language and Linguistics, Literature and 

Cultural Studies. 

3.4. Data Processing 

This section will elaborate the process of retrieving data from the two designed corpora. 
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3.4.1. Statistical Measures 

Chi-squared test 

The Chi-squared test (also Chi-square test or x2 Independence Test) is to test the 

association between two variables. Alike to other hypothesis tests, the null hypothesis 

indicates that there is no association between the two variables. In contrast, the 

alternative hypothesis contends that there is a relationship between the two factors. 

The Chi-squared test can be used in different types of research designs because of 

its flexibility. However, there are two requirements for the application of this test: “first, 

no intersection of variables must have a frequency of zero in the data, and second, no 

more than twenty-five percent of the intersections must have frequencies lower than 

five” (Stefanowitsch 2020: 177). The x2 score is calculated with the following 

mathematical formula: 

𝑥2=∑
(𝑂−𝐸)2

𝐸
  

O indicates the observed frequency and E is the expected frequency. In addition, the 

degrees of freedom are also calculated: 

df = (𝑟 − 1) ∗ (𝑐 − 1) 

r and c are the possible values of the two variables. Afterwards, a contingency table, 

which is also known as two-way table or cross tabs, showing the bivariate data’s 

frequency distributions. Chi-squared test will be employed in Chapter 5 to calculate 

whether there is association between master students and doctoral students with 

reference to the usage of the preposition in. 

 

The Mutual Information 

As Stefanowitsch (2020) stated, there are five main statistical methods of identifying 

differential collocations, namely, Chi-sqaured test, Mutual Information, the log-

likelihood ratio test, Minimum Sensitivity and Fisher’s exact test. In this study, the 

Mutual Information (MI) score test, identifying collocations retrieved from the two 

designed corpora, is employed for examining whether the frequency of co-occurrence 

is more than the expected by chance. It is one of the most popular collocation statistical 

measures, frequently employed by computational linguists, calculating the association 

between two words. The MI score is measured with the following formula: 

MI (𝑤1, 𝑤2) = 𝑙𝑜𝑔2
𝑝 (𝑤1𝑤2)

𝑝 (𝑤1)𝑝(𝑤2)
= 𝑙𝑜𝑔2

𝑂

𝐸
 

https://en.wikipedia.org/wiki/Contingency_table
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From the above formula, the MI test compares the possibility (p) of the whole observed 

w1 and w2 (p(w1w2)) with the possibility of the two words occurring independently 

(p(w1) p(w2)). The higher the MI value, the stronger the associated collocation between 

two words. In Hunston’s (2002) criterion, an MI score of 3 or higher than 3 can be 

considered significant. It is an important criterion in the later data analysis part, when 

retrieving significant in collocations in Chinese Academic Writing. 

3.4.2. Software Tool for Data Retrieval: Antconc 

AntConc is extensively used in Corpus Linguistics, which is a helpful tool for finding 

the frequency or distribution of words or lexical items. This tool is also helpful when 

you look for clusters, such as frequency patterns of word sequences or n-grams. 

 

 

Figure 27: The homepage of Antconc 3.4.0 

 

In contempt of the high efficiency of the software Antconc, it still fails to exclude some 

entries that influence the results of data, thus, manual identification is also necessary 

for the data processing. 

3.4.3. Manual Identification 

All the extracted in items in the present study are classified by manual identification. 

According to Macmillan English Dictionary (2007), in is not only a well-known 
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preposition, it can also be used as adverbs and adjectives, such as come in and it was 

the in thing to do. However, the main research objective in my research is in as a 

preposition, so the items where in is used as adverb, adjective and abbreviation were 

excluded. Besides, in can also be divergently used by non-native learners, for example, 

in the level. Also excluded were those considered divergent usages. 

Additionally, some repeated collocations of the preposition in by one participant 

were counted as one, so that the accuracy of the data is ensured. Put simply, all the 

repeated collocations by one participant were removed. Firstly, restricted by the topics 

of the theses, some participants have to use in in certain collocations frequently, e.g., in 

the thesis CPhD14_03, the collocation in the Chinese context occurred 13 times, and 

the collocation in the EFL classroom was used 6 times. One of my research aims is to 

study the usage of different senses in two corpora. If the repetitions were not removed, 

the frequency of one certain sense by one participant would greatly increase, thereby 

affecting the reliability of the data collection. Secondly, the research subject is the 

overall corpus. However, each participant has his linguistical habitus, in particular, in 

the usage of fixed collocation, e.g., in CPhD13_06, the fixed collocation in order to 

was used 8 times, but in order to cannot be found by other participants, such as 

CPhD13_08. If not removed, the repetitions by specific individuals would have an 

impact on the overall result. 

The preposition in often occurs in some collocations at analysis, e.g., play a role in, 

take part in and result in. For the sake of an accurate statistic of the targeted preposition, 

those in collocational structures were also deleted. In short, in as an adjective, an 

adverb, in in fixed collocations and the divergent used in were excluded in manual 

identification. 

3.5. Research Procedure 

Quantitative and qualitative research methods are combined in this thesis to answer the 

six research questions. The quantitative approach enables the objective presentation of 

the statistical results. The contextual motivations and implications of the results are 

discussed with the qualitative method. The procedures involved in the study are 

highlighted and discussed below. 

In Chapter 4, with a dictionary-based approach, all the senses of the preposition in 

are extracted from five learners’ dictionaries. They are thereafter classified into eleven 
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different categories. Primary sense and other ten metaphorical senses are defined, and 

their image schemata are described. Using PPA, the prepositional semantic network of 

in is established. Thereafter, according to the correlation of the five variables in each 

image schema, a mathematical formula is deduced to measure the degree of 

metaphoricity of each sense of the preposition in. This is given a value so that all the 

senses can be re-categorized with the value of the degree. 

In Chapter 5, a corpus-based approach is quantitatively employed to the study of the 

preposition in. For easy comparison, the same number of texts in each corpus is 

extracted, and this is about 40 per corpus, which is the minimum sample size for Chi-

squared test. The first subsection quantitively compares the frequency of the preposition 

in with various degrees of metaphoricity in both corpora, where frequency in various 

degrees of metaphoricity are measured and compared with the aid of software Antconc 

and SPSS. In the second subsection, a comprehensive study of the preposition in in 

different syntactic constructions in both of the corpora is conducted. MI is an important 

criterion in this comparison.  

The last step analyses the divergent use of the preposition in and its possible reasons 

with CIA. Then follows a comparative study of the preposition in between English and 

its equivalent Chinese from cultural and philosophical perspectives. At last, suggestions 

for preposition learning and teaching are provided. 

3.6. Summary 

This chapter has outlined the research design of how the preposition in will be analysed. 

Section 3.1 has stated the six research questions in detail. In response to these six 

research questions, Section 3.2 covered five research methods: the dictionary-based 

approach provides a semantic foundation for developing a semantic network; the PPA 

helps measure the degrees of senses; the corpus-based approach reveals the actual usage 

of Chinese English-major students; the CIA explains the divergent usage; the CM looks 

at the data results from a cultural level. Section 3.3 introduced the two retrieved 

corpora: the Chinese Master Academic Writing Corpus and the Chinese Doctorate 

Academic Writing Corpus. Section 3.4 discussed how the data is processed. The 

software: Antconc, Chi-squared test and the MI are employed for the semantic and 

collocational analysis of the preposition in. Section 3.5 presented an overview of the 
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research procedure. The next chapter will develop the semantic network of in and 

measures the degrees of various senses in a quantitative way.  
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4. Developing a Prepositional Semantic Network 

As illustrated earlier, the senses of prepositions are non-arbitrary but closely related. In 

this chapter, the focus is on the systematic analysis of the preposition in. Section 4.1 

will clarify the features of the container image schema and its functions. Section 4.2 

will develop a semantic network of the preposition in, by examining how it is formed 

with a dictionary-based approach and PPA. Section 4.3 will look at the primary and 

metaphorical senses of the preposition in, whose image schemata will also be described. 

Section 4.4 will analyze the metaphorical pattern of the senses of in, where these senses 

will be quantitively measured in terms of their degrees of metaphoricity. Section 4.5 

will elaborate on the pragmatic strengthening for the preposition in. 

4.1. Containment 

In the previous subsection 2.4.2, Johnson highlighted 27 representative image schemata 

to support the spatial configuration. Among these schemata, the “container” is a typical 

one, from which other human concepts are generated” (Velasco 2001). This section 

thus will discuss the features and functions of the container image schema. 

4.1.1. The Description of Containment 

The container image schema reflects the mental representation of concept categories 

(Lakoff and Johnson 1980[2003]). Boot and Pecher (2011: 162), by conducting two 

experiments, verified the viewpoint that “the concept categories is metaphorically 

represented by containers”. Antonova (2020) also pointed out that the semantics of 

English adjectives is conceptually based on the container image schema. It 

demonstrates that the container image schema is the source of the concept categories. 

Hence, it is worthwhile to prove that we can have a better understanding of human 

mental representations by exploring the container image schema. 

As mentioned in Section 2.3, the description of the container image schema is 

usually associated with three terms: trajectory, path and landmark, which contribute to 

a spatial scene. Among these, a spatio-geometric property has a lot of features. For 

instance, a landmark may be fuzzy or clearly bounded, hollow or solid, etc. These 

characteristics are fundamental in shaping human perception. The spatial scene also 

shows how these properties are described in a simple but systematic way. This is done 
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in accordance with Lakoff’s claim that a schema is usually described with simple 

structures that are ubiquitous and not specific in daily human life. These give rise to the 

generation of the prototype and the extension of other metaphorical senses. 

The Prototype Theory was proposed based on Rosch’s (1978) studies on bird, color, 

vegetable, etc. Different from the Classical Theory of Categories, the Prototype Theory 

emphasizes the Graded Status of members in a category. The relationship between 

prototype, extension and schema is illustrated in Figure 28: 

 

 

Figure 28: The relationship between schema and prototype 

 

In Figure 28, both the prototype and its extensions emerge from a schema. Prototype 

stands for the literal sense. It is at a position of predominance, from which other senses 

are extended. This implies that every sense can be traceable to its origin in human 

cognition. 

As observed by Evans and Tyler (2004: 8), human interaction with space makes 

spatial configuration possible, and this helps to form a distinct sense of words in a 

language. It is hence important to relate the senses of one spatial word with the specific 

features of one image schema. According to the description in Macmillan English 

Dictionary for Advanced Learners (2007), the preposition in mainly designates the 

spatial relationship between one person or object and the interior of a bounded or semi-

bounded space. In CL, the bounded or semi-bounded LM is schematized as a container. 

Furthermore, the “container” can be both concrete and abstract. It thus indicates that 

the preposition in is a typical representative of the container image schema. The below 

sentences are provided as examples: 

(4.1a) All the students are in the classroom. 

(4.1b) The whole city is in the war. 

(4.1c) He went out in anger. 
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In (4.1a), classroom is the concrete bounded “container”, while in (4.1b), city is the 

“container”, and it is unbounded. In (4.1c), the emotion (anger) is also conceived as an 

abstract and unbounded “container”. It is noteworthy to point out that even though 

spatial configuration depicts the various spatial scenes, they still share a similar 

landmark - “container”. 

Many scholars have argued that the description of containment is based on several 

parameters. Hottenroth (1993) analyzed spatial preposition dans in French and 

concluded that there are certain principles that guide the process of metaphorical 

reconstruction and that all the possible meanings of dans originate from its internally 

coded properties. These principles can also be applied to other language phenomena. 

Hottenroth (1993: 170-219) also summarized “the structure of the category of regions 

dans” based on three factors: boundary, dimension and quality of the interior. 

According to him, the object with features: “three-dimensional”, “hollow” and 

“materially bounded on all sides” is “type 1” and also the prototype. Other seven types 

are generated from “type 1” with the principle “Gestaltschließung”. Similarly, 

Cuyckens (1993: 27-71) also proposed that some senses of the preposition in in Dutch 

are more prototypical than others. Other Chinese scholars, such as Xu et al. (2004: 723-

733), also categorized the reference object using different parameters. However, the 

previously mentioned classification suffers from a limitation that is not explicit. 

Dependent on the earlier discussion, I re-classified the categories of the Prototypes of 

Container Schema list in Table 9. 

Traditionally, container schema is metaphorically viewed as “a confined three-

dimensional entity that can hold items inside” (Velasco 2001: 53). The dimension of 

the “container” can be metaphorically categorized into three types, namely, one-

dimensional, two-dimensional, and three-dimensional. One-dimensional is seen as a 

line. While the two-dimensional is a plane, the three-dimensional is a cube. The interior 

of the cube is either hollow or solid, and the boundary is clear or fuzzy. 

From Table 9, there are four parameters in describing the features of container 

schema in consonance with the senses of in. These parameters are dimension, interior, 

closure and boundary. It appears that, to some extent, there is no difference between 

the examples in Table 9. However, due to the qualities of the landmark and its 

trajectory, the schemata represented in our cognition are significantly different. Hence, 

it should be noted that the interpretation of LM associated with TR contributes to the 

analysis of our cognitive mechanism. 
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Dimension Interior Closure Boundary Example 

one-dimension - - 
fuzzy 

unbounded 
standing in the queue 

two-dimension - - 
fuzzy 

unbounded 

the caravans in the 

desert 

two-dimension - - 
clear  

bounded 
marks in the margin 

three-dimension hollow closure 
clear  

bounded 
a bird in the cage 

three-dimension hollow 
semi- 

closure 

partially clear 

bounded 
flowers in the vase 

three-dimension hollow - 
fuzzy 

unbounded  
a balloon in the air 

three-dimension solid closure 
clear 

bounded  
a crack in the wall 

three-dimension solid - 
fuzzy 

unbounded  
a fish in water 

Table 9: Categories of the prototypes of container schema 

4.1.2. The Function of Containment 

What we call a “container” is no more than one bottle or box in the chemical 

experiment. As noted by Evans and Tyler (2004: 8), containment is complicated 

because it includes various “functional consequences”. It constrains the path of TRs, 

and this is also conceived as bounded LMs as reflected in (4.2a) to (4.2c): 

(4.2a) He is in prison. 

(4.2b) There is a bird in the cage. 

(4.2c) The flower in the vase is so beautiful. 

In (4.2a), the subject is restricted to stay in a prison cell and prohibited from moving 

out, while in (4.2b), the bird is located in the cage. In (4.2c), the vase constrains the 

flowers in their location point. 

Evans and Tyler (2004: 8) listed four functions of containment, namely “support”, 

“goals”, “origin” and “passage-way”, but they failed to account for one important 

function: “latch”. One function of “container” can be understood as “latching”. The 
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knowledge of the “container” implies that people can easily latch the position of 

anything inside it. Home is often metaphorized as a “container” (LM), and the person 

living in it is conceived as TR. From the home address, other people can recognize the 

person occupying the house. That is to say, people can latch the position of the TR 

through its LM. Spatial particles, for instance in, aptly describe this situation. This is 

captured in Figure 29 below. 

 

 

Figure 29: The function of “container” (1) 

 

Secondly, the “container” also serves as both the starting focus and ending point. People 

interact with LMs to know where TR comes from. As seen in Figure 30, people leave 

home and get to their place of work every morning, and this is conceived as leaving one 

“container” and entering the other “container”. 

 

 

Figure 30: The function of “container” (2) 

 

The “containers” are not separated, and people engage in many activities in them. To 

describe this phenomenon, Evans and Tyler (2004: 9) proposed the term “salient 

space”. In this, “these anticipated activities that take place are a bounded LM, the living 

quarters”. This position holds that, to some extent, “the salient space” is like achieving 



98 

 

goals while the container is also conceived as the source. This implies that when 

something is taken from one place to another, the original place is the starting point. 

Spatial prepositions, for instance, into and out of, are close to this. 

 

 

Figure 31: The function of “container” (3a) 

 

The third function of the “container” is to support or protect the TR. From Table 9 

above, the “container” can be unbounded or semi-bounded three-dimensional. This is 

evidence that it is unnecessary for TRs only to be completely included in the container. 

In Figure 31, the fruit bowl is unbounded, and the apples are not completely inside the 

plate. However, we still insist that the apples are in the bowl. With regard to this 

example, the container supports the apples. In Figure 32, the flower is in the vase. The 

vase is also a semi-bounded “container” that protects the flower from the wind. 

 

Figure 32: The function of “container” (3b) 

 

Moreover, containment is conventionally conceptualized as the path (see Figure 33) 

between the source and ending point. For instance, people usually walk from one point 

to the other in a building (LM), and this process is a passageway. Apart from this, the 

LM associated with this function must be penetrable. The bold lines are designated to 

the path. Spatial preposition, for instance, through, is analogous to this function. 
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Figure 33: The function of “container” (4) 

 

In summary, the functions of the “container” are “latch”, “source-goal”, “support”, and 

“path”. The characteristics of the “container” and its LM are closely related to various 

functions of “container”, which further influence the understanding of the senses of one 

word and even the whole context. 

4.2. Semantic Network of the Preposition in 

4.2.1. The Senses of the Preposition in in Dictionaries 

As mentioned in 3.2.1, a dictionary-based approach is employed at the first step to 

examine the various senses. There are numerous senses of the preposition in. To have 

a comprehensive investigation of all items about this word, five English dictionaries 

are examined to properly account for the literal and metaphorical senses of in. The 

dictionaries considered here are Longman Dictionary of Contemporary English (2003), 

Macmillan English Dictionary for Advanced Learners (2007), Collins English 

Dictionary (2010), Oxford Advanced Learner’s English Dictionary (2013) and 

Merriam-Webster Learner’s Dictionary (2016). 

Dictionaries Number of Items 

Macmillan English Dictionary for Advanced Learners (2007) 58 

Longman Dictionary of Contemporary English (2003) 28 

Oxford Advanced Learner’s English Dictionary (2013) 60 

Collins English Dictionary (2010) 15 

Merriam-Webster Learner’s Dictionary (2016) 17 

Table 10: The number of entries on the senses of the preposition in in different dictionaries 
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The number of entries on the preposition in from the referenced dictionaries is shown 

in Table 10. The Oxford Advanced English Dictionary has the highest number of 

explanations or descriptions about this preposition. The 60 explanations from this 

dictionary can be categorized into 28 small groups. In Macmillan English Dictionary 

for Advanced Learners (2007), there are 58 items while Longman Dictionary of 

Contemporary English (2003), Collins English Dictionary (2010), and Merriam-

Webster Learner’s Dictionary (2016) have 28, 15, and 17 explanations, respectively. 

Afterwards, in respect of their usages in different domains, all the items are classified 

into 11 main groups: 

•within a physical space 

•to describe one feature of a person 

•to describe a particular way of doing something 

•to describe sth.’s path of movement 

•to indicate one situation 

•to describe the concept of an event 

•to indicate an abstract content 

•to indicate one subject or discipline 

•to show the relationship of numbers and amounts 

•to indicate one purpose  

•to describe the concept of time 

In this respect, all the senses are basically categorized into eleven groups: PHYSICAL 

SPACE, TIME, PURPOSE, NUMBER, CONTENT, FIELD, EVENT, SITUATION, SEGMENTATION, 

MANNER and PERSON. 

4.2.2. Semantic Network for Senses of the Preposition in 

Scholars in the area of cognitive science hold the view that the Principled Polysemy 

Network makes a methodological account of the relationship between distinct senses 

possible (Tyler and Evans 2011a). Primary and metaphorical meanings form a highly 

structured network. It contributes to the degree of arbitrariness and idiosyncrasy of 

polysemy, where senses are motivated and hierarchically organized. After consulting 

all the relevant entries in the dictionaries, the polysemy network of the preposition in is 

formed. As illustrated, Figure 34 shows a systematic model that captures the links 

among the senses (literal and metaphorical senses) of the preposition in. While there 

are several sub-senses in each type, the physical PLACE sense is the core from which the 

other ten senses are extended. 
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Figure 34: Radical network of the preposition in 
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Significantly, many cognitive linguists posit that these senses of a preposition cannot 

function or operate independently of one another. According to them, “all English 

prepositions have developed complicated polysemy networks in which many of the 

meanings are non-spatial” (Tyler et al. 2011: 194). This view explicitly supports the 

claim that spatial particles can be used in abstract concepts. As indicated in Figure 34, 

only the core centre of the network is designated to describe the relationship between 

an object and space, while other senses indicate, to a greater or lesser extent, abstract 

categories. 

4.3. Primary Sense and Extended Senses of the Preposition in 

Despite the existing studies on in by scholars such as Hottenroth (1993), Evans and 

Tyler (2004), its image schema and the relationship among the various senses have been 

rarely systematically analyzed. In this section of the thesis, the entire semantic network 

of in will be discussed in-depth. This includes the sanctioning sense of in, other 

extended distinct senses and their image schemata. 

4.3.1. The Primary Sense of the Preposition in 

A word has a literal meaning and metaphorical meanings. The literal meaning denotes 

“a relation between entities and properties in a veridical manner”, while “metaphorical 

meanings in a partially non-veridical manner” (Ursini 2016: 74). In PPA, the literal 

meaning is also viewed as the primary sense, which is the physical source of other 

extended senses. Kövecses’ (2020: 34) notion of primary metaphors is that “primary 

metaphors are foundational, in that they are seen as directly emerging from our most 

embodied experiences and in that they constitute complex metaphors”. Since the proto-

scene describes the ideal image schema of primary sense in mental representation, it is 

important to judge what the primary scene means in a specific preposition. As stated 

earlier, it provides five criteria “for determining the primary sense” proposed by Tyler 

and Evans (2003). The primary sense of in and its proto-scene with this criterion are 

explained below. 

Firstly, the earliest meaning allows us to find the first meaning of one preposition 

diachronically. In Etymology, the preposition in originates from Common Germanic. 

In ancient times, expressing also (like Latin in) motion or direction from a point outside 

to one within limits; the two senses being determined by the case of the word expressing 
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the limits, the former taking the dative (originally locative), the latter the accusative or 

case of direction. These cases being subsequently levelled, this distinction ceased to be 

practicable, and the latter relation is now ordinarily expressed by the compound in-to, 

into preposition and adjective; but there are various locutions in which (either because 

the accompanying verb conveys the sense of motion, or through the preservation of an 

ancient phrase without analysis) in still expresses motion from without to within. 

(Oxford English Dictionary Online Sep. 24, 2019). In addition, the Oxford English 

Dictionary (OED) (1989) provided a clear explanation and diachronic meanings of each 

word. In respect of the ordering and status of each sense of a word, the editors stated 

that: 

The order in which these senses were developed is one of the most important facts in 

the history of the world, ...... If the historical record were complete, ...... the simple 

exhibition of these would display a rational or logic development. The historical record 

is not complete to do this, but it is usually sufficient to enable us to infer the actual 

order. In exhibiting this in the Dictionary, that sense is placed first which was actually 

the earliest in the language: the other follow in the order in which they appear to have 

arisen (ibid: xxviii). 

From the submission above, it can be inferred that albeit the insufficient record, the 

order of the senses of words enables us to have a logical understanding of the 

development of each word. Usually, the first sense in the OED contributes to the 

identification of the earliest meaning of the prepositions being studied. It is common 

knowledge that the Oxford Dictionary is the outstanding representative of British 

English with its reputation as one of the most used dictionaries in the world. It is a 

world-leading dictionary as it covers the meanings, history and pronunciation of over 

half a million words. The first explanation of the preposition in in Shorter Oxford 

English Dictionary (1933) and The New Shorter Oxford English Dictionary (1993) is 

stated as “of position and location” 

• within the limits or bounds of; within. OE. B. with names of towns 

having public or private importance. sit up in her bed; Be in England 

with her husband. 
The first explanation in Macmillan English Dictionary (MED) and Longman 

Dictionary of Contemporary English (LDCE) is similar as they described in as a 

preposition “used for showing where sb. or sth. is”: 

• inside a container, room, building, vehicle etc. (from MED) 

• used with the name of a container, place, or area to say where 

someone or something is (from LDCE) 
Collins English Dictionary (CED) described in as: 
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• someone or something that is in something else is enclosed by it or 

surrounded by it. If you put something in a container, you move it so 

that it is enclosed by the container. 
From the explanation above, the frequently used keywords are “within”, “inside” and 

“container”. The explanation in CED shows the spatial relationship between TR and 

LM. TR is enclosed and restricted by LM. Therefore, the first meaning of the 

preposition in in various dictionaries implies that the primary sense of in is closely 

related to enclosure. TR is within a bounded LM. Also, the other four criteria in 

subsequent discussions are applied to test the earliest sense of in. 

The second criterion is “predominant in the semantic network”. Compared with 

other senses, the candidate of primary sense should be in the predominant place in the 

network and must be frequently used. In OED, the general sense of the preposition in 

is demonstrated as “expressing the relation of inclusion, situation, position, existence, 

or action, within limits of space, time, condition, circumstances, etc.” In addition, in 

Figure 34, it is discovered that all the senses in other metaphroical domains are closely 

related to the core centre. Therefore, its primary sense is probably the concrete or 

abstract reflection of “TR which is within a bounded LM”. 

The third criterion is the “use in composite forms”. In previous discussions, only 

composite forms of these prepositions are considered: [verb+preposition] and 

[preposition+noun], ignoring the use of in in compound words. Different senses in the 

semantic network participate in the composite form units. It is obvious that not all the 

senses form the composite units. From various dictionaries, it is observed that there are 

many verb particle forms such as break in, turn in, take part in, in bed, be interested in, 

engage in and so forth. Furthermore, the candidate for the primary sense of the 

preposition in is reflected in the composite forms. 

“Relations to other preposition” hold that each primary sense contrasts with the other 

one and belongs to the same “contrast set”. As for in, OED defines it thus: “primarily, 

in (of position) is opposed to out of anything which is in a given space is not out of it, 

and vice versa” (1989: 759). Consequently, the sense of “TR within a bounded LM” 

has a contrastive meaning with out of: TR is outside of LM, and the two prepositions, 

associated with opposite dimension become a “contrast set”. Thus, it also shows that 

“TR which is within a bounded LM” should be the candidate of its primary sense. 

Lastly, the notion of “grammatical prediction” is conceived as the derivation of other 

extended senses from the primary sense. This is analyzed in Figure 32, which shows 
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that all other concrete and abstract senses from PERSON, EVENT, MANNER, TIME, NUMBER 

and SITUATION domains originate from the sense: “TR is within a bounded LM”, 

notwithstanding the different degrees of metaphoricity. This also implies that the sense 

mentioned can be the primary one. 

In conclusion, it is shown that the five criteria of judging the primary sense of the 

preposition in essentially provide persuasive evidence that the sense, “TR is static 

within a three-dimensional bounded LM”, is the primary one from which other senses 

are systematically extended. Moreover, the various degrees of abstraction of different 

senses will be discussed in detail in the subsequent section. 

4.3.2. Proto-scene for the Preposition in 

As stated in Chapter 3, proto-scene, an idealized spatio-functional configuration, can 

be conceptualized as the abstract mental schema of the primary scene. In this 

subsection, the proto-scene of the preposition in will be described. 

 Proto-scene 

Irrespective of the existing studies on the semantics of in and its proto-scene (Lan 1999; 

Lindstromberg 1998[2010]; Quirk et al. 1985; Vandeloise 1994), this analysis is 

methodologically a new perspective to the study of polysemy. 

The primary sense of in is “TR is static within a three-dimensional bounded LM”. 

The LM is bounded and it also restricts the movement of TR. In addition, each 

dictionary shows that the first interpretations of the preposition in are about clear 

bounded three-dimensional objects: a room, a building, a container and so forth. 

(4.3a) She’s downstairs in the sitting room. 

(4.3b) There’s room for all of us in Dad’s car. 

(4.3c) Have you seen a bag with some tools in? 

Hence, it is erroneous to claim that its LM is two-dimensional. I, thence, emphasize that 

the proto-scene for the preposition in is represented as a three-dimensional stereogram. 

In Figure 35, the central ellipse stands for TR inside the container. B means the 

boundary, and it is represented by the square marked by dash lines. The scope inside 

the boundary refers to LM. Its primary sense and proto-scene constitute a spatial 

relationship where an object is located within a three-dimensional space. The second 

important element that concerns the dotted lines of the square represents the non-

canonical bounded landmark and different patterns of space. It is the functional element 
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of the primary sense: containment, in which TR is constrained by the bounded 

landmark. The third one is the eye next to the LM, which means the LM is concrete and 

visible. 

 

 

Figure 35: Proto-scene of the preposition in 

 

Cognitively speaking, the container image schema is embodied in the prototypical 

image schema. In turn, the essence of human cognition on the image schema of the 

containment also determines its proto-scene from which all other distinct senses 

originate. In the process of schematization, other metaphorical extensions are formed. 

 Partial-inclusion Sense 

According to Table 9, a “container” is schematically not only bounded one, but also 

unbounded. TR sometimes is partially constrained in LM. Figure 36 demonstrates the 

partial three-dimensional image schema. 

 

 

Figure 36: Partial-Inclusion image schema 

 

In Figure 36, TR is partially inclusive in LM. For example, in Figure 32, the flower 

(TR) is only partially enclosed by the semi-bounded vase (LM). Only the stem is 

L

T

R 
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included in the vase and not the whole flower. Even though the TR is partially enclosed 

by LM, LM still protects it. 

 Non-inclusion Sense 

The LM can also be non-inclusive. The following examples illustrate the unbounded 

image schema of the preposition in: 

(4.4a) Eat the bananas in the bowl. 

(4.4b) A balloon is floating in the air. 

(4.4c) A car is in the road. 

In Example (4.4a), the bowl only provides support for bananas (see Figure 31). 

Although the bananas are several inches higher than the edge of the bowl and there is 

no link between the two objects, the bananas are still in the bowl. Example (4.4b) 

illustrates the fuzzy unbounded LM where the edges of the LM cannot be seen. 

However, the air still supports the balloon. Example (4.4c) is even an example of non-

inclusion. Car is not inclusive in the road, but the preposition in is used to indicate their 

relationship. 

 

 

Figure 37: Gestalt completion 

 

As illustrated in the examples above, LM is not only geometrically within the domain 

of LM. But why is the preposition in used to describe the relationship between two 

things? Why do people still say the flower is in the vase or the apple is in the bowl 

despite the partial inclusion or non-inclusion? 

Firstly, the preposition in does not only indicate the geometrical but also functional 

inclusion (Cuyckens 1993; Herskovits 1986; Vandeloise 1985; Lindstromberg 

1998[2010]). In the description of the function of the containment, it is noted that it 

does not only denote “inclusion”, but other functions such as “latch”, “source-goal”, 

“support”, and “path”. In the two examples: the flower is in the vase and the apple is in 



108 

 

the bowl, the function of in is to “support”. The second reason is “gestalt”, proposed by 

many cognitive linguists from the Berlin School of Experimental Psychology. 

Hottenroth (1993: 183-199) described “Gestaltschließung” by observing that human 

cognition has a productivity of “gestalt completion”. It is equally proposed that people 

are able to recognize its complete visual form through its parts. This property is called 

“emergence”. In Figure 37, the whole form can be visually completed with respect to 

its part. As a consequence, in the sentence the trunk is in the road, the road can be 

imagined as a three-dimensional cylinder while the bottom of the trunk as the road. 

Hence in Figure 31, we say the banana is in the bowl. No matter the partial inclusion 

or non-inclusion, the preposition in is still understood. 

 Dynamic Sense 

Rather than being static, the preposition in indicates the dynamic sense whose image 

schema can be abstractly constructed in our cognition. Figure 38 shows the image 

schema of the spatial meaning of the preposition in. (ST=stage) 

(1) Example 

In reference to the relationship between TR and LM, the dynamic movement of an 

entity is also investigated: 

(4.5a) I invited her in for a drink. 

(4.5b) The door was open so I just walked in. 

(4.5c) Look in the top drawer of my desk. 

The examples above indicate the dynamic meanings of in based on the movement from 

the exterior to the interior of an entity. In Example (4.5a), the entity (her) moves from 

the outside to the inside, during which the spatial relation between the TR and the LM 

changes. The TR experiences from the first stage, the dash one, to the final one within 

the LM. Example (4.5b) also clarifies the preposition in, where the TR (I), moves 

actively from the exterior of the room to its interior. In Example (4.5c), in suggests the 

path of the subject’s point of view. 

  



109 

 

(2) Image Schema 

 

 

Figure 38: Dynamic image schema of in 

 

(3) Description: 

Sensory: TR moves from the exterior to the interior of the LM. 

Movement: TR moves actively or passively from Stage 1 to Stage 3. 

Interaction: (a) TR is dynamic. 

(b) LM can be discrete or continuous. 

Vantage Point: VP is exterior. 

In Figure 34, the dynamic image schema of in is represented with respect to its 

characteristics, where three stages are constructed. This representation is schematically 

considered as an elaboration of the prototypical schema. 

4.3.3. Extended Senses of the Preposition in 

Emanating from the explanations of the preposition in in each dictionary, it can be 

argued that the semantic senses of in are mixed and not well organized. This is 

responsible for why learners find them difficult to comprehend. The Image Schema 

Theory attempts to simplify the formation of different senses in an abstract but 

systematic way. The extended senses of the preposition in from the perspectives of TR, 

LM, Path, vantage point and their relationships are analyzed based on the description 

of the primary sense and proto-scene of in and the above explanations of the 

characteristics of the containment. 

As Gärdenfors (2000) submitted, in reference to the quality of dimensions, the 

geometrical structures construct a conceptual space. The complex semantic items of the 

preposition in in various domains are classified to showcase its systematic semantic 

extension in the light of the spatial dimension. Conceptual metaphor, to a great extent, 
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counts on the differentiation between the abstract and the concrete. If the mappings 

between two distinctive domains are actively linked, the target domain is metaphorical. 

In addition, the static and dynamic senses are discussed in each group. Based on the 

entries in the selected dictionaries, the distinct dimension-based senses of the 

preposition in are grouped: 

 

Dimension Sense 

One-dimensional 
TIME  

PURPOSE  

Two-dimensional 

NUMBER 

FIELD  

CONTENT  

Three-dimensional 

EVENT  

SITUATION  

SEGMENTATION  

MANNER  

PERSON  

Table 11: The dimension-based classification of the preposition in 

 

 Three-dimensional Extension 

The image schemata of EVENT, SITUATION, SEGMENTATION, MANNER and PERSON senses 

are considered three-dimensional. These senses and their image schemata are 

highlighted here. 

4.3.3.1.1 EVENT Sense 

The EVENT is employed to designate abstract spatial relationships. In Metaphors We 

Live By, Lakoff and Johnson (1980[2003]: 30-31) argued that “events and actions are 

conceptualized metaphorically as objects, activities, sub-stances, states as containers”. 

They viewed a race as a discrete entity. One function of containment is to “locate” or 

to “latch”, and for this reason, an event is regarded as a typical containment in human 

cognition. According to Evans and Tyler (2004: 21), “the location can stand 

metonymically for the activity”. Therefore, the image schema of the event is 

metaphorically equal to the one in the proto-scene. 
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(1) Example 

(4.6a) Fill in your name and address at the top of the form. 

(4.6b) The children were busy colouring in the maps they had drawn. 

(4.6c) Homework must be handed in tomorrow morning. 

(4.6d) Leeds United fans took part in a massive street party. 

In (4.6a), in denotes “written or drawn to complete sth.”. Fill in is conceived as “put 

your name and address (TR) in the form for the name to become part of the form (LM)”. 

In (4.6b), what the children have coloured serves as TR in a part of the maps (LM). 

Therefore, regarding the quality of the LM, schema can be conceptualized as two-

dimensional. However, in (4.6c), in means “given; sent to someone; or received by 

someone” and it is understood as the thing that is given or sent to someone in another 

place (TR). In (4.6d), the abstract concept of in, such as a massive street party is referred 

to as LM. In the analysis above, not all “events” can be conceived as three-dimensional 

as some are two-dimensional. However, all the abstract events in this study are 

considered as three-dimensional. Examples of such are (4.6a) and (4.6b). The mostly 

described in the above examples are dynamic, and it collocates with the verbs fill, hand 

and take. Consequently, it is observed that abstract events are conceptualized as 

dynamic containers where LMs move. 

 

(2) Image Schema 

 

Figure 39: Image schema of EVENT sense 

 

(3) Description 

Sensory: TR is dynamic within a three-dimensional unbounded LM. 

Movement: TR only moves within the LM. 

Interaction: 

(a) The motion of TR is physically or psychologically a part of the LM. 
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(b) LM can be discrete or continuous, and TR is either dynamic or static. 

(c) If TR is dynamic, its path is more than in a direction. 

Vantage Point: VP is exterior. 

Owing to the adaptability of human cognition to the conceptualization of non-

canonical senses, the preposition in denotes both the three-dimensional (solid) and two-

dimensional (planar) LMs. The key point of the interpretation of different types of the 

domain is the quality of the containment. 

The image schema of the preposition in in the EVENT sense is inclusive and dynamic 

but LM can be both two-dimensional and three-dimensional. Therefore, as for the 

image schema, EVENT sense shares much more similarities with the prototypical than 

others, but the path is determined by predicates. 

4.3.3.1.2 SITUATION Sense 

The preposition in also designates the notion of an entity in the SITUATION sense used 

to describe the outside environment. Grady (1997) maintained that the state or situation 

where one entity (TR) is experienced or experiencing greatly influences one’s 

cognition. The image schema of in in SITUATION sense is also three-dimensional, which 

is the same as the one in the EVENT sense. The entity (TR) moves within the LM as the 

LM only affects the state of TR. 

(1) Example 

(4.7a) I am sorry my room’s in such a mess. 

(4.7b) She wants to travel around the world while she’s still in good 

health. 

(4.7c) Their lives were in danger. 

(4.7d) Kevin is in trouble again. 

(4.7e) Have you been waiting outside in the rain? 

(4.7f) We wanted to get married because we were very much in love. 

(4.7g) The United States will work in cooperation with her allies. 

(4.7h) The girls were all dressed in white. 

Examples (4.7a) - (4.7b) exemplify the condition or state of someone or something. The 

subject is TR, and its situation (mess and good health) acts as LM. Examples (4.7c) - 

(4.7d) show the situation (LM) where the subject (TR) locates. Similarly, in Example 

(4.7e), in the rain describes a particular type of weather while in sentences (4.7f) - 

(4.7g), the TR (we and the United States) moves within the LM, indicating the 

relationship between people and organization; In Example (4.7h), the preposition in 

states the colour of decorations, clothes, etc. 
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(2) Image Schema 

 

Figure 40: Image schema of SITUATION sense 

 

(3) Description 

Sensory: TR is static within a three-dimensional unbounded LM. 

Movement: TR only stays within the LM. 

Interaction: (a) TR is physically or psychologically a part of the LM. 

(b) LM can be discrete or continuous. 

(c) TR is static. 

Vantage Point: VP is exterior. 

All the examples above emphasize the abstract state of LM. With this, it can be 

argued that most predicates are durational verbs while their abstract state is unbounded. 

4.3.3.1.3 SEGMENTATION Sense: Blockage 

In the segmentation sense, the sense of blockage is privileged where LM is blocked by 

TR through the virtual boundary of the LM: 

(1) Example 

The sense of blockage means that the movement of TR is blocked in the way: 

(4.8a) The rock is in the way. 

(4.8b) There is an accident in the roadway with traffic backed up to the 

bridge. 
In Examples (4.8a) and (4.8b), the TRs (rock and an accident), occupy a part of the 

spatial scene in the LMs (way and roadway). While the entities in the LMs are blocked, 

TR moves only within LM. 
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(2) Image schema 

 

Figure 41: Image schema of SEGMENTATION sense 

 

(3) Description 

Sensory: TR is dynamic within a three-dimensional unbounded LM. 

Movement: TR is blocked within the domain of LM. 

Interaction: (a) TR is dynamic. 

(b) LM can be continuous. 

(c) It usually happens visually. 

Vantage Point: VP is exterior. 

In this sense, despite the fact that TR is blocked, it still moves in the domain of 

unbounded LM. The most usage in this sense is in the concrete situation. However, the 

path of TR is blocked halfway. 

4.3.3.1.4 MANNER Sense 

In the MANNER sense, people use one certain means to accomplish another thing. 

However, different from its usage in previous domains, the preposition in in the 

MANNER sense conceivably loses its original meaning in proto-scene. Thus, its image 

schema gives rise to another distinct sense through pragmatic strengthening that is 

mapped in an abstract way. In MANNER sense, the preposition in denotes that 

“something is done by means of or in a way of”. In this sense, in has various usages, 

and the nouns constructed with it can reveal language attitude, mode, material manner, 

etc. However, when its image schema is described, the sense is seen as a three-

dimensional space. 

(1) Example 

(4.9a) She called out to me in a loud voice. 

(4.9b) You have to pay in cash. 

(4.9c) There are instructions in eight languages. 
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(4.9d) Write your name and address in capital letter. 

(4.9e) She spoke more in disappointment than in anger. 

(4.9f) We are trying to teach mathematics in a more interesting way. 

(4.9g) The names are listed in alphabetical order. 

(4.9h) There were artists painting in oils and watercolors. 

In Example (4.9a), the way she talked (a loud voice) is referred to as TR, while in (4.9b), 

cash is the only trajectory in the abstract LM. In Examples (4.9c) and (4.9d), the abstract 

LM limits the movement of TR (eight languages and capital letter). In Example (4.9e), 

people’s attitude or action is described, and this serves as LM. In Examples (4.9f) and 

(4.9g), a more interesting way and alphabetical order are the manners of teaching 

mathematics and listing names, respectively. In Example (4.9h), oils and watercolors 

are also ways of completing the painting. 

 

(2) Image Schema 

 

Figure 42: Image schema of MANNER sense 

 

In Figure 42, the matter being referred to is regarded as the LM, while the preposition 

phrase is the TR. TR moves from A to B only within the domain of LM. 

 

(3) Description 

Sensory: TR is dynamic within a three-dimensional unbounded LM. 

Movement: TR only moves within the LM. 

Interaction: (a) The movement is physically or psychologically consistent. 

(b) The relationship between TR and LM does not change with the 

motion of TR. 

(c) The boundary of LM blocks the motion of TR in more than one 

direction. 
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Vantage point: VP is exterior. 

As already noted in the examples, the TR and its path are considered the way of 

doing something. Even though it is not the only way of doing something, it emphasizes 

how something can be accomplished. This implies that there are many directions of the 

path. Concerning denotations, the sense of in is, to some extent, the same as the original 

sense of the preposition by which is also denoted in such a way that can be described 

as static and dynamic. 

4.3.3.1.5 PERSON Sense 

The analysis of the preposition in is also relevant to the understanding of humans. As 

noted above, events and actions are metaphorized as “containers”. Similarly, in is used 

to describe a person because of the possibility to conceive people as “containers”. The 

preposition in in this sense denotes “doing a kind of job”, “as a part of group”, “the 

quality someone has”, etc. As demonstrated in Chapter 2, humans regard themselves as 

entities that are independent of their surroundings. The implication of this is that they 

can be viewed as “containers”. The interior of the body is separated from the exterior 

by the skin, and the whole body is composed of a plurality of small containers. 

(1) Example 

(4.10a) In Nelson Mandela the people had a leader that they could respect 

and admire. 

(4.10b) Beckham is back in the England team. 

In Example (4.10a), in is used to describe the person with a certain quality. In this 

sentence, Nelson Mandela is conceived as LM with some qualities that people respect 

or admire. In Example (4.10b), Beckham (TR) is a member or part of the England team 

(LM). 

 

(2) Image Schema 

 

Figure 43: Image schema of PERSON sense 
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(3) Description 

Sensory: TR is static within a three-dimensional bounded LM. 

Movement: TR moves within the LM. 

Interaction: 

(a) The motion of TR is physically or psychologically a part of the LM. 

(b) TR can be changed, enhanced or decreased. 

(c) If TR is dynamic, its path has more than one direction. 

Vantage Point: VP is exterior. 

In Figure 43, TR, while functioning as a feature of a person, moves within the LM.  

The trend of the movement between TR and LM is represented by the arrow, and it is 

equally changeable. 

 Two-dimensional Extension 

In regard to image schema, NUMBER, CONTENT and FIELD senses are two-dimensional. 

These senses are described with examples and image schemata. 

4.3.3.2.1 NUMBER Sense 

The analysis of the preposition in also has to do with a number because its prototypical 

sense can be mapped onto the domain of NUMBER. In MED, there are six meanings for 

the description of numbers: (1) the units of money, weight or measurement; (2) the size 

of groups of people; (3) a number in relation to the total; (4) in length/width/height/area; 

(5) with a particular range; (6) as a rate of tax. 

(1) Example 

(4.11a) There are 1000 kilograms in a tonne. 

(4.11b) Londoners came out on the streets in their thousands. 

(4.11c) People began to arrive in twos and threes. 

(4.11d) One in twelve of the adult population suffers from stress. 

(4.11e) Most students got marks in the seventies or eighties. 

(4.11f) Income tax now stands at 22 pence in the pound. 

In the examples above, the cases denote the relationship between numbers with 

reference to ratio. In Example (4.11a), 1000 kilograms (TR) makes up a tonne (LM), 

while in Example (4.11d), in denotes the relationship between numbers. In Examples 

(4.11b) and (4.11c), the numbers are not exact but merely estimated. In Example 

(4.11e), seventies and eighties are a particular range (LM), while in Example (4.11f), 

the amount of the total is LM, and the amount of tax is TR. 
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(2) Image Schema 

When their meaning is analyzed from the perspective of image schema, the total 

number is schematized as LM, while the number indicating the part is TR. In the process 

of schematization, considering the characteristics of the number, the prototypical 

schema (three-dimensional) is mapped onto the two-dimensional. A small amount of 

something (TR) is usually considered as a part of the total amount (LM). (Figure 44) 

 

 

Figure 44: Image schema of NUMBER sense 

 

(3) Description 

Sensory: TR is static within a two-dimensional unbounded LM. 

Movement: TR only moves within the LM. 

Interaction: (a) The motion of TR is physically or psychologically a part of LM. 

(b) The relationship between TR and LM does not change with the 

motion of TR. 

(c) The boundary of LM blocks the motion of TR in more than one 

direction. 

Vantage Point: VP is exterior. 

NUMBER can also be regarded as the “container” even though it is unlimited. 

However, in contempt of the difference in image schema from the prototypical one, the 

preposition in still indicates “within one certain abstract range”, and this is closely 

correlated with its proto-scene. 

4.3.3.2.2 CONTENT Sense 

Different from the three-dimensional dynamic EVENT sense, CONTENT sense is usually 

referred to as the physical content that can be read, watched or touched. 
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(1) Example 

(4.12a) In this book, you’ll travel the world, explore different cultures 

and discover interesting topics. 

(4.12b) We will learn Changes in Atmospheric Constituents and in 

Radiative Forcing in Chapter 2. 

(4.12c) In this section, you will hear 3 short passages. 

According to the examples above, book, section and chapter are bounded LMs within 

which people can read characters. They are also static. Accordingly, they are conceived 

as two-dimensional. 

 

(2) Image Schema 

 

Figure 45: Image schema of CONTENT sense 

 

(3) Description 

Sensory: TR is static within a two-dimensional bounded LM. 

Movement: TR only moves within the LM. 

Interaction: 

(a) The motion of TR is physically or psychologically a part of LM. 

(b) The relationship between TR and LM does not change with the motion of TR. 

(c) The boundary of LM blocks the motion of TR in more than one direction. 

Vantage Point: VP is exterior. 

CONTENT is considered as two-dimensional via pragmatic strengthening from 

prototypical image schema. 

4.3.3.2.3 FIELD Sense 

FIELD is a two-dimensional area. In this sense, FIELD designates one discipline, aspect 

or unit, and it usually means “belonging to”, “on one aspect”, or “in terms of”. 
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(1) Example 

(4.13a) There have been amazing advances in medical science. 

(4.13b) a university degree in economics 

(4.13c) American advances in science and technology led the world. 

(4.13d) There is going to be a change in the weather. 

(4.13e) She is a teacher and her husband works in publishing. 

(4.13f) They two are slightly different in size. 

(4.13g) A functional unit whose output analog variable is equal in 

magnitude to its input analog variable but is of the opposite 

algebraic sign. 

(4.13h) She is so selfish in her attitude to other people. 

In Examples (4.13a) - (4.13c), medical science, economics, science and technology are 

the disciplines where the preposition in means “to belong to them”. In (4.13d), in is 

used to state the things change, increase or improve. In (4.13e), her husband (TR) works 

in the domain of publishing (LM). Then, in Examples (4.13f) and (4.13g), TRs are 

aspects of the size and magnitude of the space. In (4.13h), selfish (TR) belongs to a kind 

of attitude (LM). 

 

(2) Image Schema 

 

Figure 46: Image schema of FIELD sense 

 

(3) Description 

  Sensory: TR is dynamic within a two-dimensional bounded LM, but TR can  

be enhanced or decreased. 

Movement: TR only moves within the LM. 

Interaction: 

(a) The motion of TR is physically or psychologically a part of LM. 

(b) The relationship between TR and LM does not change with the motion of TR. 

(c) The boundary of LM blocks the motion of TR in more than one direction. 
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Vantage Point: VP is exterior. 

In the examples above, the collocation structure is [noun/adjective phrase+in+noun 

phrase] as the preceding noun or adjective usually belongs to the latter noun phrase. All 

the terms mentioned can be seen as an area or field. Hence, its image schema is two-

dimensional. 

 One-dimensional Extension 

In mathematics, one-dimensional is “having only one dimension and showing only 

linear information such as length or width or height” (Collins Online Dictionary). In 

this regard, the image schema of the preposition in is an unlimited liner, where time 

sense and purpose sense are included. 

4.3.3.3.1 TIME Sense 

Time and space are two basic concepts in human cognition from which human 

understands the outside world. “Although time is regarded as an abstract concept, there 

is increasing evidence that time is conceptualized in mind in terms of space” (Rafael 

2012: 25). However, space is the first concept that is understood by a human. This is 

followed by their knowledge or understanding of time. 

(1) Example 

It is noted that from the following examples that space is usually literally understood, 

while time is always metaphorized from it. 

(4.14a) Mel Gibson was born in 1956. 

(4.14b) In winter the lake freezes over. 

(4.14c) The dance was popular in the 1920s. 

(4.14d) Unemployment has risen by over 15% in the past year. 

(4.14e) I haven’t laughed so much in years. 

(4.14f) The exams are in six weeks’ time. 

(4.14g) Owen’s brother died in the war. 

(4.14h) I sometimes look back and think of all the things I’ve done in my life. 

The preposition in indicates within a period of time (during a particular period, year, 

month or season) in (4.14a) - (4.14d). The duration of time when certain things happen 

corresponds with the boundary of time in the axis. In Example (4.14e), in is used for 

showing the last time something happened. In this sense, in indicates something not 

only in the past but also one in the future. In Example (4.14f), in implies at the end of 

a period in the future. In also suggests the period of an abstract entity in Examples 

(4.14g) and (4.14h). 

 

https://en.wikipedia.org/wiki/Conceptual_metaphor
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(2) Image Schema 

In Webster’s New World College Dictionary (2001), time is defined as “the 

indefinite continued progress of existence and events that occur in apparently 

irreversible succession from the past through the present to the future”. Thence, time is 

conceptualized as a one-dimensional line without limitation. This implies that it is 

conceived as a “container”. Its image schema is shown in Figure 47: 

 

 

Figure 47: Image schema of TIME sense 

 

(3) Description: 

Sensory: TR is static within a one-dimensional unbounded LM. 

Movement: TR only moves on the time axis without limitation. 

Interaction: 

(a) The motion of TR is physically or psychologically a part of the LM. 

(b) The relationship between TR and LM does not change with the trajectory motion. 

Vantage: At the “zero” point. 

In Figure 47 there is a coordinate consisting of two crossed arrows. The horizontal 

axis stands for eternal time, while the vertical axis means the present time. Its left side 

shows the past and the right the future. TR refers to the period while LM with a dash 

line shows unlimited time. The duration of something that happened is believed to be a 

point of a part in the unlimited space. Human cognition has the capacity to move onto 

the past or the future in such a way that humans can imagine the past and predict the 

future. 

Therefore, the image schema of the preposition in in the sense of time is one-

dimensional while it means “within” in an unlimited boundary. 

4.3.3.3.2 PURPOSE Sense 

The preposition in in PURPOSE sense is abstract and extends from the spatial sense. It is 

often construed as a dynamic action that contributes to another event. The construction 

in this sense is [in+noun]. 

 

 

0 

https://en.wikipedia.org/wiki/Irreversible_process


123 

 

(1) Example 

(4.15a) Setting and questions were scripted in preparation of the actual 

meeting to engage the participants in an interactive conversation. 

(4.15b) Thank you for coming together in support of these noble goals. 

(4.15c) The standards were later updated in 1990 and 1999, allowing for 

features that were either in common use, or were appearing in 

C++. 
In the examples above, the preposition in is denoted in the abstract sense of purpose. In 

Example (4.15a), the aim of setting and questions were scripted is to “prepare the actual 

meeting”. Moreover, in Example (4.15b), people coming together is to “support these 

noble goals” and finally, in Example (4.15c), come use is the purpose of the action. 

 

(2) Image Schema 

It can be concluded that the image schema of the preposition in can be located in the 

PURPOSE sense as shown in Figure 48. 

 

 

Figure 48: Image schema of PURPOSE sense 

 

(3) Description 

Sensory: TR is dynamic out of a one-dimensional unbounded LM. 

Movement: TR moves into the direction of LM. 

Interaction: 

(a) The motion of TR is physically or psychologically a part of the LM. 

(b) The relationship between TR and LM is causal. 

In order to achieve the goal, the subject should try to move TR into the direction of 

LM, and, therefore, makes this process one-dimensional. As a result, LM and TR 

overlap in the image schema sketch. 

4.4. Metaphorical Pattern Analysis of the Senses of the Preposition in 

As earlier stated, the degrees of metaphoricity are gradient. This section will present 

the semantic parameters for determining the degrees of gradeability. This will be 
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followed by the deduction of a mathematical formula that assesses the degrees of 

various senses of in with a scalar approach. 

4.4.1. Semantic Parameters for Metaphoricity 

Usually, metaphoric expressions denote various meanings in different contexts 

irrespective of their similarities. Dunn (2011: 53) concluded that “there are multiple 

factors with equal influence on metaphoricity” that make this possible. Also, Hanks 

(2006: 20) identified six parameters that influence secondary senses. However, it is 

fundamentally important to redefine these parameters. 

Fundamental conception. The fundamentality of human experience contributes to 

the understanding of meanings. Apart from the fact that the primary sense is the core 

centre, it is equally the first meaning. Also, other metaphorical meanings of a word 

usually evolve from the cognitive perception of the literal meaning. This cognitive 

feature gives rise to the fundamentality of human imagination. Some of these cognitive 

conceptualization are war is violent and cruel; fire is heat and flaming; flower is 

coloured and fragrant; sea is deep and vast; land is flat and wide; ice is solid and frozen; 

sun provides warmth and light; sky is endless and untouchable, etc. 

Word class. Word class also influences the degree of metaphoricity. “An empirically 

well-founded classification of nouns, adjectives, and verbs of a language according to 

the degree of their participation in metaphorical constructions would be a valuable 

addition to the literature” (Hanks 2006: 20). Not only the word class but the transitivity 

or intransitivity of a verb can also be a parameter. To affirm this, Gries (2006) described 

the verb run as “quick motion (intransitive verb) and manage (transitive verb)”. As a 

consequence, it is important to classify the word by its part of speech. 

Domain. The senses of a word are classified into different domains by certain criteria 

such as image schema, word class, function, etc. In subsection 4.3, the senses of the 

preposition in are categorized into different domains using the image schema. The one 

in TIME sense is more metaphorical than the one in the SITUATION sense as a result of 

the degree of extension from the pro-scene. The sense of a word can also be defined by 

its function. 

Context. In Linguistics, “context is a frame that surrounds the event and provides 

resources for its appropriate interpretation” (Goodwin 1992: 77). It is easier to 

comprehend the meaning of a phrase in each context. In Sociolinguistics, social context 
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such as class, gender, age and race, are also elements of cognition. Hence one’s 

background information is extremely important to understand, especially an unfamiliar 

word. 

Grammar. The morphological features of semantic units: tense, aspect and voice 

also greatly impact meaning, e.g., inflectional form. Deignan (2003, 2005) examined 

the difference between the singular and plural forms of rock and flame by describing 

the restriction of grammar to sense. After engaging the key term rock, he observed that 

there exist differences in the metaphorical evaluation of rock and rocks. 

(4.16a) His marriage was known to be on the rocks. 

(4.16b) ... as the rock of stability that will prevent Britain being wrecked 

by the global financial crisis. 

From Deignan’s study, the singular rock usually has a positive evaluation, while the 

plural rocks are negative. The possible reason is that rock stands for the solid physical 

foundation or support, but rocks, closely related to reefs or other disasters, are 

dangerous. 

Collocational pattern. Collocations can also activate metaphorical meanings. There 

are mainly six types of collocations: [adjective+noun], [noun+noun], [verb+noun], 

[adverb+adjective], [verbs+prepositional phrase], and [verb+adverb]. Using a corpus-

based approach, Sinclair (1991) analyzed the verb build as follows: 

(4.17a) They are building a new bridge over the river. 

(4.17b) Problems are building up. 

In (4.17a), the literal meaning of build is transitive and does not collocate with the 

preposition. However, with respect to intransitive usage, build is conceived 

metaphorically and collocates with up, as shown in Example (4.17b). The example 

reveals that the use of a metaphor is reflected in the form or feature of a given language. 

Resonance and frequency. Hanks (2017: 1-3) classified resonance into three: lexical, 

intertextual and experiential. These establish new metaphorical usages at possibly the 

one that is frequently used in each language is not metaphorical. The more frequent, the 

less metaphorical it becomes. Certainly, the seven parameters above influence human 

cognition on metaphors and the metaphoricity of words or phrases. 

4.4.2. Variations of the Preposition in 

While the discussion highlights the factors that influence the degree of metaphoricity, 

it is, however, important to examine the specific variations of spatial metaphors. In 
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Subsection 4.3.3, the different senses of in and their image schemata in concrete and 

abstract domains have been described. Irrespective of its numerous usages, they are not 

chaotic. When applied in different senses, their degrees of metaphoricity become 

different. 

(4.18a) She is downstairs in the sitting room. 

(4.18b) In Nelson Mandela the people had a leader that they could respect 

and admire. 

(4.18c) We will learn Changes in Atmospheric Constituents and in 

Radiative Forcing in Chapter 2. 

(4.18d) She is a teacher and her husband works in publishing. 

(4.18e) Thank you for coming together in support of these noble goals. 

In (4.18a), the primary sense is dynamic. However, in (4.18b), it belongs to the domain 

indicating PERSON but (4.18c) and (4.18d) belong to CONTENT and FIELD sense, 

respectively. It is important to note that (4.18e) denotes PURPOSE sense. Even though 

they are the same word class on the surface semantic structure, sense and function, their 

degrees of metaphorical extension are different. 

In CL, the donations of the preposition in are gradient. From Example (4.18a) to 

(4.18e), the degrees of metaphoricity are increasingly higher. In the theory of 

gradability of metaphoricity, two entities sharing more common features have weaker 

metaphoricity. Inspired by this theory, I defined another principle measuring the 

underlying gradability of prepositions: the more shared features with proto-scene, the 

higher the degree of metaphoricity. 

Example (4.18a) is a literal expression that is “not metaphoric”, and its image 

schema is described as a concrete entity: TR is inclusive within a bounded LM. 

Example (4.18b) is intuitively labelled as “weak metaphoric” because its image schema 

is totally the same as the one in proto-scene. Example (4.18e) can be described as 

“strong metaphoric” compared with the preposition in in other examples. This is a result 

of the fact that its image schema is extended into “one-dimensional” (see Section 

4.3.3.3). Hence, the degree of metaphoricity of (4.18e) is higher than Example (4.18a), 

and the image schema in Example (4.18e) is extended into one-dimensional, which is a 

line that shares fewer similarities with the proto-scene, so it is “most metaphoric”. 

In the examples above, generally, the degrees are intuitively identified with “not”, 

“strong”, “weak”, and “most”. However, one of the objectives of this study is to provide 

an objective and systematic formulation of measuring the gradability of the preposition 

in as Dunn. Before deducing the mathematical formulation of the prepositions, there is 
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a need to explain the variations that influence the degree. In Chapter 2, the three basic 

elements of spatial schema are TR, LM and Path. Along with the path, TR moves inside 

or outside of LM. According to the three elements and their relationship, the properties 

contributing to the metaphoricity of prepositions are: 

Quality - What is the underlying relationship between TR and LM? 

Scale - What is the dimension of the TR? 

How do “quality” and “scale” make underlying metaphors vary? Quality is a detailed 

description of the interior of the image schema, while the scale is the portrait of the LM. 

(4.19a) People stand in a circle. 

(4.19b) Opened in 1928, the plane simply rotates in a circle powered 

only by its noisy propeller. 

(4.19c) He had courted most of the eligible women in our circle without 

success. 
We have discussed in a circle in MANNER domain above, indicating “arrangement” or 

“order”. Even though the semantic surface structure is the same in Examples (4.19a) - 

(4.19c), functioning as a prepositional phrase, the degrees of abstraction vary. In 

Example (4.19a), it can be interpreted as “people (TR) stand in the order of a circle 

(LM)”. The TR moves on the inclusive boundary of a three-dimensional LM, and the 

circle is can be seen in Figure 49. 

 

   

Figure 49: Image schema of Example (1) 

 

Example (4.19b) can be interpreted as “the plane (TR) rotates in the order of a circle”. 

Visually and dynamically, the plane flies as one following the round shape. (Figure 50) 
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Figure 50: Image schema of Example (2) 

 

In Example (4.19c), the circle is interpreted as a group of people. (Figure 51) It is 

abstract and static. 

 

 

Figure 51: Image schema of Example (3) 

 

Accordingly, albeit the similarity of surface and function, the underlying metaphors are 

different, and this is caused not only by the state of TR but the characteristics of LM. 

From the perspective of philosophy, quantitative change leads to qualitative change. 

Also, multiplication is the result of numerous additions (quantitative change) that 

eventually lead to a qualitative change. There is a proportional relationship between the 

dependent variable (f) and the independent variable (x1, x2, x3....xn), and each 

independent variable has different qualities. Any missing parameter leads to the loss of 

the meaning-dependent variable (f): 


=

=
n

i

ixf
1  

In multiplication, the qualities of the dependent and independent variables are different. 

Multiplication contributes to a new quality. For example, in a rectangle, whose unit is 

square, it comes from the multiplication of length and width. As for the effect of the 

independent variable on the dependent variable, it is achieved and influenced by other 

independent variables, which can increase or decrease the effect. 
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In Subsection 2.2.2.3, it has been stated that Dunn’s formula for measuring 

underlying metaphoric degree is as follows (2011: 55): 

Metaphoricity= [Strength of metaphor] *[Density in metaphoric expression] 

Accordingly, metaphoricity is the product of [Strength of metaphor] and [Density in 

metaphoric expression]. Dependent variables are compulsory to determine the 

mathematical formula of the degree of metaphoricity. As Dunn’s way of deducing, in 

this thesis, the metaphoricity of the preposition in is proposed. First, dimension is an 

important factor in the abstract spatial relationship. In the subsequent section, where 

the preposition in is discussed, dimension is among the classification criteria. In 

Geometry, dimension is categorized into one-dimension, two-dimension and three-

dimension. In CL, dimension is conceived as the “scale of LM”, where TR moves inside 

or outside. Hence, in the scalar approach, the value of this variable is assigned to 1, 2, 3: 

Dimension= [#Scale of LM] 

Dimension= [1], [2] or [3] 

Other influencing factors are the characteristics of TR, the relationship between TR 

and LM, and the abstractness of the whole image schema. All of these are the details of 

the image schema, and they form the quality of image schema. Therefore, the value of 

the metaphoricity of a preposition is calculated by multiplying the quality of image 

schema and scale of LM. 

(F1) Metaphoricity= [Quality of Image Schema] *[#Scale of LM] 

4.4.3. Measuring Quality of Image Schema 

The quality of the image schema of prepositions refers to the sum of features of TR, 

LM and the relationship between them. All the detailed descriptions of the image 

schema are included. Based on the description of the above image schemata of the 

preposition in, the variations and the elements that constitute the quality are “visibility”, 

“path”, “inclusion”, and “boundary”. 

(1) Visibility 

“Visibility” refers to the abstractness or concreteness of the image schema, and it 

determines the visibility of the process of the movement in real life. 

(4.20a) Tom is in the house. 

(4.20b) We had it in mind to take legal proceedings against them. 
Both LM of house and mind are bounded in the three-dimensional space in (4.20a) and 

(4.20b), and TRs are totally inclusive within the LM. In essence, their image schema is 
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totally the same as the one in the proto-scene. However, their degrees of metaphoricity 

are different in that (4.20a) is visible in real life, while the latter is abstract and 

untouchable. 

(4.21a) I spend over two hours filling in the application form. 

(4.21b) There wasn’t a cloud in the sky. 

(4.21c) People are standing in a line. 

(4.21d) He will be back in two years. 

Examples (4.21a) - (4.21d) also show the point that “visibility” is the influencing factor 

in the measurement. In Examples (4.21a) and (4.21b), the LMs (sky, application form) 

are two-dimensional, even though the application form is a boundary. However, the sky 

is boundless. The LMs (line, years) in Examples (4.21c) and (4.21d) are one-

dimensional. Notwithstanding being in the same image schema, the former is concrete, 

and the latter is abstract. 

In semantics, “abstractness” and “concreteness” are complementary antonyms. 

When the sense donates abstract sense, the value is 1, otherwise, 0. Hence, its value is 

assigned: 

Visibility = [#abstractness & #concreteness] 

 

(2) Path 

“Path” is another influencing factor for the formula. This usually involves the 

movement and path of TR. “Path” can also be dynamic or static. As indicated in the 

previous chapter, TR in the primary sense is static in a three-dimensional and boundary 

domain without movement: 

(4.22a) Tom is in the house. 

(4.22b) Tom goes in the house. 

The image schemata in Examples (4.22a) and (4.22b) are totally the same except for 

the path. In (4.22a), the predicate is the durative verb be, indicating location and 

existence, while in (4.22b), the predicate goes is a non-durative verb, stating the process 

of the entrance. Despite the little difference, their degrees of metaphoricity are different. 

(4.22b) is more metaphoric than (4.22a). That is, being static is the proto-scene. 

Therefore, it is assigned 1, otherwise 0, as follows: 

Path = [#dynamic & #static] 

 0, abstract 

Visibility 

 1, concrete 
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(3) Inclusion 

Inclusion describes the relative relationship between TR and LM. Even though in terms 

of its original meaning, in should be inclusive. 

(4.23a) Thank you for coming together in support of these noble goals. 

In this example, LM and TR are in a line and not inclusive. Due to this, its degree of 

metaphoricity is low. The value of the one in the primary sense is 1, otherwise 0: 

Inclusion= [#inclusive & #non-inclusive] 

 

(4) Boundary 

“Boundary” is the outline of LMs that is referred to as a “container”. According to Table 

9, the “container” is classified by dimension, boundary, interior, and closure criteria. 

The boundless objects, such as sky, land, river, etc. can still be found despite the fact 

that most of the bounded things are in nature. It seems that objects cannot exist in a 

boundless container. However, by inference and imagination, people still use the 

preposition in in this type of container: 

(4.24a) a balloon in the air 

(4.24b) a fish in the water 

In (4.24a) and (4.24b), air and water are boundless. Hence, their metaphoricity becomes 

low since the boundary does not totally correspond with the proto-scene. The value of 

the primary sense is 1, otherwise 0: 

Boundary= [#bounded & #unbounded] 

 

Apart from the dimension of LMs, the four factors above constitute image schemata, 

and all the antonyms are complementary. Accordingly, their value is 0 or 1. There is a 

proportional relationship between the dependent (ƒ) and independent variables (x1, 

 0, dynamic 

Path 

 1, static 

 0, inclusive 

Inclusion 

 1, non-inclusive 

 0, unbounded 

Boundary 

 1, bounded 
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x2...xn). It is important to state that the independent variables have the same quality. But 

without one independent variable, the dependent variable is still significant: 


=

=
n

i

ixf
1  

Furthermore, the significance of each factor is the same in the description. Each factor’s 

weight is 100%, and the formula [Quality of Image Schema] is as follows: 

(F2) Quality of Image Schema = Visibility+Path+Inclusion+Boundary 

4.4.4. Measuring the Degree of the Preposition in 

After analyzing all the factors, the gradient metaphoricity of the preposition in is 

measured in (F1) while (F2) repeats the derived formula of the result. 

(F1) Metaphoricity = [Quality of Image Schema] * [#Scale of LM] 

(F2) Quality of Image Schema = Visibility+Path+Inclusion+Boundary 

The two formulas are combined to arrive at the mathematical formula of each sense’s 

metaphoricity in (F3): 

(F3) Metaphoricity = 

[[#Visibility] +[#Path] +[#Inclusion] +[#Boundary]] * [#Scale of LM] 

Different from the one deduced by Dunn, (F3) measures different senses of the 

preposition in, e.g., 

(4.25a) Tom is in the room. 

Metaphoricity equals to [[1visibility] +[1path] +[1inclusion] +[1boundary]] * [3Scale 

of LM] = 12. The image schema of (4.25a) belongs to the proto-scene, and this is also 

three-dimensional, visible, unmovable and inclusive. In line with the proposed formula, 

the value of the preposition in in the primary sense is 12, and it is also the maximum 

among the expected ones. Certainly, it is “not metaphoric”. 

(4.25b) The door was open so I just walked in. 
Metaphoricity equals to [[1visibility] +[0path] +[1inclusion] +[1boundary]] * [3Scale 

of LM] = 9. (4.25b) is different from the proto-scene at a point. The proto-scene is 

three-dimensional, visible, inclusive, but movable so that the value of the path is 

assigned with 0, and the product is 9, less than 12. (4.25b) is more metaphoric than 

(4.25a). Thence, the degree of metaphoricity is higher. 

(4.25c) There have been amazing advances in medical science. 
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Metaphoricity equals to [[0visibility] +[1path] +[1inclusion] +[1boundary]] * [2Scale 

of LM] = 6. The results show that (4.25c) is more metaphoric than (4.25b) because of 

the lesser value and the degree of metaphoricity, which is much higher than (4.25a) and 

(4.25b). It is observed that the higher the value, the lower the degree of metaphoricity. 

The one with the lowest value is the most metaphoric. With this formula and the 

description of each image schema, one can calculate all the senses of the preposition in. 

 

Sense Value Degree 

PERSON 12 least metaphoricity 

EVENT 9 least metaphoricity 

SITUATION 6 weak metaphoricity 

NUMBER 6 weak metaphoricity 

CONTENT 6 weak metaphoricity 

FIELD 6 weak metaphoricity 

SEGMENTATION 3 strong metaphoricity 

TIME 3 strong metaphoricity 

MANNER 3 strong metaphoricity 

PURPOSE 0 most metaphoricity 

(value=9-12: least metaphoric; value=6-8: weak metaphoric; 

value=3-5: strong metaphoric; value=0-2: most metaphoric) 

Table 12: The values of the gradient metaphoricity of the preposition in 

 

In line with the value above, EVENT sense and PERSON sense are the “least metaphoric” 

(value = 9-12). The metaphoricity of NUMBER, SITUATION, CONTENT and FIELD senses 

are the same (value = 6), and they are “weak metaphoric”. Also included are the time, 

segmentation and manner senses in “strong metaphoricity” (value = 3). The purpose 

sense (value = 0) is the “most metaphoric” because it is different from the primary one. 

All the image schemata of the preposition in derive their value from its proto-scene: 

“TR is static within a three-dimensional bounded LM”. The higher the value, the lower 

the degree of metaphoricity. This table also proves the assumption that the conceptual 

metaphor system is systematically organized, which is in conformity to Kövecses’ 

(2020: 17) conclusion that “conceptual metaphors are not isolated conceptual patterns 

in the mind but seem to cluster together to form a variety of interlocking hierarchical 
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relationship with each other.” With the change of one variation, the sense varies. 

However, the values in Table 12 are relative and not absolute. It can also be altered in 

one specific context with the description of image schemata. 

4.5. Pragmatic Strengthening for the Preposition in 

The purpose of the Principled Polysemy Network is to analyze the essence of seemingly 

arbitrary senses of words. Tyler and Evans (2001a: 745) conceived pragmatic 

strengthening as resulting “in the association of a new meaning component with a 

particular lexical form through the continued use of the form in particular contexts in 

which the implicature results”. Pragmatic Strengthening establishes a systematic 

framework for different distinct senses and shows how other senses derive from the 

primary one. When studying the case of over, Tyler and Evans (2001a: 744) 

hypothesized that “all the senses associated with the preposition over were at one time 

derived from the proto-scene or from a sense that can be traced back to the proto-scene 

for each individual preposition”. This vividly describes the process of how all the senses 

develop from the centre to the periphery.  

Figure 52 describes the principled network of the preposition in. The proto-scene is 

the core center, and the other metaphorical senses can be traced back to the center one. 

These extended metaphorical senses are organized in regard to the dimension of LM. 

However, on account of the levels of transformation, their degrees of metaphoricity are 

different. The one close to the center has less metaphor than the periphery. To provide 

a situated lexical meaning, proto-scene is conceptually activated. Each activated image 

schema forms a node in the network. The degree of activation depends on the 

transformation of image schemata. After the long-term repetition in the context, the 

transformed image schema is reinforced, thus constituting one sense in the network. 

Each image schema is a cognitive representation in one domain, and these senses are 

conceptualized onto each other, expanding the semantic network. This process can be 

regarded as the projection of image schemata in human cognition. 
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Figure 52: Principled Semantic Network for the preposition in 

 

Metaphor and metonymy are the main cognitive mechanisms when the semantic 

network is structured. In the spatial metaphors, the projection of image schema 

functions from a source domain to a target domain, from the concrete to the abstract, in 

human cognition. All the extended meanings are conceptually mapped from the primary 

meaning, and they are closely related by the mechanism of metaphors. 

The semantic network is principled, because the formation of the spatial metaphor 

is hierarchically structured. In accordance with the hierarchical systematicity, the 

spatial image schemata are projected onto the non-spatial concepts. However, the levels 

of the schematicity are different, which decides more or less metaphorical levels. The 

derivation of the senses is, in nature, the transformation of image schemata. In Kövecses 

(2020: 154), there are three kinds of conceptual pathways: “schematicity hierarchy 

pathways, ad hoc pathways and shared image schema pathways”. The transformation 

of spatial metaphor belongs to the third path: shared image schema pathway. By 

mapping certain shared features of the proto-scene, another image schema forms in 

human cognition. In the conceptualization of image schemata, when one factor changes, 

this usually results in the extended node. In other words, the extended senses lose their 

original features in certain contexts, and this is followed by the development of a new 

sense. When the transformed image schema shares more common features with the 

proto-scene, it is less metaphorical. 
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4.6. Summary 

In response to the first and second research questions, the present chapter has provided 

a descriptive overview of the various senses of the preposition in with a dictionary-

based approach, and has attempted to measure the metaphorical degrees of these senses 

in a quantitative way. Section 4.1 has identified the characteristics and functions of the 

container image schema. The categories of the containment are dimension, interior, 

closure and boundary and its functions are “latch”, “source-goal”, “support”, and 

“path”. Section 4.2 has explored the primary sense and other extended senses of the 

preposition in with a dictionary-based approach. From the study of five comprehensive 

English dictionaries, all the relevant items on the preposition in are basically 

categorized into eleven groups: PHYSICAL SPACE, TIME, PURPOSE, NUMBER, CONTENT, 

FIELD, EVENT, SITUATION, SEGMENTATION, MANNER, PERSON. In Section 4.3, using five 

criteria “for determining the primary sense” proposed by Tyler and Evans (2003), the 

primary sense of in was determined, and its corresponding proto-scene was motivated. 

In addition, other metaphorical senses were categorized in respect of the dimension of 

LM: one-dimensional, two-dimensional, and three-dimensional. Then, by investigating 

the features of the relevant image schemata, a detailed description of these senses was 

done and supported using various examples. In this process, their relatedness was also 

identified. In Section 4.4, the variations for measuring the quality of image schemata 

of the preposition in were examined to measure and compare the degrees of 

metaphoricity. In this, four variations: “boundary”, “path”, “inclusion”, and “visibility” 

make significant contributions in measuring the metaphorical values. A change in one 

feature leads to the transformation of its sense. At last, a mathematical formula that 

measures the metaphorical degrees of in was deduced: Metaphoricity = [[#Visibility] 

+[#Path] +[#Inclusion] +[#Boundary]] * [#Scale of LM].Based on the above formula, 

the values of metaphorical degrees were calculated. Accordingly, these senses were 

reclassified. Consequently, EVENT sense and PERSON sense are the “least metaphoric”. 

The metaphoricity of NUMBER, SITUATION, CONTENT and FIELD senses are “weak 

metaphoric”. TIME, SEGMENTATION and MANNER senses are “strong metaphoric”. 

PURPOSE sense is the “most metaphoric”. In this respect, the Principled Polysemy 

Network of in was established. In the next chapter, a corpus-based approach will be 

conducted to study the usage of the preposition in from the employed Chinese academic 

corpora. 
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5. Quantitative Analysis of Semantics and Syntax 

A corpus-based approach can provide the actual data for language analysis. This chapter 

focuses on the deep excavation of learner-specific features of the preposition in. For a 

comprehensive analysis, this chapter is divided into two sections. Based on the datasets 

in Chapter 4, Section 5.1 will investigate the frequency of the preposition in with 

various degrees of metaphoricity, comparing different features of in usage between 

CMAC and CDAC. Section 5.2 will examine the preposition in in different syntactic 

constructions with reference to frequency and MI, demonstrating these features by 

comparing the two corpora. 

5.1. Frequency and Degree of Metaphoricity 

Frequency can be referred to as the number of occurrences within a given amount, 

which is the most important statistical measurement in the scientific study. Because the 

present study aims to investigate the difference in using in by master and doctoral 

students, the concept of frequency is employed as an important measurement for 

indicating the primary and the metaphorical in across two corpora, thus exploring the 

variations of the usage of the preposition in across different levels of learners and the 

universals of Chinese learners. The previous study (Section 3.3) has provided evidence 

that fourteen prepositions frequently occur in Brown Corpus and LOB Corpus. First of 

all, all the fourteen mentioned prepositions are extracted from the retrieved corpora 

again, and their relative frequencies are calculated and compared. Antconc and SPSS 

software are used to find each corpus’s total number and relative frequency. Thus, the 

comparison of various prepositions in the two designed corpora can be seen in detail in 

Table 13. 
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Prepositions 

CMAC CDAC 

No. Freq. No. Freq. 

of 23220 3.74% 77396 4.13% 

in 16227 2.61% 53325 2.85% 

to 17262 2.78% 47022 2.51% 

for 5292 0.85% 14502 0.77% 

with 3624 0.58% 12190 0.65% 

on 4889 0.79% 12664 0.68% 

at 1458 0.23% 3887 0.21% 

by 2719 0.44% 10451 0.56% 

from 2841 0.46% 7715 0.41% 

into 956 0.15% 2622 0.14% 

about 1234 0.20% 2447 0.13% 

through 673 0.11% 1729 0.09% 

over 195 0.03% 834 0.04% 

between 1363 0.22% 5011 0.27% 

Table 13: The 14 most frequently used prepositions in CMAC and CDAC 

 

These results tie well with the previous study by Kenndy (Subsection 2.3.3) that the 

preposition of is the most frequently used preposition in the corpora, and the preposition 

in ranks second. However, among the above prepositions, in, on, at, from, into, through, 

over and between are regarded as spatial prepositions. In this respect, in has the 

maximum value in both corpora, accounting for about 2.7%, whose number is much 

higher than the similar words at and on. From the longitudinal view, no significant 

difference between master and doctorate groups is observed. Consequently, this finding 

further supports the aforementioned result by Kennedy that in is the most frequently 

occurring spatial preposition in English academic writing corpora by Chinese learners. 

In the next step, the statistics on the preposition in are displayed in a more detailed 

way. It has been stated in Subsection 3.4.3 that 40 texts in each corpus were extracted. 

Figure 53 and Figure 54 illustrate the basic information of each retrieved corpus, 

including the number of KWIC of in, tokens, number of files and total hits. Then, the 

frequency of in in both corpora is shown in Table 14. 
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Figure 53: KWIC concordance (random sample) of the preposition in in CMAC 

 

 

Figure 54: KWIC concordance (random sample) of the preposition in in CDAC 
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Corpus CMAC CDAC 

The number of KWIC 16.227 53.325 

The number of total words 620.613 1.873.444 

Frequency 2.61% 2.85% 

Table 14: Relative frequencies of the preposition in in each corpus (KWIC) 

 

As noted in Table 14, the relative frequency of in in CMAC and CDAC is roughly 

similar, between 2.6% and 2.85%. It indicates that, with regards to the overall 

frequency, master and doctorate groups appear to share more similarities. 

Because of the retrieved data from two designed corpora, t-test, Chi-squared test and 

Pearson correlation test will be employed for further investigation. Hence, to ensure the 

reliability in the subsequent analysis, the P-P Plot in each corpus is conducted at first. 

Since the relative frequency of the preposition in is relatively low, the frequency per 

10.000 words is investigated in the following studies. 

 

 

Figure 55: The normal distribution of the data in CMAC  
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Figure 56: The normal distribution of the data in CDAC 

 

Figure 55 and Figure 56 show the normal distribution of the data in CMAC and CDAC. 

From the graphs above, we can see that all the points of both CMAC and CDAC evenly 

distribute around a 45-degree line, which suggests that the data in CMAC and CDAC 

is normally distributed. That is to say, further data analysis can be conducted in the 

subsequent study. Because descriptive analysis can be applied to show summaries of 

variables, the descriptive statistics of the preposition in in CMAC and CDAC are shown 

in Table 15. 

 

Corpus N Minimum Maximum Mean Std. Deviation 

CMAC 40 170.00 344.00 262.95 40.89 

CDAC 40 187.00 329.00 281.48 48.09 

Table 15: Descriptive statistics of the preposition in in CMAC and CDAC 

 

The minimum, maximum, mean and Std. Deviation of each group can be found in Table 

15. There are, to a greater or lesser extent, differences between the two groups. Because 

these two groups retrieved from the designed corpora are independent samples, the 

Independent Samples t-test can be conducted here to examine the significance.  
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 t df Sig. (2-tailed) Mean Difference 

The frequency of the 

preposition in 
1.856 78 .067 18.525 

Table 16: Comparison of the frequency of the preposition in in CMAC and CDAC 

 

Table 16 demonstrates that the number of CDAC is not significantly different from the 

one of CDAC (t (78) =1.856, p > .05), even though inspections of the mean value of 

the two groups indicate that the average frequency of CDAC is relatively higher than 

the number of CMAC. Therefore, it seems impossible to assert that, in reference to the 

frequency of the preposition in, there are great differences between the two groups. 

Nevertheless, only the frequency is insufficient to ascertain whether there is a 

difference regarding metaphoricity between the two corpora. Thereby, it is necessary 

to further examine a more detailed analysis of the usage of the preposition in. As 

illustrated in Subsection 3.4.3, the entries on the preposition in were classified by 

manual identification regarding the various degrees of metaphoricity. Since there are a 

considerable amount of in entries in each corpus, it is difficult to manually classify all 

the items; thus the introduction part of each text was extracted. The reasons why the 

introduction part was chosen as follows: first of all, the introduction part usually 

consists of research backgrounds and research objectives, where writers mainly state 

the reasons why they chose the topic, so the style of language is argumentative. That is 

to say, the introduction part, to a great extent, indicates one’s academic writing 

competence. In addition, the introduction part is little influenced by the topic of the 

writing. Notwithstanding all the theses in the corpora about the study of Linguistics, 

the research topics are of great diversity, including teaching methodology, Semantics, 

Pragmatics, etc. In other parts of one thesis, influenced by one certain topic, the 

preposition in is sometimes too recurring in one particular collocation. For instance, in 

the data analysis part, the phrases in Table X and in Figure X occur frequently. The 

recurring phrases possibly impact the validity of the final results. Furthermore, the 

average number of introduction part in master and doctorate theses is about 2000 and 

5000 words, respectively, and the average number of in is about 100. These are for easy 

manual extraction and identification. As a consequence, the introduction parts were 

retrieved from both corpora. 
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In order to further prove that the introduction part is representative in my data 

analysis, the Pearson correlation test, concerning the frequency of in, between the 

introduction part and the whole text is conducted. 

 

 N df Correlation Sig. 

CMAC - Introduction & Whole 40 38 .612*** .000 

CDAC - Introduction & Whole 40 38 .642*** .000 

***p < .001 

Table 17: Pearson correlation of the preposition in between the introduction part and 

the whole text 

 

As can be seen from Table 17, there is a significantly high positive relationship between 

the introduction part and the whole text (rintroduction-whole= .612, p < .001) in CMAC; there 

is also a significantly high positive relationship between the introduction part and the 

whole text (rintroduction-whole= .642, p < .001) in CDAC. The results appear to confirm to 

the issue, as mentioned earlier, that, the proportion of the preposition in in the 

introduction part is relevant to that in the whole text in both of the corpora. The results 

have proved that the introduction part is representative in my data analysis. 

After manual identification (see Subsection 3.4.3), the preposition in from each 

retrieved introduction part was calculated and analyzed. With the aid of Antconc 

software, the frequency of in in each retrieved part was counted, and the dispersion is 

visually displayed by Plot, attempting to identify the distribution of the preposition in 

in the introduction part. 
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DocID DocTokens Freq. NormFreq. Dispersion Plot 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

2968 

2665 

2120 

2767 

2025 

1497 

1370 

1713 

1480 

1792 

1006 

1489 

2032 

1309 

1475 

1603 

1287 

796 

938 

1236 

1162 

1251 

1203 

1149 

859 

1127 

1096 

1042 

738 

646 

625 

739 

886 

934 

676 

504 

597 

336 

312 

497 

102 

66 

64 

63 

60 

53 

51 

51 

48 

47 

45 

42 

42 

39 

39 

38 

37 

37 

36 

36 

33 

33 

33 

31 

30 

28 

27 

23 

21 

20 

18 

18 

18 

16 

16 

14 

13 

11 

10 

4 

34366.577 

24765.478 

30188.679 

22768.341 

29629.63 

35404.142 

37226.277 

29772.329 

32432.432 

26227.679 

44731.61 

28206.85 

20669.291 

29793.736 

26440.678 

23705.552 

28749.029 

46482.412 

38379.531 

29126.214 

28399.312 

26378.897 

27431.421 

26979.983 

34924.331 

24844.72 

24635.036 

22072.937 

28455.285 

30959.752 

28800.0 

24357.24 

20316.027 

17130.621 

23668.639 

27777.778 

21775.544 

32738.095 

32051.282 

8048.29 

0.904 

0.876 

0.838 

0.856 

0.898 

0.871 

0.844 

0.926 

0.865 

0.818 

0.855 

0.838 

0.907 

0.889 

0.845 

0.86 

0.829 

0.854 

0.897 

0.868 

0.864 

0.843 

0.889 

0.824 

0.801 

0.802 

0.889 

0.805 

0.74 

0.833 

0.839 

0.819 

0.741 

0.733 

0.809 

0.695 

0.742 

0.748 

0.702 

0.592  

Table 18: Concordance plot of the preposition in taken from CMAC 
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DocID DocTokens Freq. NormFreq. Dispersion Plot 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

6431 

5766 

4364 

5255 

3748 

3472 

4301 

3868 

4119 

3341 

2662 

2411 

3013 

3342 

2969 

2856 

2826 

2896 

2749 

2834 

2890 

2627 

2920 

1896 

2331 

2551 

2155 

2070 

2066 

2432 

1762 

1983 

2054 

1552 

1632 

1877 

1302 

1614 

1621 

903 

200 

187 

180 

168 

137 

126 

122 

116 

115 

113 

103 

91 

78 

77 

77 

76 

76 

75 

75 

68 

68 

68 

68 

63 

60 

57 

55 

55 

54 

53 

52 

46 

44 

43 

41 

39 

38 

36 

32 

17 

31099.362 

32431.495 

41246.563 

31969.553 

36552.828 

36290.323 

28365.496 

29989.659 

27919.398 

33822.209 

38692.712 

37743.675 

25887.819 

23040.096 

25934.658 

26610.644 

26893.135 

25897.79 

27282.648 

23994.354 

23529.412 

25885.04 

23287.671 

33227.848 

25740.026 

22344.179 

25522.042 

26570.048 

26137.464 

21792.763 

29511.918 

23197.176 

21421.616 

27706.186 

25122.549 

20777.837 

29185.868 

22304.833 

19740.901 

18826.135 

0.949 

0.926 

0.933 

0.882 

0.931 

0.9 

0.88 

0.921 

0.898 

0.931 

0.885 

0.882 

0.913 

0.894 

0.874 

0.858 

0.853 

0.861 

0.844 

0.913 

0.873 

0.922 

0.887 

0.877 

0.837 

0.906 

0.878 

0.884 

0.848 

0.895 

0.879 

0.878 

0.855 

0.902 

0.803 

0.786 

0.834 

0.796 

0.862 

0.874  

Table 19: Concordance plot of the preposition in taken from CDAC 

 

As can be concluded from Table 18 and 19, we can clearly see the frequency, 

Normfrequency and dispersion of the preposition in in each retrieved part. Since the 

value of the dispersion ranges from 0.7 to 0.9 in both corpora, the preposition in is 

distributed evenly in each retrieved text. 
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Corpus CMAC CDAC 

The number of extracted KWIC 1093 2296 

Number of total words (introduction) 49.947 113.460 

Frequency  2.1% 2.0% 

Table 20: Relative frequencies of the preposition in in the retrieved corpora (KWIC) 

 

Interestingly, when examined in terms of relative frequencies in the retrieved corpora 

(see Table 20), these two sets of data still show a very similar result. To be specific, the 

frequency of in in both CMAC and CDAC is about 2%. This results suggest that, with 

regard to the usage of the preposition in, the overall frequency is relatively stable for 

Chinese English-major learners, not influenced by their English competence. 

However, the frequency alone is far away enough to get conclusive results. Although 

Antconc can accurately calculate the number of certain words and their collocations in 

a corpus within a few minutes, the challenge with achieving a statistical result using 

this software is that it only counts the number of words while ignoring the diversity of 

meaning. In the previous chapter, it has justified the conclusion that the metaphoricity 

of the preposition in is gradable and the preposition in can be graded on the basis of the 

degrees of metaphoricity. For instance, in in the two phrases in the house and in the 

way. In in the phrase in the way is more metaphorical than in in the phrase in the house. 

Irrespective of the same constructions, they denote different image schemata, indicating 

that their values of metaphoricity differ. Thus, these items are again classified by the 

degree of metaphoricity listed in Subsection 4.4.4. With this classification criteria, 

entries on the construction [in+noun] were manually classified. To exemplify this sort 

of classification, some typical examples in different senses from the two corpora have 

been listed in Table 21. 
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 Example Sense Source 

1 in China PRIMARY CMAC06WR_19 

2 in learning English compositions EVENT CMAC05WR_20        

3 in the authentic situations SITUATION CMAC11LI_9 

4 in Dai Weidong PERSON CMAC09ME_24 

5 
in a great percentage of the total 

grades 

NUMBER CMAC06RE_17 

6 in the study CONTENT CMAC06WR_19 

7 in applied linguistics FIELD CMAC07LI_15 

8 in a general way MANNER CMAC06SP_14 

9 in the 21st century TIME CMAC14ME_1 

10 
get in the way of practicing 

English 

SEGMENTATION CMAC09SP_16 

11 - PURPOSE - 

Table 21: Examples of the preposition in in different senses 

 

As illustrated above, in in both corpora was categorized with reference to their image 

schemata. Restricted by the similar research subjects, most nouns collocating with in 

are about language teaching and learning, but they have different denotations. For 

instance, in China occurs almost in each text. China is a concrete place. Hence, in in in 

China is primary. Regarding the properties of nouns, the preposition in items were 

categorized. Learning English compositions is a noun phrase, which means a thing that 

happens, so it is regarded as EVENT sense. It is worth noting that some phrases, such as 

in English teaching (CMAC10SP_4) or in writing (CMAC09WR_15), function as a 

gerund, and they are static. Accordingly, it is seen as CONTENT sense. After the semantic 

classification, the number and frequency of various in from both corpora are 

demonstrated with Chi-squared test in Table 22. 
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   Corpus 

 

Degree 

CMAC CDAC 
Chi- 

square 
df p 

No. Freq. No. Freq. 

no 90 9.79% 159 8.61% 1.043a 1 .307 

least 218 23.72% 404 21.89% .017a 1 .897 

weak 479 52.12% 1043 56.50% 4.754a 1 .029* 

strong 132 14.36% 240 13.00% 0.978a 1 .323 

most 0 - 0 - - - - 

*p < .05 

Table 22: The number and frequency of the preposition in entries by the degree of 

metaphoricity  

 

As shown in Table 22, in regard to the distribution of degree of metaphoricity, both 

master and doctorate groups share several similar key features. Put specificially, the 

frequency of literal sense (degree: no) is the lowest in both corpora, less than 10%, 

while the number of weak in occurs the highest, thus taking half of the total. This 

indicates that, in most occasions, Chinese learners are inclined to use the metaphorical 

in. In the metaphorical sense, the frequency of weak in in both CMAC and CDAC has 

the highest proportion, with being greater than 50%, which is obviously higher than the 

one in other degrees. The high proportion of weak in has the following possible reasons: 

firstly, weak degree includes SITUATION, NUMBER, CONTENT, FIELD sense. That is to say, 

four out of eleven senses are weak. In these four senses, apart from SITUATION sense, 

the landmark of CONTENT, FIELD, NUMBER senses are two-dimensional. Secondly, the 

usage of weak in is also influenced by the research topic, so students use NUMBER, 

CONTENT or FIELD words, e.g., in the study, in the context. From the perspective of LM’s 

dimension, Chinese learners appear to use more two-dimensional in, rather than its 

prototype: three-dimensional. Put it differently, in is two-dimensionalized in Chinese 

learners’ English academic writing. However, the other variables of image schemata, 

such as inclusion and state, have not changed. 

Surprisingly, in both corpora, the strong in accounts for about 15% and even there 

is no items on the most in. The results confirm that Chinese English-major students 

overuse in with a low level of metaphoricity, even advanced learners use the most 

metaphorical in rarely, which is obviously lower than that in other degrees. The image 

schema of most in is far from container schema, where TR are non-inclusive in LM. It 

means Chinese learners have no difficulties in understanding the central geometric 
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meaning of the far preposition in, but the extensional usage of the preposition in. It is 

identical with Wu and Gao’s (2021: 99) finding that Chinese non-English major 

students overuse the prototypical semantic entries and the low-level metaphorical 

entries. Kang and Yu (2014) analyzed the possible reason that the form of prepositional 

usages produced by Chinese students is monotonous, arguing their usage of in 

interferenced by Chinese thinking model. This is a major finding in my data analysis. 

Furthermore, in order to ensure the reliability of the comparison, Chi-squared test 

between the two groups were also conducted. According to the result of the Chi-squared 

test, there is a significant difference between the two groups in the weak degree (p < 

.05). In the weak degree, it is obvious that doctorate students use relatively weaker in 

than the master group. It demonstrates that, for master students, the ability of using 

weak in is weaker than the doctorate students. However, there is no great difference in 

the other four degrees (p > .05). This phenomenon suggests that the level of education 

can be a factor that influences the usage of the two-dimensional weak in. Specifically, 

in the process of mapping in learners’ cognition, the higher the English level is, the 

more two-dimensional the landmark is. It is also partly supported by Pang’s (2017) 

claim that the usage of metaphorical semantics of in is relevant with L2 English 

proficiency. In attempting to have a specific understanding of the weak in, the number 

and frequency of SITUATION, CONTENT, FIELD and NUMBER senses are compared in 

Table 23. 

 

Corpus 

 

Degree 

CMAC CDAC Chi- 

square 
df p 

No. Freq. No. Freq. 

SITUATION 24 5.01% 115 11.03% 14.313a 1 .000*** 

NUMBER 13 2.71% 10 0.96% 6.759a 1 .009*** 

CONTENT 356 74.32% 776 74.40% 0.001a 1 .974 

FIELD 86 17.95% 142 13.61% 4.853a 1 .028* 

Total 479 100% 1043 100% - - - 

***p < .01; *p < .05 

Table 23: The number and frequency of the preposition in in the weak degree 

 

In line with the statistics in Table 23, the number of in in SITUATION (p < .01), NUMBER 

(p < .01), and FIELD senses (p < .05) are significantly different among the two groups. 

In respect of the degree of metaphoricity, it is surprising to find that the number of 
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CONTENT sense accounts for the largest proportion in both groups, about 75%, which 

means both master and doctorate students use CONTENT in most frequently. In the 

CONTENT sense, the landmark of image schema is two-dimensional and bounded. It 

largely lends support to the aforementioned conclusion that in is two-dimensionalized 

in Chinese learners’ academic writing. 

Considering the distinctive features between the two groups in detail, for the 

doctorate group, the number of SITUATION in is higher than the master group. It has 

been previously in Subsection 4.3.3 described that the landmark of SITUATION in is 

three-dimensional, unbounded and abstract. It indicates that doctorate students are 

inclined to use more in with abstract and unbounded landmark. Meanwhile, master 

students use more FIELD sense, whose landmark is relatively concrete and bounded. 

Therefore, taking into account the findings from FIELD and SITUATION senses, we can 

infer that level of education impacts the abstraction and boundary of LM in learners’ 

cognitive mapping. 

How the degree of metaphoricity is measured has been discussed in Chapter 4. Also, 

the value of each sense of the preposition in was graded (see Table 12). Considering all 

the given values, the average metaphorical value of each corpus can be measured as a 

whole. The following formula illustrates how we can assess the average value of 

metaphoricity quantitatively: 

metaphoricity =
V0 ∗ N0 + V1 ∗ N1 + ⋯ Vn ∗ Nn

N0 + N1+. . . Nn
 

(N-the number of in in each sense; V-the value of metaphoricity) 

 

The average degree of metaphoricity is the quotient of the value of metaphoricity of 

each corpus and the sum number of the preposition in. With the above mathematical 

formula, the average degree of metaphoricity of the two corpora is presented. (Table 24) 

 

Corpus CMAC CDAC 

Sum of value of metaphoricity 6.138 12.309 

No. of citations 919 1.897 

Average value of metaphoricity 6.680 6.490 

Table 24: The average value of metaphoricity of the preposition in in each corpus 

 

With the results demonstrated in Table 24, the average metaphoric value of the 

preposition in across the corpora is 6.68 and 6.49, respectively. According to the 
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statistics, the average value of the two groups is greatly similar, both ranging between 

6 and 9. Accordingly, in terms of gradient metaphoricity, both of the corpora are weakly 

metaphorical. 

5.2. Collocation 

Linguistic structures contribute to the predication of metaphorical meanings (Dunn 

2013; Feng 2020). In syntactic analysis, collocation is referred to as a word 

combination, which is an important indicator for predicting the co-occurrence of one 

pattern (Feng 2020). Based on the datasets retrieved, this section will look at the 

distinctive features of Chinese learners’ use of in with regard to collocation distribution, 

illustrating these features by comparing CMAC and CDAC. 

 

Pattern Example 

Noun+Preposition+Possessive Pronoun + Noun moments in our history 

Noun+Preposition+Noun light in Moscow  

Preposition+Conjunction+Preposition+Preposition+Noun in and out of Government 

Preposition+Article+Noun in the battle 

Noun+Preposition+Article+Noun power in the world 

Pronoun+Preposition+Article+Noun we in the Conservative 

Verb+Preposition+Noun omitted in delivery 

Adverb+Preposition+Noun sometimes in danger 

Verb+Preposition+Preposition+Article+Noun caught up in the problems 

Verb+Preposition+Article+Adjective+Noun result in a further decline 

Noun+Preposition+Article+Adjective+Noun groups in the European 

Parliament 

Noun+Preposition+Adjective+Noun expertise in this country  

Verb+Preposition+Possessive 

Pronoun+Adverb+Adjective+Noun 

provided in his powerfully 

argued speeches  

Preposition+Possessive+Pronoun+Adjective +Noun in their two electoral 

avalanches 

Article+Noun+Preposition+Noun the situation in Angola  

Possessive Pronoun+Noun+Preposition+Noun  their way in Angola  

Noun+Preposition+Possessive Pronoun+Adjective+Noun headway in its current 

offensive  

Preposition+Noun in Angola  

Possessive Pronoun+Noun+Preposition+Article+Noun our heads in the sand 

Preposition+Adjective+Noun in other words 

Pronoun+Preposition+Noun We in Britain 

Noun+Preposition+Adjective statement in which 

Adverb+Preposition+Article+Adjective+Noun especially in the troubled 

area  

Article+Noun+Preposition+Article+Noun The men in the Soviet  

Noun+Preposition+Noun+Preposition troops in order to  

Preposition+Article+Noun+Preposition in the hope of 

Table 25: Concordance colligation pattern of in from Wahyuningsih (2021: 14) 
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According to Wahyuningsih (2021: 14), the preposition in has 26 concordance 

colligation patterns. As a central part of data analysis, this subsection mainly explores 

the frequently occurring in patterns in the retrieved corpora. As mentioned in 

Subsection 2.3.2, in the light of meaning-orientation, prepositions can be classified into 

free prepositions and bound prepositions. This part will investigate the syntactic 

behaviour of in as a free and bound preposition, respectively. As a free preposition, 

with the aid of Antconc, the regular collocations: [in+noun] and [in+the+noun+of] in 

each corpus are illustrated; Mutual Information is employed in the constructions 

[verb+in] and [in +doing sth.], where in is used as a bound preposition. Here the inter-

relationship between lexemes and grammatical slots is described.  

As mentioned previously (see Table 21), the preposition in occurs mostly in the 

collocation [in+noun], where the nouns are of great diversity. To exemplify the sort of 

alikeness and contrast, the top 15 nouns with the highest frequency from the two 

corpora have been listed in Table 26. 

Table 26 provides an overview of the construction [in+noun] in both corpora. Due 

to topics in the same research fields, both corpora share some similarities. Specially 

speaking, in this/the study occur most frequently, amounting to about 110 in both 

corpora. Process, which is three-dimensional and abstract, ranks the second place, with 

the CMAC showing 89.97 and the CDAC 52.88, but it usually occurs in the 

construction in the process of, which will be mentioned in Table 27. Most of the words 

in the 3rd to 15th place are the two-dimensional CONTENT sense. These words are relevant 

to the research topic, e.g., in oral English, in language reading, in the field, in this 

chapter, in this thesis/dissertation. It reproves the aforementioned research result 

obtained in Table 23 that in is two-dimensionalized in academic writing. Moreover, in 

the foregoing research, FIELD sense and CONTENT sense are weak with reference to the 

degrees of metaphoricity. That is to say, the most frequent nouns in [in+noun] 

construction are weakly metaphoric for Chinese English-major learners. 

Nonetheless, most words, such as course, chapter, English are physically referred to 

as “containers”. It indicates, for Chinese learners, the usage of the preposition in is 

closely related to physically grounded meanings. 
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 CMAC CDAC 

Rank Top Nouns Freq. Sense Top Nouns Freq. Sense 

1 this/the study 106.61 CONTENT this/the study 114.77 CONTENT 

2 the process 89.97 EVENT the process 52.88 EVENT 

3 oral English 52.38 FIELD the classroom 39.19 PRIMARY 

4 
English 

reading 
51.15 CONTENT the context 36.94 CONTENT 

5 
language 

learning 
48.68 CONTENT this chapter 34.51 CONTENT 

6 
English 

corner 
47.45 PRIMARY 

this 

dissertation 
33.94 CONTENT 

7 
college 

English 
45.99 CONTENT the use 32.63 EVENT 

8 this way 44.99 MANNER this way 31.69 MANNER 

9 the classroom 41.91 PRIMARY the case 27.19 EVENT 

10 
second 

language 
38.82 CONTENT the field 25.69 FIELD 

11 the field 36.98 FIELD English 25.13 FIELD 

12 the course 36.36 EVENT the form 24.57 MANNER 

13 this chapter 35.13 CONTENT this sense 24.38 CONTENT 

14 this thesis 35.13 CONTENT 
language 

learning 
23.44 CONTENT 

15 
experimental 

class 
33.89 EVENT this section 23.07 CONTENT 

Table 26: The 15 most frequent nouns in the construction [in+noun] across the two 

corpora (pro 10.000 words) 

 

In the process of data collection, besides the commonly used construction [in+noun], 

another construction [in the noun of] also occurs frequently in the corpora. The typical 

examples in the corpora are demonstrated in Table 27. 
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Left context Node Right context Corpus 

The questionnaire was collected in the form of usual class activity. CMAC 

most studies are conducted in the context of foreign countries, CMAC 

Later in the course of the development of ESP CMAC 

Definition of feedback in writing in the area of teaching and learning CMAC 

reading and writing in the development of all communications skills CMAC 

native language will be transferred in the process of article acquisition. CDAC 

with little difference in the use of  some specific strategies. CDAC 

The difficulty in the acquisition of the unaccusative verbs CDAC 

- In the field of L2  CDAC 

- 
In the case of highly structured 

questionnaires 

CDAC 

Table 27: KWIC concordance for the construction [in the noun of] in each corpus 

 

Table 27 exemplifies the nouns in the construction [in the noun of]. Next, the 

association of the nouns in this pattern will be measured with Mutual Information. 

Mutual Information (MI score) is one of the oldest collocation measures frequently 

employed in Computational Linguistics (Stefanowitsch 2020: 226). The higher the 

value is, the stronger the collocational association. In order to have an accurate 

judgement of the collocation association, Feng (2020: 83) graded the five scales of 

collocational strength: 

Group 1: weak associations which have an MI score ranging from 3.00 to 3.99; 

Group 2: weak moderate associations which have an MI score ranging from  

4.00 to 4.99; 

Group 3: moderate associations which have an MI score ranging from 5.00 to 6.99; 

Group 4: strong moderate associations which have an MI score ranging from  

7.00 to 7.99; 

Group 5: strong associations which have an MI score greater than 8. 

To address the collocational association of construction [in the noun of] from the 

statistical consideration, I retrieved nouns with the highest MI score in this pattern, as 

Hunston (2002: 71) offered that two items are considered to be collocates if the MI 

score is 3 or higher, so Table 28 displays the top 10 nouns whose MI scores are at least 3.  
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 CMAC CDAC 

Rank Noun MI-score Sense Noun MI-score Sense 

1 form 4.740 MANNER form 4.541 MANNER 

2 use 4.740 EVENT use 4.476 EVENT 

3 process 4.648 EVENT acquisition 4.433 EVENT 

4 field 4.615 FIELD process 4.418 EVENT 

5 area 4.603 FIELD development 4.421 EVENT 

6 course 4.558 EVENT field 4.394 FIELD 

7 case 4.499 EVENT case 4.312 EVENT 

8 development 4.477 EVENT course 4.258 EVENT 

9 context 4.310 SITUATION context 4.192 SITUATION 

10 study 1.872 CONTENT study 2.952 CONTENT 

Table 28: The 10 nouns with highest MI scores in the construction [in the noun of] across 

the two corpora 

 

As shown in Table 28, surprisingly, all the top 10 nouns and their MI are almost 

identical in both corpora. In other words, CMAC and CDAC share more universals. To 

be specific, in both corpora, in the form of has the highest MI-score, with 4.740, and 

most of the words ranking from the second to tenth (use, process, course, case, 

development, acquisition) belong to EVENT sense. The results appear to confirm that the 

nouns in the construction [in the noun of] are EVENT sense, which are least 

metaphorical. 

In addition to the collocation with nouns, the preposition in, as a bound preposition, 

also collocates with verbs. With the aid of Antconc, the typical examples and the top 

15 collocations with the highest MI scores in the construction [verb+in] are listed in 

Table 29 and 30. 
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Left context Node Right context Corpus 

he could not persist in working his pretreated study plans. CMAC 

they come from or live in the different dialects regions. CMAC 

students could hand in their first writing on paper the next time. CMAC 

errors occur in the formulator, CMAC 

Participants were asked to fill in a biographical form. CMAC 

they persevere in the face of adversity. CDAC 

although they major in both English and journalism. CDAC 

The meaning does not reside in objective reality. CDAC 

PBL allows the students to engage in a process of struggle. CDAC 

The above instructions may result in a loss of marks. CDAC 

Table 29: KWIC concordance for the [verb+in] construction in each corpus 

 

As shown in Table 30, both the CMAC and CPAC corpora display a similar trend from 

the consideration of the strength of the collocational association. According to Feng’s 

classification, no verbs are strongly associated with the preposition in. Most 

collocations range from moderate (5.00-6.99) to weak moderate (4.00-4.99). For 

instance, both participate in and major in are in the moderate group; In the weak 

moderate group, engage in, result in, fill in, root in, succeed in, immerse in and lack in 

emerge in both of the corpora. Most verbs in (weak) moderate association are action 

verbs. It concludes that action verbs appear to constitute with in in the construction 

[verb+in]. 

Furthermore, notwithstanding different meanings and types of verbs, these words 

collocate with the nouns, whose image schemata tend to be a container, such as the 

constituent words of live in, lie in are concrete place, lack in and root in constitute with 

nouns about field. That is to say, notwithstanding various verbs, these constituent nouns 

are container-related words. It indicates, for Chinese learners, the imageability of a 

phrasal verb is significantly more influenced by preposition imageability than by the 

imageability of verbs in the construction [verb+in]. It gives evidence to affirm 

Lindstromberg’s (2022: 7) submission that “preposition imageability accounts for 

considerably more phrasal verbs imageability than verb imageability does”. 
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 CMAC CDAC 

Rank Verb 
MI-

score 

Verb 

Type 
Verb 

MI-

score 

Verb 

Type 

1 major in 5.257 state persevere in 5.135 action 

2 succeed in 5.257 action converge in 5.135 state 

3 persist in 5.257 action reside in 5.135 state 

4 immerse in 5.257 action major in 5.094 state 

5 live in 5.257 action enroll in 5.028 action 

6 lie in 5.146 state participate in 5.024 action 

7 participate in 5.126 action immerse in 4.924 action 

8 root in 4.842 action engage in 4.932 action 

9 engage in 4.817 action root in 4.897 action 

10 result in 4.755 action lie in 4.886 state 

11 join in 4.520 action result in 4.623 action 

12 fill in 4.257 action succeed in 4.457 action 

13 lack in 3.987 state fill in 4.033 action 

14 hand in 3.935 action originate in 3.887 action 

15 occur in 3.594 action lack in 3.733 state 

Table 30: The 15 verbs with highest MI scores in the construction [verb+in] across the two 

corpora 

 

It is not only [verb+in] construction, but the preposition in that constructs the gerund 

phrases. To exemplify this sort of construction, all the gerunds in the data were 

retrieved, some of which are listed in Table 31. In the process of data selection, all the 

in in fixed collocations, were deleted, but phrasal verbs were still preserved. After this, 

the MI is also measured through Antconc, whose results are found in Table 32. 
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Left context Node Right context Corpus 

… strategies as frequently as the can in learning English… CMAC 

the mind or feelings play any part   in determining behavior. CMAC 

more fundamental than metaphor in shaping our thinking and 

behaviors. 
CMAC 

the degree of ease or difficulty in acquiring the L2. CMAC 

…is effective in improving students’ writing. CMAC 

memory plays a ciritcal role in shaping emotions CDAC 

learning strategies to be critical in promoting learner autonomy CDAC 

As for the inefficiency of recasts in eliciting immediate responses CDAC 

PBL also played a great role in fostering collaborative learning CDAC 

Table 31: KWIC concordance for the construction [in+doing sth.] in each corpus 

 

 CMAC CDAC 

Rank Verb 
MI-

score 

Verb 

Type 
Verb 

MI-

score 

Verb 

Type 

1 determining 4.142 action shaping 4.272 action 

2 shaping 4.087 action pronouncing 4.135 action 

3 activating 3.772 action promoting 4.089 action 

4 dealing 3.520 action eliciting 3.862 action 

5 enhancing 3.383 action handling 3.812 action 

6 achieving 3.257 action categorizing 3.720 action 

7 constructing 3.158 action judging 3.706 action 

8 acquiring 3.125 action helping 3.691 action 

9 promoting 3.087 action determining 3.609 action 

10 expressing 2.909 action fostering 3.577 action 

11 helping 2.772 action dealing 3.534 action 

12 improving 2.764 action improving 3.466 action 

13 using 1.692 action explaining 3.412 action 

14 working 1.510 action performing 3.327 action 

15 reading 1.366 action adopting 3.300 action 

Table 32: The 15 gerunds with highest MI in the construction [in+doing sth.] across the 

two corpora 
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In Table 32, there are similarities between CMAC and CDAC. Shaping has the highest 

MI score in both corpora, which indicates shaping is strongly attracted to the slot 

[in+doing sth.], and determining, dealing, promoting and improving are also strongly 

attracted. Besides, it can be found that, in terms of verb types, all the verbs in the 

construction [in+doing sth.] tend to be action verbs.  

Nonetheless, there are still differences between the two groups. To be specific, in 

CMAC, determining and shaping are weak moderate. Seven words: activating, dealing, 

enhancing, achieving, constructing, acquiring, promoting range from 3.00 to 3.99; in 

CDAC, shaping and pronouncing belong to weak moderate, and other 12 words range 

from 3.00 to 3.99. It means, on the whole, the value of the doctorate group is higher 

than the master group. That is to say, the construction [in+doing sth.] occurs more 

frequently in the doctorate group than in the master group. This result suggests that level 

of education, to some extent, affects the density of the construction [in+doing sth.].  

5.3. Summary 

This chapter aims to answer the third research question. It has offered an account of 

semantic senses and syntactic behaviours of the preposition in from a corpus-based 

perspective, thereby exploring how these senses emerge and collocate in context. With 

a corpus-based approach, Section 5.1 examined the preposition in from the semantic 

perspective. Overall, the degree of metaphoricity of each corpus belongs to weak 

degree. In both CMAC and CDAC, Chinese English-major students overuse in with a 

low level of metaphoricity, even advanced learners use the most metaphorical in rarely. 

The weak in has the highest proportion, which suggests in is two-dimensionalized in 

academic writing. Additionally, the level of education can be a factor that influences 

LM’s dimension, abstraction and boundary in the process of cognitive mapping. 

Section 5.2 looked at the constructions of the preposition in: [in+noun.], [in 

+the+noun+of], [verb+in], [in+doing sth.] on the syntactic level. As a free preposition, 

the most frequent nouns in [in+noun] construction are weakly metaphoric for Chinese 

English-major learners, whilst the nouns in the construction [in the noun of] are EVENT 

sense, which are least metaphorical. When the preposition in functions as a bound 

preposition, action verbs are inclined to be used in the construction [verb+in] and [in 

doing sth.] in both master and doctorate groups. Besides, for Chinese English-major 

learners, the imageability of a phrasal verb is significantly more influenced by 
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preposition imageability than by the imageability of verbs in the construction [verb+in]. 

The next chapter will continue to investigate in from cultural and philosophical 

perspectives. 
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6. Qualitative Analysis in Cultural Comparison 

This chapter revolves around the analysis of the preposition in from cultural and 

philosophical perspectives. Section 6.1 will specify the divergent usages of the 

preposition in produced by Chinese English-major learners with CIA. In Section 6.2, 

the Chinese equivalence: zai…li (在…里) of the preposition in will be investigated, 

whose primary and metaphorical senses will also be explained with the corresponding 

image schemata. Section 6.3 will discuss the universality and variation of spatial 

metaphors and explain it on the basis of Embodiment philosophy. 

6.1. Preposition Divergence 

In the process of manual identification (see Subsection 3.4.3), some divergent usages 

of in were excluded. However, these divergences are still seen as worthy of academic 

attention. Thus, from the corpus data, different divergences of in by Chinese English-

major learners are exemplified and discussed with CIA. 

In this context, divergence refers to “choices of prepositions that may be regarded 

as non-standard, in the sense that the contextual senses are not listed in the general 

dictionaries of English” (Nacey and Jensen 2017: 284). Instead of error, divergence 

may be a common phenomenon for one group in different varieties of English. 

Divergences are part of the learning process that eventually contribute to the actual 

usage of a language, as they enable the understanding or exploration of foreign 

language learners’ cognitive process. Thence, in order to have a good understanding of 

learners’ cognitive processes, it is necessary to do a divergent analysis. 

The preposition in was defined as a divergence on the ground whether the 

collocations in contexts are lexicalized in contemporary English dictionaries, such as 

MED. Seemingly, Chinese English-major students who have studied English for a long 

time have no difficulty in using the preposition in. However, there are still some 

divergences that were found in the Chinese corpora. After reading through all the items 

on it, specific examples from each corpus are employed to explain the reasons behind 

the divergences from Chinese learners. 

Examples: 

• Divergence: … affecting English reading comprehension in 

Metacognition’s perspective (CMAC06RE-17.txt) 
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Dictionary: from Metacognition’s perspective 

• Divergence: … different definitions on reading in different 

perspectives   (CMAC06RE-17.txt) 

Dictionary: from different perspectives 

• Divergence: … English fossilization are discussed in two perspectives 

(CMAC14SP-9.txt)  

Dictionary: from two perspectives 

• Divergence: … have studied this phenomenon in different 

perspectives (CMAC14RE-6.txt)  

Dictionary: from different perspectives 

 
In the above phrase from…perspective, some learners confused in and from. Despite 

only a few examples, it cannot be denied that such a situation exists. Perspective is an 

abstract noun, which means a way of thinking. It cannot be regarded as a container 

schema. The image schema of from can be shown in Figure 57: the path of from is 

dynamic and the trajectory moves from the landmark to the reference, while the image 

schema of the preposition in is inclusive. The difference of image schemata explains 

why some Chinese learners confused from with in. It can be inferred that these learners 

confuse the image schema of from…perspective as a container image schema. 

 

 

Figure 57: The image schema of from  

 

Besides, some learners misused at and in. 

Examples: 

• Divergence: … This part, mostly processing in theoretical and 

hypothesis level (CMAC13ME-17.txt)  

Dictionary: at theoretical and hypothesis level 

• Divergence: … in ESP teaching in the tertiary level of English 

teaching in China (CMAC14ME-1.txt)  

Dictionary: at the tertiary level of 

• Divergence: … even fewer in the secondary level (CPhD12-03.txt)  

Dictionary: at the secondary level 

• Divergence: … the reform of College English is widespread in all 

levels of tertiary education (CPhD14-03.txt)  

Dictionary: at all levels of 
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• Divergence: … The popularity of CLT has been witnessed in every 

level of ELR in China. (CPhD14-03.txt)  

Dictionary: at every level of 

• Divergence: … the research questions set in the very beginning 

(CPhD12-03.txt)  

Dictionary: at the very beginning 

 
In the above examples, the divergent usage of in is monotonous. In is wrongly 

substituted for at. The most frequently committed divergences are in the phrases: 

in...level. One might be wondering why Chinese learners still commit errors in 

contempt of their high English proficiency. According to the study of Li and Liu (2022), 

the confuse of the prepositions in, on and at is a common mistake committed by Chinese 

learners. In order to investigate the in-depth reasons, the difference among in, on and 

at in English are analyzed from a semantic perspective: concerning their primary 

senses, their explanations from Macmillan English Dictionary (2007) are listed as 

follows: 

In: used for showing where sb. or sth. is (inside a container, room, building,  

vehicle etc.)  

On: touching a surface or an object (touching and supported by the top surface  

of sth.) 

At: used for stating where sb. or sth. is (in a particular place) 

Some examples are also taken from the dictionary: 

In: in the sitting room/ in Dad’s car 

On: on the kitchen table/ on his arm 

At: at the main entrance/ at 23 Brookfield Avenue 

According to the explanations and examples above, in, on and at are used as 

prepositions of place in the primary sense, indicating the relative relationship between 

two objects. Even though the three prepositions share similarities, the LMs from their 

image schemata are different: the LM of in is a three-dimensional container, such as 

room and building; the landmark of on is usually the top surface, which is viewed as 

two-dimensional; at is used for describing a particular place, which is regarded as a 

point. Their relationship of the three prepositions can be shown in Figure 58. 
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Figure 58: The landmarks of the prepositions in, on and at 

 

Figure 58 visually displays the landmarks of in, on and at. Suppose the landmark of the 

preposition in is a room, the phrases: in the room, on the floor and at the corner are 

used to describe the room, one surface of the room and a particular corner in this room, 

where room is three-dimensional, floor is two-dimensional and corner is a point, which 

is zero-dimensional.  

Besides prepositions of place, all three prepositions are considered as prepositions 

of time. Their relevant explanations and examples are also extracted from the 

Macmillan English Dictionary (2007). 

In: used for showing when sth. happens (during a particular period, year, month,  

or season, or during a part of the day) 

On: used for stating the day or date when sth. happens 

At: used for stating the exact time when sth. happens 

Examples: 

In: in 1956/in winter/in the 1920s 

On: on Wednesday/ on the 27th of November 

 At: at the moment/at the time/at the beginning/end of sth. 

From the above explanations, in shows an approximate time when something happens, 

such as a period of time; on indicates one day; at is used for describing a particular 

time. Since time is one-dimensional, one timeline, referring to time preposition, is 

employed to explain the relationship among the three words. 

 



165 

 

 

Figure 59: The prepositions in, on and at in timeline 

 

In the above time axis, the time period of in is longer than on and at, and on is longer 

than at. At, to some extent, is only a time point. It can be concluded that, no matter from 

a temporal and spatial perspective, the range and dimension of in is relatively broader 

than on and at, and at indicates a temporal or spatial point. The distinction between in, 

on and at is obvious. However, why do Chinese learners make divergences on it? Three 

possible reasons are observed here: 

The first reason is that the mapping of prepositions in Chinese learners’ cognition is 

interfered by Chinese. As Gong (2007) noted, Chinese students find it difficult to 

exactly pair English prepositions with their Chinese translations, so they learn various 

prepositions items by rote, which causes an excessive number of unprincipled meanings 

in their minds. In addition, Zhang (2010) also proposed that Chinese learners rigidly 

match the semantics of English and Chinese. Chinese is usually used as a medium by 

students, which may result in incorrect comparisons between English and Chinese. In 

Chinese, there are overlapping equivalences for in-on-at. (See Table 33)  

 

English Chinese (spatial) Chinese (temporal) 

In (在)...里/中 (zai...li/zhong) 在(zai) 

On (在)...上/里 (zai..shang/li) 在(zai) 

At (在)...上/里 (zai..shang/li) 在(zai) 

Table 33: The equivalent words of in-on-at in Chinese 

 

In spatial senses, both on and at can be translated as zai...li (在...里) and zai...shang  

(在…上); in temporal senses, their equivalent Chinese meanings are same, meaning zai 

(在), which results in the confusion of the three prepositions. It manifests the unique 

language transfer mechanism in the relational semantic structure of spatial prepositions 

are not only affected by their inter-language equivalents but also their semantic 

matchings. It also provides evidence for “concept transfer” proposed by Jarvis and 

Pavlenko (2008). “Concept transfer” refers to the comprehension of categorization for 
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container concepts in the mother tongue with a positive or negative effect on the usage 

of the spatial preposition in in English learning. The similarities and differences of 

categorized interlanguage influence the usage of the preposition in by Chinese learners. 

Similar features have positively transferred while the different features are negatively 

interferenced. 

Secondly, the perceptual salience, regarding the image schemata of the preposition 

in is different between Chinese and English. Perceptual salience is regarded as the first 

characteristic of the visual stimulus, which gives access to the cognitive prominence 

(Itti and Koch 2000; Kerwill and Williams 2002). It is also “an intrinsic feature of 

linguistic forms”, which is grounded on the physical features ( Hanulíková and 

Carreiras 2015; Blumenthal-Dramé et al. 2017). Salience gives rise to the variations of 

the metaphorical meanings of the preposition in in different cultures. As previously 

mentioned, the distinctions of prepositions in English, lie in the geometric dimension 

of LM. The LM of the primary sense of at is a point, indicating a small place, e.g., at 

hand; the LM of proto-scene of on is a contact surface, such as on board, on a ship, in 

is described as a cube. To support this idea, Wang (2001: 317) explained the 

consistency between at-on-in and “point”- “plane”- “cube” by outlining other 

metaphorical senses, which follows the system of mapping to form a micro-system. For 

example, in time sense, at indicates a point in time; on constituting with day or period, 

longer than at; in means the longer length of time. The prototypical senses of most 

prepositions are closely related to the LM’s dimension. However, in Chinese, attention 

is paid to the relative relationship between TR and LM rather than the dimension of 

LM. Put it another way, the salience is mostly on the relative position of TR and LM, 

which is inclusive or non-inclusive. The spatial relationship in Chinese is described 

based on the approximate position between LM and TR. Hence, restricted by the fuzzy 

understanding of LM, it is difficult for Chinese learners to comprehend spatial 

prepositions in English (Tang 2018). It also signifies that building the characteristics of 

image schema in Chinese learners’ cognition is an important prerequisite for 

understanding the metaphorical senses in English. 

The third reason is that, in the process of learning prepositions, Chinese learners tend 

to attach more importance to their grammatical functions than their semantic meanings. 

Since students consider the prepositional meanings as a regulated form, they fail to find 

the principled mapping between the source domain and the target domain (Wang 2001). 

Zhang and Liu (2013) found that the vocational students take prepositional phrases as 

https://www.researchgate.net/profile/Alice-Blumenthal-Drame
https://www.researchgate.net/profile/Alice-Blumenthal-Drame
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fixed collocations and memorize writing models by rote. It implies the semantic 

features of prepositional senses are ignored by Chinese learners. 

To sum up, some partial differences that are wrongly considered lead to negative 

transfer from the mother tongue. As Tang (2018: 47) stated, “similar spatial concepts 

between Chinese and English may facilitate the learning of English prepositions and 

different spatial concepts between these two languages may interfere with the learning”. 

Students’ lack of ability to identify differences also impairs positive transfer from their 

mother tongue. This difference can also be projected into culture, which will be 

discussed in the subsequent sections. 

6.2. A Comparative Study to the Preposition in and its Chinese 
equivalence 

This section identifies negative transfer from the mother tongue as the main reason for 

the divergences for Chinese learners. It compares the similarities and differences 

between Chinese and English. To do this, the equivalent word of the preposition in in 

Chinese is examined with the comparative method. 

6.2.1. The Interpretation of in in Chinese 

The equivalence of the preposition in in Chinese is still controversial. In CNKI, the 

preposition in and its Chinese equivalences are categorized into three types, namely zai 

(在), li (里) and zai...li (在...里). Most scholars asserted that zai (在) is the equivalent 

word of the preposition in in Chinese while others argued that li (里) and zai...li (在...

里 ) can also be regarded as the corresponding ones. The divergent positions are 

explained as follows. 

 Zai (在) 

Most researchers held the view that zai (在) is conceived as the equivalent word of in 

in Chinese, and this preposition has over time enjoyed the scholarly attention of Chinese 

grammarians. Luo (2016: 32-39) compared in and zai (在), finding that despite their 

similar container schema, the semantics of in is richer than zai (在), and this is caused 

by different cultural backgrounds. Zhao (2012) concluded that the similarity between 

in and zai (在 ) is that both are used to describe spatial domain. Different from 

alphabetical English, Chinese is hieroglyphic. For a better understanding of zai (在), 
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the ancient characters Jia Gu and Xiao Zhuan, from which the modern Chinese 

characters originate, are illustrated in Figure 60 below: 

 

    

Figure 60: Jia Gu (left) and Xiao Zhuan (right) of zai (在) 

 

According to Xin Hua Dictionary, the radical meaning of zai (在) is tu (土), indicating 

soil. The original meaning of zai (在) in ancient times was “to live within a house and 

on the land or soil”. In respect to the structure of this word, the word zai (在) means 

“sth. being sustained on the soil”, where land is the two-dimensional flat. In Jia Gu or 

Xiao Zhuan, there is a stick sustained on the land. The proto-scene of zai (在) in Chinese 

is illustrated in Figure 61 thus: 

 

  

Figure 61: The proto-scene of zai (在) 

 

In Figure 61, TR is sustained on one flat of the cube (LM). The relationship between 

LM and TR is non-inclusion, and TR is not a part of LM. Hence zai (在) is only able to 

locate where the TR is. To better understand the word, consider its usage in ancient 

texts as follows. 

<Verbs> 

1. 在,存也。——《说文》 

zai, chun ye. (shuowen) 
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[Zai is to exist.] (The Origin of Chinese Characters) 

父母在,不远游。——《论语·里仁》 

fu mu zai, bu yuan you. (lun yu li ren) 

[Don’t stray far from home when your parents are there.] (The Analects of 

Confucius Liren) 

疾在腠理。——《韩非子·喻老》 

ji zai cou li. (han fei zi yu lao) 

[Your disease has entered into your skin.] (Han Fei Zi Yu Lao) 

<Preposition> 

2. 宜在今日。——《资治通鉴》 

yi zai jin ri. (zi zhi tong jian) 

[It should be today.] (History as a Mirror) 

正在五岳楼下来 ——《水浒传》 

zheng zai wu yue lou xia lai (shui hu zhuan) 

[He is going downstairs from Wu Yue Lou.] (Water Margin) 

<Particle> 

3. 诗酒尚堪驱使在，未须料理白头人。——唐·杜甫《江畔独步寻花》 

shi jiu shang kan qu shi zai, wei xu liao li bai tou ren. (Tang Dufu (Jiang Pan Du 

Bu Xun Hua)) 

[Poetry and wine are still are, without worry about white-haired man.] (Tang Dufu 

(Jiang Pan Du Bu Xun Hua)) 

料想双亲像，他每留在。——《琵琶记》 

liao xiang shuang qin xiang, ta mei liu zai. (Pi Pa Ji) 

[Imagine parents, as if they are still are.] (Pi Pa Ji) 

<Noun> 

4. 吾犹不能之（到）在。——王充《论衡》 

wu you bu neng zhi (dao) zai. (Wangchong (Lun Heng)) 

[There are still some places I cannot reach.] (Wangchong. (Lun Heng)) 

In the ancient texts, though the first word class of zai (在) is a verb, it is also often used 

as a preposition that collocates with nouns to indicate time, place and scope. Zai (在) 

can also be used in modern Chinese: 

<Prepositions> 

5. 在案 zai an [be on record] 

在编 zai bian [be on regular pay roll] 

在场 zai chang [be on the scene] 

https://baike.baidu.com/item/%E7%95%99
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在党 zai dang [be a Party member] 

在位 zai wei [be on the throne] 

<Adverbs> 

6. 正在 zheng zai [under way] 

在建造 zai jian zao [be being built] 

From the above examples, zai (在) in modern Chinese is used as a preposition to denote 

time, situation, etc., and this is mostly interpreted as on and at. In other words, with 

respect to function, both zai (在) and in can be used as prepositions, collocating with 

nouns to project the relationship between two things. However, in the respect of proto-

scene and semantics, zai (在) in Chinese cannot be conceived as the equivalence of in 

in English. 

 Li (里) 

Some scholars proposed that li (里) is the equivalence of in. Zhang (2015: 42-45), using 

a corpus-based approach, compared in and li (里) and highlighted the differences 

between them. Zhou (2014: 50-55) carried out a comparative study of in and out in 

English and Chinese to explain the reasons for their cognitive discrepancy. However, 

he attempted to prove their metaphorical differences but admitted that li (里) in Chinese 

is the equivalent of in. It can be inferred that, from the perspective of semantics, li (里) 

tends to be like in. It is well known that Chinese derives from Oracle, then Jin Wen, Da 

Zhuan, Xiao Zhuan, etc., and Chinese characters keep changing over time. In ancient 

Chinese, Li is the simplified character of guo (裹). According to Xu’s Shuo Wen Jie Zi 

(2001: 170), guo (裹) can be originally interpreted as “something inside of the cloth”  

(裹,衣内也). Later, the meaning of this character developed into “inside of sth”. (引申

为凡在内之称) (Duan 1981: 390). Li (里) in Jin Wen and Xiao Zhuan is illustrated in 

Figure 62. 

 

Figure 62: Jin Wen (left) and Xiao Zhuan (right) of guo (裹) 
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Li (里) looks like a container, and it denotes different borders. In modern Chinese, the 

Chinese character li (里) consists of two parts: tian (田) and tu (土). tian (田) is the 

upper part that represents crops, and tu (土) stands for land. It means li (里) can be 

considered container schema, where the TR is in a three-dimensional container (LM). 

(Figure 63) 

 

 

Figure 63: Proto-scene of li (里) 

 

In Image Schema Theory (Fauconnier 1997), in and li (里) have the same description 

of image schema. As a consequence, li (里) is equivalent to the preposition in in 

English. However, when the word class and grammatical function of li (里) in Xinhua 

Dictionary are examined, li (里) is regarded as a noun, verb, adjective and particle: 

<Noun> 

7. 不属于毛? 不罹于裏?——《诗·小雅》 

bu shu yu mao? bu li yu li? (Shi Xiaoya) 

[I cannot touch the fur, and can’t get it in the leather.] (Poetry, Lesser Odes) 

里,居也。——《说文》 

li, ju ye. (Shuowen) 

[The inside is where people live in.] (The Origin of Chinese Characters) 

于三十里。——《诗·小雅》 

yu san shi li. (Shi Xiaoya) 

[to ride a horse 30 kilometers one day.] (Poetry, Lesser Odes) 

<Verb> 

8. 里仁而美。——《论语·里仁》 

li ren er mei. (Lunyu Liren) 

[Being mercy in your heart is beauty.] (The Analects of Confucius Liren) 
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<Adjective> 

9. 悠悠我里，亦孔之痗。——《诗·小雅》 

you you wo li, yi kong zhi mei. (Shi Xiaoya) 

[Depression causes disease.] (Poetry, Lesser Odes) 

<Particle> 

10. 梅香，你看奶奶做什么里?——元·关汉卿《金线池》 

meixiang, ni kan nai nai zuo shen me li? (Yuan Guanhanqing (Jinxianchi)) 

[Meixiang, what’s grandmother doing?] (Yuan Guanhanqing (Jinxianchi)) 

The examples above illustrate the ancient usage of li (里), but none of them functions 

as a preposition. These examples are considered not persuasive. Some items of its 

modern usages from Xinhua Dictionary are shown below: 

11. 里边 li bian [inside] 

里程 li cheng [kilometre] 

里脊 li ji [tenderloin] 

里应外合 li ying wai he [collaborate from within with forces from outside] 

里里外外 li li wai wai [inside and outside] 

In modern usages, li (里) mostly functions as an adjective, which means inside. It 

should, however, be emphasized in this study that the preposition in collocates with a 

noun as a preposition in one sentence. It demonstrates that li (里) is not a grammatical 

equivalence of the preposition in despite being in the same image schema. 

 Zai...li (在...里) 

The third version is zai...li (在...里). It is also conceived as the equivalent word of the 

preposition in in English. In Chinese, people use both prepositions and locatives to 

indicate the spatial relationship between concepts, while in English, only one 

preposition can express this. This is reflected in the following constructions: 

English: [preposition + noun] 

Chinese: [preposition + noun +locative] 

For instance, the phrase on the table can be interpreted as zai zhuo zi shang (在桌

子上).In Chinese grammar, the construction [preposition+postposition] is defined as 

“circumposition” (Shao 2008). The preposition in in English indicates an inclusive 

relationship, and this is zai...li (在...里) in Chinese. In this structure, zai (在) is a 

https://baike.baidu.com/item/%E5%85%B3%E6%B1%89%E5%8D%BF
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preposition, and li (里 ) is generally a locative. This is obvious in the following 

examples: 

12. 青少年在学校里 qing shao nian zai xue xiao li 

[teenagers...in the school] 

莲英走在队伍里 Lian Ying zou zai dui wu li 

[Lian Ying…in the troop] 

绳子夹在门缝里 sheng zi jia zai men feng li 

[rope...in the crack...] 

陈桂英坐在院子里 Chen Guiying zuo zai yuan zi li 

[Chen Guiying...in the garden...] 

子弹落在圆圈里 zi dan luo zai yuan quan li 

[bullet…in the circle] 

In the above examples, zai...li (在...里) can be directly translated into the preposition in 

in English. In these structures, zai (在 ) functions as a preposition, and li (里 ) 

semantically shows the inclusion relationship between TR and LM. Therefore, 

grammatically and semantically, zai...li (在...里) in Chinese can be considered the 

equivalent of the preposition in in English, but on some occasions, zai (在) and li (里) 

can also be interpreted as in. 

6.2.2. The Comparison of in and zai...li (在...里) 

Even though it has been proven that zai...li (在...里) in Chinese is the corresponding 

word for the preposition in in English, there are some differences between the two 

words due to their different linguistical backgrounds. In this section, the primary sense 

and other metaphorical senses of in and zai...li (在...里) are compared. 

 Primary Sense of zai...li (在...里) 

As mentioned in 4.3.1, the primary sense and proto-scene of the preposition in have 

been identified with the five criteria proposed by Tyler and Evans (2011a). The same 

criteria are equally used to describe the primary sense of zai...li (在...里). The first one 

is “earliest attested meaning”. Through the earliest description of zai (在) and li (里) in 

the ancient Chinese character, its first meaning is “to be located in a bounded scope”. 

In the second, this description dominates the semantic network. All the examples in 

Subsection 6.2.1.3 also refer to in in a bounded space and the primary sense can be 
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extended onto the metaphorical ones. The third criterion is “use in composite forms” 

where zai...li (在...里) collocates with many abstract or concrete nouns. In addition, 

considering “relation to other spatial particles” in Chinese, the locative li (里) and wai 

(外) are in an opposite relationship. Zai...wai (在...外) means being outside. The last 

criterion is the grammatical prediction. Zai...li (在...里) also collocates with a noun, 

which usually can be conceived as a container. It is noted that the primary sense of 

zai...li (在...里) is the same as the preposition in where “TR is static within a three-

dimensional bounded LM”, with both sharing the same container schema, as illustrated 

in Figure 64. 

 

 

Figure 64: Proto-scene of zai...li (在...里) 

 

 Metaphorical Senses of zai...li (在...里) 

In Chinese, the prototypical image schema of zai...li (在...里) can be mapped into five 

domains, namely, PERSON, SITUATION, CONTENT, MANNER and TIME. 

6.2.2.2.1 PERSON sense 

The PERSON sense of the preposition in is not only used to describe the quality of one 

person, but also the parts of the human body in a more abstract way. The LM of its 

image schema is also three-dimensional, and TR moves within the scope of LM. 

(1) Example 

13. 地狱本就在人们的心里。——古龙《边城浪花》 

di yu ben jiu zai ren men de xin li. (GuLong (Bian Cheng Lang Hua)) 

[...in people’s heart...] 

在父母的眼里, ...——罗国安《人与社会的探寻》 

zai fu mu de yan li, ... (Luo Guoan (ren yu she hui de tan xun)) 
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[...in the eyes of their parents...] 

你会发现你的人生其实掌握在自己手里。——易巴巴《易巴巴的精神》 

ni hui fa xian ni de ren sheng qi shi zhang wo zai zi ji shou li. (Yi Baba (Yi Baba 

de jing shen) 

[...in your hands...] 

 

(2) Image Schema 

 

Figure 65: Image schema of PERSON sense of zai...li (在...里) 

 

The spatial structure as the source domain is mapped onto PERSON sense as the target 

domain. The landmarks can be considered xin (heart), yan (eyes) and shou (hand), 

which are all parts of the body. This metaphorical sense of zai...li (在...里) is equal to 

one of the preposition in. 

6.2.2.2.2 EVENT sense 

The image schema of zai...li (在...里) is also mapped into the EVENT domain with a kind 

of method. The LM is also three-dimensional within which TR moves. 

(1) Example 

14. 在战争里，每个人都是邪恶的。—— (二十一世纪报) 

zai zhan zheng li, mei ge ren doushi xie e de ... (21shi ji bao) 

[...in the war...] 

在这场比赛里, 安东尼打出了统治级的进攻表现。—— (搜狐网) 

zai zhe chang bi sai li, an dong ni da chu le tong zhi ji de jin gong biao xian. (Wen 

Hui Bao) 

[...in the competition…] 
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(2) Image Schema 

 

Figure 66: Image schema of EVENT sense of zai...li (在...里) 

 

In these examples, zai...li (在...里) denotes the LM, a kind of EVENT. Besides, in written 

Chinese, we can also use the other synonym: zai...zhong (在...中). For instance, in the 

war can be translated as zai zhan zheng zhong (在战争中) and in the competition as zai 

bi sai zhong (在比赛中). 

6.2.2.2.3 SITUATION sense 

Zai...li (在...里) can also be used in a SITUATION sense, and the LM of SITUATION is 

metaphorized as a three-dimensional container. The SITUATION in Chinese is almost the 

same as the one in English. 

(1) Example 

15. 胜利 1 号人沉浸在成功的喜悦里。——《铁人》 

sheng li 1 hao ren chen jin zai cheng gong de xi yue li. (Tie Ren) 

[...people...in the delight...] 

在最深的绝望里,遇见最美丽的风景。——几米《希望井》 

zai zui shen de jue wang li, yu jian zui mei li de feng jing. (JiMi (Xi Wang Jing)) 

[...in despair...] 

人落在苦海里, ...——樊娟《影响中国的创造》 

ren luo zai ku hai li, ... (Fan Juan (ying xiang zhong guo de chuang zao)) 

[...in the sea of bitterness...]  
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(2) Image Schema 

 

Figure 67: Image schema of SITUATION sense of zai...li (在...里) 

 

All the TRs in the examples are human, who are fully surrounded by a kind of mood or 

atmosphere (LM): 喜悦(xi yue): delight, 绝望(jue wang): despair and 苦海(ku hai): 

bitterness respectively. The TRs are within this type of situation. 

6.2.2.2.4 CONTENT sense 

The circumposition zai...li (在...里) is also used to express a sense of source. The LM 

is a two-dimensional container. 

(1) Example 

16. 各人在这部字典里选择一部分字出来。——朱光潜《文艺心理学》 

ge ren zai zhe bu zi dian li xuan ze yi bu fen zi chu lai. (Zhu Guangqian (Wen Yi 

Xin Li Xue)) 

[...in the dictionary] 

马克思在《资本论》里曾经说,... ——冯定《有关中国民族资产阶级的某些问
题》 

Marx zai (Das Kapital) li ceng jing shuo, ... (Feng Ding (You Guan Zhong Guo 

Min Zu Zi Chan Jie Ji De Mou Xie Wen Ti)) 

[...in the book das Kapital...] 

 

(2) Image Schema 

 

Figure 68: Image schema of CONTENT sense of zai...li (在...里) 
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In this sense, the TRs are quotes or books: dictionary and Das Kapital. The LMs 

regarded as containers are the sources of the TRs. 

6.2.2.2.5 TIME sense 

As in English, time is still regarded as a container in Chinese. However, it is a one-

dimensional LM: 

(1) Example 

17. 在那段日子里,我的记忆丧失。——谭纯武《瑶红》 

zai na duan ri zi li, wo de ji yi sang shi. (Tan Chunwu (Yao Hong)) 

[...in those days...] 

在建国后的三十年里,...——《人民网》 

zai jian guo hou de san shi nian li, ... (Ren Min Wang) 

[...in the 30 years...] 

 

(2) Image Schema 

 

Figure 69: Image schema of TIME sense of zai...li (在...里) 

 

In the time sense, zai...li (在 ...里) can also be interpreted as during. TRs are the 

activities, and they can happen within a period of time. 

Zai...li ( 在 ... 里 ) has fewer metaphorical meanings than English in. More 

significantly, apart from TIME sense, the metaphorical senses of zai...li (在...里) are least 

or weak metaphorical regarding gradient metaphoricity. This phenomenon also 

explains the result of Table 22 and Table 24: Chinese learners tend to use the weak in, 

which results from the transfer of their mother tongue. 

 Difference between in and zai...li (在...里) 

Although in and zai...li (在...里) share the same primary sense and proto-scene, there 

still exist discrepancies between them. With respect to domains, their metaphorized 

mappings are different. The metaphorical senses of the preposition in are TIME, 

PURPOSE, NUMBER, CONTENT, FIELD, EVENT, SITUATION, SEGMENTATION, MANNER, 

PERSON, while those of zai...li (在...里) are only five: TIME, CONTENT, EVENT, SITUATION 

and PERSON. The metaphorical mappings of in in English are fewer than the ones of 
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zai...li (在...里). Not only between Chinese and English, Schmied (2002: 951), in 

respect of the overlapped locative and temporal meaning between English and German, 

found that “whereas in English the preposition in is used all the way, the more temporal 

meanings are covered by bei”. It demonstrates that the metaphorical senses of one 

spatial word cannot be correspondingly mapped onto each other in different cultural 

backgrounds (Tyler 2012). 

In addition, in line with the examples above, the domains of Chinese zai...li (在...里) 

tend to be similar to the primary one. The LMs are only two- or three-dimensional, and 

TR only moves within the domain of LM. With regard to the structures of language, 

the spatial relation should express the circumposition [preposition + locative] in 

Chinese. However, in English, there is no locative. In Chinese, people at first use 

prepositions to locate LM, then use locative to indicate the orientation, while in English, 

only one preposition can express spatial relation. Therefore, the use of prepositions in 

English is much more flexible. Irrespective of their corresponding similarities, zai...li (在

...里) and in are not totally identical in their metaphorical domains and grammatical 

functions. There are more metaphorical senses of in than the ones of zai...li (在...里). 

Besides zai…li (在…里), zai…zhong (在…中), zai…nei (在…内) are also used to 

describe the inclusive spatial relationship in Chinese. The differences between the three 

words lie in the LM. Zai…li (在…里) indicates the concrete three-dimensional 

container, highlighting the inside. For instance, 在家里 (zai jia li): at home, 在教室

里  (zai jiao shi li): in the classroom; zai…zhong (在…中) usually describes the 

abstract LM, such as SITUATION sense and FIELD sense. For instance, 在数学中 (zai 

shu xue zhong): in Mathmatics, 在绝望中 (zai jue wang zhong): in despair; zai…nei 

(在…内) tends to emphasize the boundary of a LM, indicating the interior or the 

inclusion. For instance, 在中国境内 (zai zhong guo jing nei): in China, 在此区域内 

(zai ci qu yu nei): in this area. It is worth mentioning that, in modern Chinese, the 

semantics of spatial words have been neutralized, and these three words, in many 

contexts, can replace each other. In the next subsection, the reasons for the differences 

will be analyzed from a cultural perspective. 
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6.3. Cultural and Philosophical Perspectives to Spatial Metaphor 

This section serves several purposes. The first aims to continue the discussion of the 

characteristics of spatial metaphors I began in Section 2.3. This term is explained 

concerning its universality and variation. The second purpose is to establish the 

relationship between spatial metaphors and cultural models. Thirdly, it strives to 

explain the linguistical phenomenon from a philosophical perspective. 

6.3.1. The Universality and Variation of Spatial Metaphor 

By the analysis of the English in and the Chinese zai...li (在…里), it has been concluded 

that their primary sense and some metaphorical senses have common features, whereas 

certain metaphorical senses are not completely identical. As discussed in Section 2.3, a 

preposition is a part of the categorization of spatial metaphors. In this subsection, the 

two features of spatial metaphors: universality and variation, will be stated. 

 The Universality of Spatial Metaphor 

Lakoff and Johnson (1980[2003]) claimed that spatial metaphors emanate from direct 

physical experience since human beings began to know the whole world from the 

position and motion between humans and objects. Albeit different languages and 

residential environments, people have great physical and cultural commonalities 

(Lyons 1977). Kövecses (2005) made an extensive comparative study of universal 

metaphors across various languages. It suggested that many primary or basic metaphors 

are universal, such as emotion metaphor and time metaphor. According to Horn and 

Breytenbach (2016), spatial metaphors are the extension of the concept of space in the 

physical world. The experience in the natural world, e.g., up, down, in and out and other 

images, are projected into the abstract concept. Consequently, due to similar spatial 

cognition, people have a universal concept for describing time, scope, status, quantity, 

etc. The universality of spatial metaphors is explained below: 

Time. Glucksberg Keysar and Mc Glone (1992: 579) observed that the universality 

of language, and presumably, the universality of thought is “the systematic use of 

spatial terms to describe temporal concepts”. The spatial metaphor is concrete that it is 

possible to understand it through physical experience, while the temporal domain is 

abstract. In daily language use, time is usually considered space, and people use spatial 

concepts to understand the temporal concept. For example, in Chinese, it is usually said 
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that the meeting lasted a long time, and his family traces up to the colonial period in 

English. Therefore, it is the projection of the spatial domain to the temporal domain that 

enables people to understand abstract concepts easily. 

Scope. Space can also metaphorize scope, which is also a type of abstract concept. 

At first, human beings imagine abstract scope as a space entity, so the terms in the 

spatial domain such as point, line, and surface are used to describe the extent of scope. 

Its empirical basis is that people often see themselves as an entity and everyone as a 

container. In our cognition, people convert the abstract (mental activity, mind, etc.) into 

objects. 

Quantity. People use the spatial concept to metaphorize quantity in that the amount 

of quantity is closely relevant with up and down in the real world. For example, with 

the increase of piles of things, the height will go up. This can also be found in the chart 

of a stock price. For example, people use up to describe something good and down for 

something bad in both English and Chinese. 

Social relation. Spatial metaphors are also reflected in social status, hierarchical 

systems and so forth. It is based on this fact that a man’s position in a tribe depended 

on the physical strength that was closely related to the size and height of a body in 

ancient times. In modern society, the higher the status, the greater the power. On many 

occasions, people with high social status tend to be placed in higher positions, whereas 

others are lower. Examples of these are upper class, he has come down in the world, etc. 

State. It is common to find people describe the situation of somebody or something. 

The empirical basis of this metaphor is that people walk upright and work while 

standing or sitting. In contrast, the ill lay in bed. This implies that the positive 

movement condition is up, and the negative state is down, e.g. I feel down. 

Why are spatial metaphors universal across languages and cultures? Space is the 

earliest attested bodily experience, from which other corresponding metaphorical 

meanings are produced. The earliest common experience brings about universal 

primary metaphors, because, in the projection process, it is the internal logical 

relationship that connects the source domain and the target domain, and the regularity 

of spatial metaphor transformation is similar. Kövecses also investigated the reasons of 

universal metaphors. His main point was that “if metaphor is based on the way the 

human body and brain function and we as human beings are alike at the level of this 

functioning, then most of the metaphors people use must also be fairly similar, that is, 

universal” (Kövecses 2005: 34). In a word, in addition to common physiological 
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features, a similar practice also determines the similar thought patterns that are also 

reflected in spatial metaphors regarding its universality. 

 The Variation of Spatial Metaphor 

Spatial particles are not arbitrary, but are grounded in our physical and social 

environment. As Ding (2004: 37) proposed, metaphors in language are closely related 

to one nation’s culture. Notwithstanding the universality in different linguistical 

communities, spatial prepositions also vary cross-culturally. This subsection takes the 

preposition in as an example in order to demonstrate the variation of spatial 

prepositions. Here, the preposition in and the Chinese zai…li (在…里 ) will be 

compared at lexical and syntactic levels. 

Subsection 6.2.2 has compared the primary and metaphorical senses of the two 

words. Besides, there are some differences between in and zai…li (在…里) at the 

lexical level. Firstly, in reference to the state of words, in or other prepositions, such as 

on, at, above and out, describes both static and dynamic relations in English. For 

example, in is static in the phrase stay in the house and dynamic in the phrase come in. 

However, in Chinese, zai…li (在…里) only conveys static relations. When expressing 

dynamic relations, a directional verb must be employed in Chinese phrases or 

sentences. For instance, 进屋里 (jin wu li): get in the house, 去里面 (qu li mian): go 

inside. 

Secondly, both English and Chinese prepositions have different ways of conveying 

the dimension of LMs. Put specifically, in English, the choice of one preposition should 

be in accordance with LMs, whereas in Chinese it is different. It has been demonstrated 

in Section 6.1 that in, on and at are used to describe different dimensions of LMs: in 

three-dimensional, on two-dimensional and at zero-dimensional. Unlike English, LM 

is not so prominent in Chinese. In spite of their universality in the primary sense, not 

all the metaphorical senses can be identically interpreted, which results from different 

human cognition. 

18. (a)猫在树上(mao zai shu shang):a cat in the tree 

(b)在学校里 (zai xue xiao li): on campus  

(c)墨水在笔尖上 (mo shui zai bi jian shang): ink at the nib 

In 18(b), zai...li (在...里) is translated into on campus in that it is influenced by the 

historical environment. Campus in English is a two-dimensional area, while in Chinese, 
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it is conceived as a three-dimensional container. In the west, there are no enclosures 

surrounding schools, farms and villages. Hence, they are regarded as plane space. 

Conversely, the situation in China is different. China was an agriculture-driven country 

where people depended on the land for survival in ancient times. As a result, there was 

a strict land allotment system for hundreds of years, such as the Juntian System in the 

Xia and Shang Dynasty, the Lijia System in the Ming Dynasty, etc. Hence, according 

to different systems, each family has their own land ownership. To find an effective 

way to protect their own lands, the lands are surrounded by fences or walls until now. 

This is the reason why the Chinese treat the land as a container. In China, a campus is 

a kind of inclusive container surrounded by walls. History, consequently, is an essential 

factor for language usage. 

In 18(a), the preposition in is translated into 在…上 (zai...shang). The tree is seen 

as three-dimensional. In English, the cat is inclusive in the container: the tree, which is 

covered by leaves and branches. So, in is used to express the spatial relation. Whereas, 

the Chinese attach more importance to the spatial relationship between the TR, LM and 

their point of view. To them, the location of the cat is higher than the observer. 

Accordingly, they use the circumposition 在…上 (zai...shang), where shang means 

up. In 18(c), at is interpreted as 在…上 (zai...shang). In English, the nib is seen as a 

point, so people use at, but people observe the relative relationship between the ink and 

the nib in Chinese. However, a quantifier is used to render the dimension of an LM in 

Chinese. For instance, 一条毛巾 (yi tiao mao jin), 两张纸 (liang zhang zhi), 三块

蛋糕 (san kuai dan gao). 条(tiao), 张(zhang), 块 (kuai) maintain consistency with 

the dimension of the entity: one-dimensional, two-dimensional and three-dimensional, 

respectively. These two examples imply, in different cultural backgrounds, people 

observe the same object from different points of view, which influences language use. 

Syntactically, there are some differences between Chinese and English prepositions. 

At first, with respect to the function of prepositions, in English, prepositions are directly 

used to describe spatial relations, whereas the locatives, such as li (里), render the 

spatial relations in Chinese. 

19. (a)在房子里 (zai fang zi li): in the house 

(b)在地板上 (zai di ban shang): on the floor 

From the above examples, in English, the prepositions in and on directly express spatial 

relations between two entities. Unlike English, the [preposition+noun+locative] 
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structure: zai…li (在…里) and zai…shang (在…上) indicate the spatial relations in 

Chinese. More importantly, in Chinese, the spatial relations are not conveyed by the 

preposition zai (在), but rather by the locatives li (里) and shang (上), which means the 

sentences are still significant, when prepositions are omitted. For instance, fang zi li (

房子里) and di ban shang (地板上). 

With regard to the internal structure, the sequence of TR and LM is reversed in 

Chinese and English noun phrases, even though the selection of TR and LM is governed 

by the same principles in both languages. In English, the TR in noun phrases usually 

antecede the LM, while it is in reverse order in Chinese. 

20. (a)墙上有一幅画。 

qiang shang you yi fu hua 

[There is a picture on the wall.] 

(b)市中心有一个广场。 

shi zhong xin you yi ge guang chang 

[There is a square in the centre of the city.] 

As the above examples demonstrate, 墙上 (qiang shang), 市中心 (shi zhong xin) are 

LMs, which are at the beginning of the sentences, and 有一幅画 (you yi fu hua) and

有一个广场 (you yi ge guang chang) are noun phrases, which are regarded as TR. In 

contrast, English is used to render the order of TR and LM in a reverse way in the 

corresponding English sentences. 

As far as the position in sentences is concerned, a prepositional phrase is usually 

placed at the end of one sentence, while the situation is different in Chinese. 

21. (a)他在桌子上放了一个苹果。 

ta zai zhuo zi shang fang le yi ge ping guo 

[He put one apple on the table.] 

(b)我们在花园见面。 

wo men zai hua yuan jian mian 

[We meet in the park.] 

In Chinese, the prepositional phrases 在桌子 (zai zhuo zi) and 在花园 (zai hua yuan) 

precede the verb 放(fang) and 见面(jian mian), respectively. Instead, the prepositional 

phrases are at the end of the sentences in corresponding English. The most probable 

reason is that, in the cognitive process, the perception of Chinese speakers follows the 

whole-part order, whereas the order in English is in reverse. 
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Any language speaker belongs to one particular language community, and each 

linguistical community has a long history, culture, customs, idioms and values that have 

been developing over time. These are necessarily reflected in the language of one 

linguistical community (Hu 2004). In reference to the causes of the variation, Kövecses 

(2005: 231) classified them into two large types: “differential experience” and 

“differential cognitive preferences or styles”. He further explained that “differential 

experience is produced by means of cognitive processes, and differential cognitive 

processes that produce different metaphors always operate on some experiential 

content”. That is to say, in the evolution of one specific culture, metaphorical 

preferences are influenced by various experiences and cognitive processes. These 

experiences result in peculiar perception in their interaction with the outside world, 

hence, people in different nations have different preferences to express space. 

6.3.2. Spatial Metaphor and Cultural Model 

The formation of metaphors, including spatial metaphors, is rooted in one nation’s 

cultural model. Some significant cultural assumptions are implied in certain contexts, 

and some cognitive anthropologists refer to them as “cultural models” (D’ Andrade 

1987, 1995; Holland and Quinn 1987; Shore 1996; Sperber 1996; Bennardo, G. and de 

Munck 2014). In Holland and Quinn’s book Cultural Models in Language and Thought, 

a cultural model is the general knowledge that is constructed and stored in memory 

based on experience, which is the stable cultural understanding shared by people. It is 

hidden in everyday discourse and obviously regarded as “correct” (1987: 173). 

Cognitive anthropologists attach importance to the empirical basis of schema and its 

cultural characteristics. Diverse opinions exist among scholars. For example, Strauss 

and Quinn (1997: 112) also argued that “another term for cultural schemata (especially 

of the more complex) is a cultural model”. Besides, “cultural model is also employed 

in the sense of “a cognitive schema that is inter-subjectively shared by a social group” 

(D’Andrade 1995: 49). Here models are defined as complex cognitive schemata. Put it 

differently, the essence of the cultural model is a schema that was originally considered 

as the basic unit in human cognition. One cultural model was developed to provide a 

new method for the study of a cultural group. One of the assumptions is that cultural 

schema is the epitome of a typical cognitive structure and behaviour pattern in a specific 

cultural group. Ungerer and Schmid (2006: 51) defined a cultural model as “cognitive 
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models that are shared by people belonging to a social group”. This implies that a good 

understanding of a nation’s culture is dependent on the knowledge of its cultural model. 

Cultural model is both universal and specific. On the one hand, universal cultural 

models are those models shared by people from different cultural backgrounds. “The 

similarities that unite people from different cultures may range from the obvious to the 

subtle” (Samovar et al. 2013: 17-18). No matter the differences among groups of 

people, they still have some points in common. After disclosing the surface of various 

cultures, a lot of similarities can be found, such as the desire to love and be loved. On 

the other hand, specific cultural models are the cultural systems of a nation or country. 

Different types of cultural complexes and cultural traits are integrated into a whole 

system. People in different nations have their specific characteristics due to their 

common standards or worldviews. As a consequence, the models are intrinsically 

consistent from many perspectives. They emphasize the psychological nature of our 

cognition and allows for inter-individual differences. 

It is argued that the abstract concepts are coherently metaphorical in the cultural 

model. That is, a metaphor plays a crucial role in cultural models. Kövecses (2005) 

raised the question regarding the relationship between cultural models and metaphors. 

By listing several examples of anger in different languages (English, Hungarian, 

Japanese and Chinese), he answered this question by asserting that “the conceptual 

metaphors and metonymies contribute actively to the structure and content of the 

prototypical cultural models” (2005: 199). He furthered that cultural models can be 

found in concrete and abstract concepts, and the relationship between the two only 

makes sense in the world of abstraction. One proposition: metaphorical emergence 

view, was addressed in Figure 70. Here, concrete concepts contribute to abstract 

concepts metaphorically, and with the help of physical-cultural matters, people have 

abstract concepts from the concrete with the aid of basic experience. 

  

https://benjamins.com/catalog/cilt.175.10kov
https://benjamins.com/catalog/cilt.175.10kov
https://benjamins.com/catalog/cilt.175.10kov
https://benjamins.com/catalog/cilt.175.10kov
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Figure 70: One kind of metaphorical emergence from Kövecses (2005: 202) 

 

By examining the example American marriage, Kövecses wholeheartedly agreed with 

the metaphorical emergence view. He argued that abstract concepts come into being 

metaphorical “with the help of basic experiences alone and without such conceptual 

metaphors, it is difficult to see how abstract concepts can emerge, and in emerging, how 

they can acquire the detailed content and structure that they have” (2005: 208). He also 

explained how abstract concepts emerge from concrete with the help of metaphors and 

put forward the Internally Grounded Metaphorical Emergence. (Figure 71)  

 

 

Figure 71: Internally grounded metaphorical emergence from Kövecses (2005: 217) 

 

He examined the metaphorical examples: “Complex abstract systems (such as theories) 

are buildings” and “Complex abstract systems are plants”. These are internal 

motivations in them. This also manifests how people get target domains in their 

cognition. The concrete concept is mediated by the abstract properties of a concrete 

object that is projected into the abstract concept. 
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Kövecses (2005) held that a metaphor is internally motivated. The abstract 

metaphorical concepts become some properties of the cultural model. Hence metaphors 

are of great importance to cultural models. Abstract concepts are both internally and 

externally motivated. This kind of metaphor is externally motivated by basic experience 

outside the source domain. Here Kövecses used marriage as an example of different 

abstract concepts influenced by different cultural models. “It is the basic experiences 

that select the fitting conceptual metaphors and the metaphors constitute the cultural 

models” (Kövecses 2005: 222). Although we cannot find the corresponding diagram of 

Externally Grounded Metaphorical Emergence, Tao (2015: 36) observed it where 

cultural models are regarded as motivation. Here, external motivation is both basic and 

non-basic experience. (Figure 72) 

 

 

Figure 72: Externally grounded metaphorical emergence from Tao (2015: 72) 

 

The development of human understanding is inseparable from the cultural environment. 

“All experience is cultural and through that, the “world” is experienced in such a way 

that our culture is already present in the very experience itself” (Lakoff and Johnson 

1980[2003]: 57). The assertion implies that human experience is cultural and 

conceptual metaphor is used as a basic cognitive tool. 

The system of polysemy reflects not only the psychological structure of humans but 

also cultural models. As a result of different cultural models, people’s cognition of 

spatial metaphors is different, leading to differences in the use of prepositions. English-

speaking nations focus on individuality and logical reasoning, while Chinese culture 

attaches importance to overall harmony and analogical reasoning. Individuality is the 

key to the metaphorical conception in English-speaking nations. It projects the 

distinction between the subjective and the objective, where the logical relationship 

between nature and society is highlighted. They attach more importance to the 
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separation of the concept of space from itself, and as a result, they use a large number 

of prepositions to represent a variety of spatial relationships, which are further 

metaphorized (Xie 2007: 168). This makes the polysemy of prepositions in English 

complex. In the example A is in B, people divide A and B into two objects and the exact 

dimension of the separated LM is the salience. In contrast, within the Chinese culture, 

integrity is most important (Wu 2008). Here, the emphasis is on the unity of nature and 

man, which is an important philosophical thought in Confucianism and Laoism. While 

heaven is regarded as nature, that is, the physical environment, man is the human being. 

In language, it reflects the overall image of the objective reality. Owing to the integrity 

and harmony in China, when expressing spatial relations, Chinese people do not want 

to be separated from their environment. Thus, Chinese has fewer prepositions and most 

of them evolved from verbs, such as zai (在), dao (到) (Chen 1998: 88, cited in Zuo 

2009: 179). 

In accounting for the cognitive differences between the two nationalities, the use of 

English prepositions, especially their metaphorical sense, becomes, to some extent, 

difficult for Chinese students. However, if the cognitive process of prepositional 

metaphorical mapping is understood, it helps students deepen their understanding of 

English prepositions. Cultural models influence metaphors, and in return, metaphors 

reflect cultural models. Metaphors are created and accepted within a certain cultural 

model. That is to say, cultural models are essential for cognitive metaphors, and our 

patterns of thought are grounded on cultural cognition. There is a very close relationship 

between metaphorical cognition and cultural models. 

6.3.3. Spatial Metaphor: from the Perspective of Embodiment Philosophy 

As discussed in Chapter 2, the philosophical foundation of CL is Experientialism, 

which is totally against the traditional view of Objectivism. It emphasizes that human 

cognition derives from the interaction with the outside world through experience, image 

schema and categorized structure. Through the connection between the abstract and the 

physical, the conceptual system is formed. As the statement by Kövecses (2020: 56), 

“the conceptual system, including abstract concepts, becomes embodied, that is, 

perception-based through and through”. While acknowledging the reality of the object 

world, in this philosophy, the human understanding of the objective world comes from 
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the experience in the real world. This study reproves the idea of Embodiment 

philosophy. 

Embodiment refers to “patterns of human behaviour enacted on the body and 

expressed in the bodily form” (Yu 2014: 231). It means that human experience has an 

impact on the category, concept and mind. The previous analysis of spatial metaphor in 

also provides evidence for this viewpoint. Despite the universality of the primary in, 

the metaphorical senses are of discrepancy, and the variation is caused by the different 

culture-specific environments. 

The first basic experience of human beings comes from the concrete and clearly 

definable things, to which people refer to know the unfamiliar, intangible and abstract 

concepts, thus forming the interrelated cognitive styles between different concepts. 

Based on these cognitive styles, human beings develop their cognition of the subjective 

and objective world. People use concrete spatial words to metaphorically describe 

abstract concepts, such as feelings, emotions, states, quantities, social status, spatial 

relations, etc. Among these, spatial-relation concepts are the centre of human 

conceptual mapping and systems. People’s sense of TR, LM and their vantage point 

greatly influence our cognition. The three basic concepts emerge from the natural 

interaction between human beings and nature at an early age. Each concept corresponds 

to a category, then forming a fixed meaning in language. The formation of words is 

based on our bodily experience and cognitive processing, and the basic words in every 

language are mostly related to bodily experience and space. Spatial relations are the 

important relations that people perceive, and prepositions are the linguistical reflection 

of spatial relations. This is also the central idea of this study. 

Even though different linguistical forms can express the similar spatial positions, 

different perceptions of the same spatial relations are reflected in English and Chinese. 

Chinese description is ambiguous, and this is dependent on the relationship between 

two things, e.g., A is in B. In contrast, the perception of spatial relationships in English-

speaking nations is relatively exact, emphasizing the accuracy of logic. As mentioned 

in section 6.1, they describe the spatial positions according to the latitude of point, line 

and plane. 

According to Lakoff and Johnson (1999: 22-31), not only the “spatial-relations 

concepts”, there are other two types of concepts that crucially shape our brains: “color 

concepts” and “basic-level concepts”. Color is an important cultural symbol in every 

society. For instance, in China, red stands for luck. At a traditional Chinese wedding, 
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the couple is usually dressed in red cloth, and their new houses are decorated with red 

objects. However, in the West, red symbolizes blood and war. Influenced by the Bible, 

during a wedding in the West, the bride wears a white veil to signal purity. But in China, 

people only wear white at a funeral. The “basic-level concepts” are all the body-based 

things in human life. It is the image schema for objects and shapes of human knowledge.  

As Yu proposed (2014: 233), “human minds are embodied in the cultural world, and 

human meaning, feeling, and thinking are largely rooted in bodily and sociocultural 

experiences”. Put specifically, human embodied experiences originate from social and 

cultural contexts. With different historical backgrounds, environments, cultures, etc., 

human beings interact with the outside world. It merges the “idiosyncrasies” of 

metaphors and their sense of space. Resulting from different environments, people who 

gather in communities have different ways of living and conveying information. These 

ways evolve into language and cultural practices that are gradually fixed, resulting in 

cultural models. Cultural models, in turn, regulate the physical and psychological 

experiences, thus causing cultural discrepancies. With the enrichment of social lives, 

people need more ways to express themselves, so they create metaphors, which are 

based on their experience. Projection, allows people to use the pattern in one domain to 

construct the one in another domain, to use their own experience to understand abstract 

concepts. When we look at the origins of conceptual metaphor, a chain can be found: 

bodily experience > language > concept > culture > conceptual metaphor. Conceptual 

metaphors, in turn, influence bodily experience. 

Meanings are based on perceptual experience, which are mainly dependent on the 

gradual formation of perceptions of body parts, spatial relations, force movement, etc. 

People construct abstract meanings and conceptual systems through metaphors and 

meanings are based on bodily experience, which largely governs the structure and 

meaning of language. Alternatively stated, meanings do not derive from the 

correspondence with the objective world, but from the cognitive understandings of 

physical and social experiences. There exists an intermediate level cognition between 

language and the physical or objective world (Svorou 1994: 4): reality-cognition-

language. This proposition is also supported by the concept of Embodied Cognition, 

which acknowledges that human cognition results from a continual interaction between 

human and the outside environment (Shapiro 2019, cited in Kopacha, Valentine and 

Ocak 2021: 1882). 

http://www.so.com/link?url=http://dict.youdao.com/search?q=idiosyncrasies&keyfrom=hao360&q=idiosyncrasies&ts=1505977973&t=928ddc019ad524d38746e2de017f96e
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Embodiment philosophy offers a new perspective on our understanding of the world. 

The formation of meanings is based on our bodily experience by cognitive processing. 

It indicates that polysemous meanings also come from this experience, which conforms 

with the essence of Embodied Philosophy. 

6.4. Summary 

This chapter has reported on the results of the comparative investigation into the 

English preposition in and the equivalent Chinese zai…li (在…里), and has specifically 

discussed the reasons of the differences from the cultural and philosophical 

perspectives. In response to the fourth research question, Section 6.1 has made a 

qualitative study. The results from this study have shown that Chinese students 

divergently use in, on and at, which results from the negative transfer from their mother 

tongue. In answer to the fifth research question, Section 6.2 has compared in and zai…li 

(在…里). It has been found the metaphorical senses of the preposition in are TIME, 

PURPOSE, NUMBER, CONTENT, FIELD, EVENT, SITUATION, SEGMENTATION, MANNER, 

PERSON, while those of zai...li (在...里) are only five: TIME, CONTENT, EVENT, SITUATION 

and PERSON. It demonstrates that the metaphorical senses of one word cannot be 

correspondingly mapped onto each other. 

In reply to the sixth research question, Section 6.3 has provided evidence for the 

universality and variation of spatial metaphors, and the relationship between spatial 

metaphor, culture and Embodiment, as shown in Figure 73. 

 

Figure 73: The relationship between spatial metaphors, culture and Embodiment 
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Spatial metaphors are universal because the regularity of the transformation of spatial 

metaphors is similar. In the process of projection, it is the internal logical relationship 

that connects the source and the target domain. Despite their different cultural 

backgrounds, human beings have something in common physically and culturally. 

However, due to various physical environments and social history, people in different 

nations have different ways of expressing their emotions and thoughts. With reference 

to space, easterners’ description is ambiguous, and this is dependent on the relationship 

between two things, while westerners’ understanding of spatial relationship is relatively 

exact, describing the positions according to the latitude of point, line and plane. 

Philosophically, this part conforms with the essence of Embodied Philosophy: the 

polysemous meanings come from human experience. 
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7. Conclusion 

The conclusion consists of three parts. While Section 7.1 is a summary of the main 

findings of the previous chapters, Section 7.2 will highlight the significance and 

innovations of this research from theoretical and methodological perspectives. Besides, 

some of the limitations of this study and their implications for future research will also 

be discussed in Section 7.3. 

7.1. Major Findings and Implications 

7.1.1. Major Findings 

I have provided both quantitative and qualitative studies in an attempt to investigate the 

distinctive features of the preposition in produced by Chinese English-major learners. 

In the quantitative analysis, I explored the metaphoricity of the preposition in in a 

corpus-based approach, and clarified that the senses of the preposition in be 

systematically categorized in regard to the distinctive features of their image schemata, 

thus reflecting the nature of the prepositions. Based on the data retrieved from the 

quantitative section, the qualitative study section compared the English preposition in 

and its Chinese equivalence zai…li (在…里). The qualitative study gave evidence of 

the universality and variation of spatial metaphors. The major findings addressing the 

gaps will be briefly summarized by means of a sequential outline of the six research 

questions and their answers. 

The first research question was: What are the primary and metaphorical senses of 

the preposition in? A semantic model to illustrate the interrelation among various senses 

of the preposition in was constructed. The theoretical framework: Principled Polysemy 

Network proposed by Tyler and Evans (2001a, 2003, 2004, 2008) was employed. It was 

answered in a descriptive analysis of the primary and ten common metaphorical senses 

of the preposition in, forming its Prespositional Semantic Network. In order to account 

for the primary and metaphorical senses of the preposition in, I looked into the 

explanations of the preposition in from five English dictionaries: Macmillan English 

Dictionary for Advanced Learners (2007), Longman Dictionary of Contemporary 

English (2003), Oxford English Dictionary (2013), Collins English Dictionary (2010) 

and Merriam-Webster Learner’s Dictionary (2016). After compiling all the entries of 
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the preposition in from these dictionaries, the metaphorical senses were accordingly 

categorized into ten types: TIME, PURPOSE, NUMBER, CONTENT, FIELD and EVENT, 

SITUATION, SEGMENTATION, MANNER, and PERSON. In each category, there are several 

specific hierarchical sub-senses. Among them, PLACE is the central one, from which the 

other ten senses are extended. Then, the primary sense of in is described as “TR is static 

within a three-dimensional bounded LM”. Regarding the dimension of TR, all common 

metaphorical senses of the preposition in were categorized: one-dimensional (TIME, 

PURPOSE), two-dimensional (NUMBER, CONTENT, FIELD) and three-dimensional (EVENT, 

SITUATION, SEGMENTATION, MANNER, PERSON). These senses were also supported by 

their image schemata and various examples. 

The second research question was: How do we define their degrees of metaphoricity 

in an objective way? A formula that measures the various senses was offered. In terms 

of the elements of spatial image schema: TR, LM, Path, the contributing properties to 

the metaphoricity of prepositions are “quality” and “scale” (Dunn 2011). Quality is the 

underlying relationship between TR and LM, which projects a detailed description of 

the interior of the image schema while the scale is the portrait of the LM, which can be 

categorized: one-dimensional, two-dimensional and three-dimensional. The value of 

this variable is assigned to 1, 2, 3, respectively. Thus the formula can be deduced: 

Metaphoricity = [Quality of Image Schema] * [#Scale of LM] 

In the [Quality of Image Schema], the variations are “visibility”, “path”, “inclusion”, 

and “boundary”. The four variables are referred to as the sum of features of TR, LM 

and the relationship between them. “Visibility” refers to the abstractness or 

concreteness of the image schema. When the sense denotes abstract sense, the value is 

1, otherwise, 0. “Path” is another factor for the [Quality of Image Schema], involving 

the movement and path of TR, which is interpreted to be dynamic or static. Being static 

is assigned 1, otherwise 0. “Inclusion” demonstrates the relative relationship between 

TR and LM. When inclusive, the value is 1, otherwise 0. “Boundary” is also one of the 

features of LMs. When LM is bounded, the value is 1, otherwise 0. All the variables 

have equal weight. Thence, the formula of [Quality of Image Schema] was: 

Quality of Image Schema = Visibility+Path+Inclusion+Boundary 

Combining the two formulas above, the mathematical formula of each sense 

metaphoricity was: 

Metaphoricity = [[#Visibility] + [#Path] + [#Inclusion] + [#Boundary]]  

             *[#Scale of LM] 
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Given the value of the description of the various image schemata, the metaphorical 

degree of each sense of the preposition in was measured. The primary sense has the 

highest value:12, and all other extended senses have values down to zero. The more 

shared features with proto-scene, the higher the value of the metaphorical sense. In the 

scalar analysis of gradient metaphoricity (Dunn 2011), two entities sharing more 

common features have weaker metaphoricity: the higher the value, the less 

metaphorical the sense. EVENT and PERSON are the “least metaphoric” (value = 9-11); 

SITUATION, NUMBER, CONTENT and FIELD are “weak metaphoric” (value = 6-8); Also 

included are SEGMENTATION, TIME and MANNER (value = 3-5), and they are “strong 

metaphoric”; PURPOSE shares the least feature with proto-scene, with the lowest value 

0, so it is “most metaphoric” (value = 0-2). Pragmatic strengthening organizes the 

semantic network by exploring the essence of seemingly arbitrary senses of one word. 

All the metaphorical senses are extended from the primary one, but the degrees of the 

extension are different. With the change of one variation, the sense varies. Thence, the 

senses have different gradient values. This semantic analysis provides not only a new 

perspective to the study of polysemy, but also proves that, despite the diversity of 

polysemy, the senses of spatial particles are non-arbitrary but hierarchically motivated 

and organized. 

The third research question related to my quantitative analysis of the metaphoricity 

of the preposition in was: What are the semantic and syntactic features of the usage of 

the preposition in produced by Chinese English-major students? It was the empirical 

analysis with a corpus-based approach. It compared two sub-corpora: Chinese Master 

Academic Writing Corpus and Chinese Doctorate Academic Writing Corpus, in a 

statistical method, including 40 retrieved sample texts each. At the semantic level, the 

preposition in in both corpora is the most frequently used spatial preposition, 

accounting for about 2.0% per 10.000 words. Because this analysis aimed to investigate 

more detailed metaphorical usage of the preposition in, the overall frequency alone did 

not give the expected result. Thus other statistical studies, such as t-test and Chi-squared 

test, were conducted on a further delicacy level. Similarly, the frequency of weak in in 

both CMAC and CDAC has the highest proportion, more than 50%, which is obviously 

higher than the ones in other degrees. It has been found that Chinese English-major 

students overuse in with a low level of metaphoricity, even advanced learners use the 

most metaphorical in rarely. Nonetheless, there is a significant difference between the 

two groups in the weak degree: the doctorate group use relatively more weak in than 
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the master group. This phenomenon suggested that the level of education influences the 

usage of the two-dimensional weak in. More precisely, metaphorical senses in the weak 

degree were compared again. The result shows that the number of in in SITUATION, 

NUMBER, and FIELD senses are significantly different between the two groups. It can be 

inferred that level of education can be a factor that impacts the abstraction and boundary 

of LM in learners’ cognitive mapping. 

The syntactic behaviour of in as both a free and bound preposition were investigated. 

In the [in+noun] construction, the most frequent nouns are weakly metaphoric for 

Chinese English-major learners. The results of another collocational pattern [in the 

noun of] appeared to confirm that the nouns in the construction [in the noun of] are 

EVENT sense, which is least metaphorical. When functions as a bound preposition, 

action verbs are used in the construction [verb+in] and [in+doing sth.] in both master 

and doctorate groups. Besides, for Chinese English-major learners, the imageability of 

a phrasal verb is significantly more influenced by preposition imageability than by the 

imageability of verbs in the construction [verb+in]. It has lent support to 

Lindstromberg’s (2022) proposal that prepositional imageability has a greater impact 

on phrasal verb imageability than verb imageability. 

My fourth research question was: What are the divergences (from dictionary 

expectations) of the preposition in made by Chinese learners? Divergences in using the 

preposition in in both corpora were also discussed in order to develop suggestions for 

further vocabulary teaching and writing. Surprisingly, even though all the participants 

have high English proficiency, divergences still occurred in the usage of certain 

prepositions. The preposition in was often substituted with other special prepositions, 

such as by, on and at, which confounded the Chinese learners. The main possible reason 

for this is the negative transfer from their mother tongue (Wang 2001; Gong 2007; 

Zhang 2010). 

The fifth research question was: What are the differences between the preposition in 

and its Chinese equivalence zai…li (在…里) in Chinese? Although in and zai...li (在...

里) share the same primary sense and proto-scene, there are great discrepancies between 

them: the metaphorical senses of the preposition in are TIME, PURPOSE, NUMBER, 

CONTENT, FIELD, EVENT, SITUATION, SEGMENTATION, MANNER, PERSON, while those of 

zai...li (在...里) are only five: TIME, CONTENT, EVENT, SITUATION and PERSON. The 

metaphorical senses of in are fewer than of zai...li (在...里) , which can verify that the 
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image schemata of each sense cannot be totally correspondingly mapped onto each 

other. 

The sixth research question was: What are the cultural and philosophical 

implications? It provided cultural evidence for the mismatches between the preposition 

in and its Chinese equivalence zai...li (在...里). Culturally, spatial metaphors have two 

features: universality and variation (Kövecses 2005). With regard to universality, 

people have a universal concept for describing time, scope, status, quantity, etc., 

because the regularity of the transformation of spatial metaphors and initial experience 

is similar. However, spatial prepositions also vary cross-culturally. At the lexical level, 

the preposition in describes both static and dynamic relations in English, while zai…li 

(在…里 ) only conveys static relations in Chinese; in English, the choice of one 

preposition is in accordance with the dimension of LMs, whereas Chinese people 

observe the relative position between TR and LM. With reference to syntactic 

behaviour, prepositions in English are directly used to describe spatial relations, 

whereas the locatives, such as li (里 ), render the spatial relations in Chinese; a 

prepositional phrase is usually placed at the end of the sentence, while the situation is 

in reverse order in Chinese. Due to various physical environment, people have peculiar 

experience in interaction with the outside world, people in different nations have 

different preferences to express space. 

The variation of spatial metaphors is rooted in one nation’s cultural model. As a 

result of different cultural models (Ungerer and Schmid 2006), people’s cognition of 

spatial metaphor is different, leading to variation in the use of prepositions. In Chinese 

culture, integrity is the most important (Wu 2008). Here, the emphasis in Chinese 

culture is the unity of nature and man, which is an important philosophical thought in 

Confucianism and Laoism. It reflects the overall image of objective reality. Due to the 

integrity in China, ancient Chinese people did not want to be separated from their 

environment. By contrast, hence the cognition of the English nations is analytical and 

logical reasoning. Great importance is attached to the separation from space, resulting 

in a larger number of prepositions representing spatial relationships in English. It 

projects the distinction between the subjective and the objective, where the logical 

relationship is highlighted. To some extent, the different concepts explain the number 

and functions of the senses of the preposition in in Chinese is much smaller than in 

English. 

https://www.researchgate.net/profile/Zoltan_Koevecses
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From the perspective of philosophy, this study provided evidence for the standpoint 

that abstract concepts are constructed on the basis of spatial metaphors that are 

grounded in the physical and cultural experience. As Yu proposed (2014: 233), “human 

minds are embodied in the cultural world, and human meaning, feeling, and thinking 

are largely rooted in bodily and sociocultural experiences”. This is in accordance with 

Embodied Philosophy: the polysemous meanings come from experience and our 

cognition is embodied (Lakoff and Johnson 1999; Kövecses 2020). 

Generally speaking, these findings from the quantitative and qualitative studies have 

shown that prepositions play a crucial part in language studies. In some sense, the use 

of prepositions can be a benchmark to understand the actual usages of L2 learners. In 

this respect, it is significant for researchers to take advantage of the theoretical findings 

and provide effective measurements for teaching and learning prepositions. 

7.1.2. Implications 

The present findings have made contributions to English teaching and learning from a 

cognitive perspective, as Boers and Lindstromberg (2008: 1) submitted, CL can forster 

the effectiveness of vocabulary teaching. In teaching prepositions, teachers can actively 

help students explain the proto-scene and the interrelatedness of different senses. As 

implicated from the previous study, schematic diagrams are conducive to reducing 

learners’ memory load via activating the interconnectivity among nonspatial senses in 

learners’ mental representations (Wong et al. 2018). Conceptual metaphors also 

contribute to the effectiveness for long-term memorizing spatial prepositions (Liu and 

Li 2011).Thereby students can establish semantic networks, where they understand the 

relationship between primary and other extended senses. Additionally, teachers need to 

improve their awareness of cross-language, analyzing the similarities and differences 

in spatial categorization between English and Chinese. Ma (2010: 64) concluded that 

people from different backgrounds have different cognition when categorized into 

central and non-central members due to cultural differences. In order to avoid the 

negative transfer of the mother tongue, teachers can highlight the conceptual systems 

of prepositions between Chinese and English, comparing the differences and 

similarities between the two languages. 

The new perspective from cognitive theories provides solutions to the problems of 

traditional prepositional learning. Prepositions in English are typically thought to be 
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difficult for foreign language learners: “the bete noire of both teachers and learners, 

being impossible to teach and impossible to learn” (Gilquin and Granger 2011: 60). For 

example, in China, many students spend a lot of time learning by rote, which is often 

not satisfactory. Learners have such difficulties because the senses of prepositions are 

considered to be arbitrary and disordered. In learning or reciting, if image schema is 

used, students will master more vocabulary within a limited time. Besides, the textual 

context cannot also be ignored. This helps learners comprehend the use of a word. 

Therefore, learners can actively discover the inner rules of knowledge to make 

inferences.  

Cognitive Linguistics provides a new perspective to the understanding of polysemy 

in a more scientific way that is beneficial to teaching and learning vocabulary. 

However, it is also necessary to stress that cognitive methodology cannot totally replace 

the traditional one. It is important for English teachers to chose the appropriate English 

teaching methodology, combining cognitive theories with practice. In accordance with 

students’ language ability, teachers can decide which method is adopted in their class. 

7.2. Significance and Innovation 

Both quantitative and qualitative approaches were employed in this thesis in order to 

examine the systematic rule of the preposition in and its usage in academic writing by 

Chinese English-major learners. The significant contribution and innovation of this 

study are further discussed as follows: 

The present study theoretically contributes to our understanding of the term 

“metaphoricity”. The term “metaphor” has been a hotly debated topic among cognitive 

linguists since the 1980s. However, there were few existing works on metaphoricity, 

which means metaphoricity was seldom mentioned. As of now, especially in China, the 

term “metaphoricity” cannot even be found on the famous academic website: CNKI. It 

has been comprehensively established that metaphoricity plays a vital role in addressing 

one of the most important features of metaphor: gradience (Hanks 2006; Dunn 2011, 

2014). The multiple senses of a word are more systematic, operative and gradable so 

that it is easier for learners to comprehend. This study reemphasizes the importance of 

metaphoricity, providing a basis for continued engagement with this concept. It 

recommends that subsequent studies in the field of CL should concentrate more on this 

concept. 
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The findings also represent a breakthrough in the study of prepositions as the study 

quantitatively measures the gradient metaphoricity of the preposition in. The previous 

studies only examined prepositions by defining their primary and metaphorical senses 

with their image schemata, but failed to identify the relationship between the senses. In 

Chapter 4, the primary and metaphorical senses of the preposition in and their 

interrelatedness were analyzed in a quantitative way. This provides a new perspective 

to minimize subjectivity, which was caused by introspection in the research of CL. This 

work methodologically offers several contributions to the future exploration of 

prepositions. 

This study is a full-scale assessment of the preposition in qualitatively and 

quantitatively. Statistical analysis was employed at semantic and syntactic levels. Some 

divergences made by Chinese students from the specific examples were subjected to 

qualitative analysis. Not only was the preposition in investigated in a corpus-based 

approach, but also the reasons for these divergences were explained from cultural and 

philosophical perspectives. 

Besides, aiming to create a real and effective corpus that may be useful for future 

studies, a large corpus about Chinese learners’ English academic writing was built. This 

contains 306 Master’s degree theses and 102 Ph.D. dissertations. The total number of 

words in this data is 10 million. It is believed that this corpus will continue to be useful 

not only for this study but also for further studies on Chinese academic writings. 

In conclusion, it is a renewed investigation of the primary and metaphorical senses 

of the preposition in, further providing a new perspective for future studies of 

prepositions. It is a significantly innovative work, displaying an improved combination 

of CL and Corpus Linguistics. 

7.3. Limitations and Directions for Future Research 

Notwithstanding the attempt made to carry out an in-depth study of the preposition in 

using different methods, there are several limitations observed. The most important 

limitation lies in the fact that this study was unable to consider the other two important 

variables: gender and subjects. In this study, only level of education was subjected to 

quantitative analysis. However, in the study of language use, gender is an important 

variable that determines different language phenomena. Owning to the peculiarity of 

Chinese names, it is difficult to distinguish the gender of authors. Also, the focus of this 
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study was only on Chinese students’ academic writing in similar studies in the 

humanities. 

Secondly, the scope of this study was limited only to one preposition: in. This makes 

these findings less generalizable. To have a deeper understanding of the preposition in, 

only one word was studied from different aspects. In the subsection on divergent 

analysis in Chapter 6, it was discovered that Chinese learners appear to confuse the 

prepositions in, on and at, and this is caused by the negative transfer of their mother 

tongue in the target language. The study failed to compare how these prepositions were 

used. 

Thirdly, Behavioural Profile (Gries and Divjak 2009, 2012) is a typical corpus-based 

approach to the analysis of Cognitive Semantics, which covers Syntax, that is, the 

combination of one sense with other words in multiple constructions. Its assumption is 

that polysemy can be described as a network of terms. This method can measure “the 

degree of similarity between senses or words and to decide how and where to connect 

a sense/word to another sense/word in a network” (Gries and Divjak 2009: 57). In the 

semantic network, similar elements exhibit language behaviour in specific domains, 

leading to the distinction of the likely linguistical units. Also, it provides an effective 

way of measuring the likelihood of similar senses in various contexts. With respect to 

this approach, the two main concepts are “ID tags” and “Behavioural Profile”. 

According to Gries and Divjak (2009: 61), ID tags refer to “all the 

collocations/colligations correlating with a particular sense”. It combines semantic and 

syntactic orientation of one sense, that is, the morphological characteristics, syntactic 

constructions, collocations and so forth. 

To clarify the various senses of the preposition in, the third method, the Behavioral 

Profile of the cognitively-motivated senses of the preposition in should have been 

applied in my analysis. Disappointingly, after data analysis, the result was not so ideal. 

One important reason is that the preposition in belongs to the closed class, not denoting 

tense, number and case. Prepositions have no morphological (tense, aspect, number, 

transitivity, voice, and mode) property, and the syntactic feature is not obvious. The ID 

tags of the preposition in is syntactically only focused on the place of phrase in sentence 

and clause type. However, in Gries’ study, the research subjects were verbs, which are 

open-class words, making their linguistical features more noticeable. Thus, it was 

difficult to apply the Behavioral Profile approach to the classification of the levels of 

ID tags. When the identities of the ID tags were determined, it became problematic in 
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that the ID tags could only be syntactic and lexical. In the subsequent part of the 

analysis, the Behavioral Profile approach had better be applied to the study nouns and 

verbs but not prepositions. Notwithstanding these limitations, the study is important for 

the analysis of the metaphoricity of prepositions. Further research and investigations 

into spatial metaphors are strongly recommended. In the analysis of the above 

limitations, more suggestions need to be considered. 

Firstly, further researches should be undertaken to explore whether there are other 

associated variations influencing metaphorical spatial usage. In these studies, other 

factors on spatial metaphoric usage, such as age, profession, gender, etc., can be 

considered. In addition, not only the metaphorical spatial usages but other types of 

usages, such as the ontological and structural types, still need to be studied. 

Secondly, future studies regarding the comparison of different prepositions would 

be very interesting. With respect to different cultural backgrounds, people have 

different cognition on abstract space. Through comparison with other relevant 

prepositions, the image schema of in can be presented from another perspective. In 

further researches on prepositions, the comparative analysis of in, on, at or in and out 

can be carried out. Additionally, other cultural and philosophical factors should be 

considered in the study. 

Finally, not only the corpus-based approach, other scientific approaches, such as the 

psychological approach, the neural-experimental approach, are encouraged in future 

studies. In recent years, the neural-experimental approach has become popular (Joue et 

al. 2017; Lai et al. 2019). Scholars in the field of CL can use ERP, fMRI, PET, MEG 

and other neural methods to study spatial metaphors. Other qualitative approaches can 

also be applied. Researchers can design some questionnaires for subjects from different 

cultural backgrounds. For the targeted problems, interviews can also be conducted to 

examine the causes of such problems. Further studies are required to better understand 

the nature of metaphor and metaphoricity in the field of CL. In response to the 

development in the outside world, language and mind change accordingly. This implies 

that studies on the relationship between these concepts will always be relevant in the 

future. By studying them, language can be found to be no longer chaotic but a logically 

structured human phenomenon through which the human mind is built. 

Notwithstanding several limitations, my investigation of the usage of the preposition 

in has shed light on the application of a corpus-approach to CL in supporting its 

continuum. In particular, it has provided evidence for the mismatches of senses between 
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Chinese and English. It is strongly recommended that various approaches be employed 

in this area to offer more empirical evidence. This field is complicated and enormous, 

and although the results are encouraging, we can only claim to have found a small ice 

block in face of a huge iceberg. 
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Appendices 

Appendix 1: The Preposition in in Macmillan Dictionary for Advanced 

Learners 

1.used for showing where someone or something is 

a.inside a container, room, building, vehicle etc 

b.within an area, city, or country 

c.at home, or at your office 

d. within an object, space, or substance 

e. at a specific part of something 

f. held or enclosed by something 

g. a ball that is in during a game such as tennis or basketball is within the area of play 

2.into something 

a.into your home, room, or place of work 

b.moving into a place or a space 

c.looking or pointing into something 

3. arriving somewhere 

a.used for saying that a train, bus, plane, or ship arrives somewhere 

b.arriving at your home or place of work 

4. used for showing when something happens 

a.during a particular period, year, month, or season, or during a part of the day 

b.at the end of a period of time in the future 

c. within a period of time 

d. used for saying how long it is since something last happened 

e.during the time that someone is involved in something, or is experiencing something 

5. used for talking about numbers and amounts 

a.used for saying howmany units of money, weight, measurement etc make upa larger 

unit 

b.used for saying how big groups of people or things are when they do something 

c. used for saying how common something is by showing it as a number in relation to 

the total number 

d. used for saying that a number is within a particular range, especially a temperature, 

a score, or someone’s age 

e. BRITISH used for showing something such as a rate of tax 

https://www.macmillandictionary.com/dictionary/british/inside_1
https://www.macmillandictionary.com/dictionary/british/container
https://www.macmillandictionary.com/dictionary/british/room_1
https://www.macmillandictionary.com/dictionary/british/building
https://www.macmillandictionary.com/dictionary/british/vehicle
https://www.macmillandictionary.com/dictionary/british/area
https://www.macmillandictionary.com/dictionary/british/city
https://www.macmillandictionary.com/dictionary/british/country
https://www.macmillandictionary.com/dictionary/british/home_1
https://www.macmillandictionary.com/dictionary/british/office
https://www.macmillandictionary.com/dictionary/british/object_1
https://www.macmillandictionary.com/dictionary/british/space_1
https://www.macmillandictionary.com/dictionary/british/substance
https://www.macmillandictionary.com/dictionary/british/specific
https://www.macmillandictionary.com/dictionary/british/held
https://www.macmillandictionary.com/dictionary/british/enclosed
https://www.macmillandictionary.com/dictionary/british/ball_1
https://www.macmillandictionary.com/dictionary/british/game_1
https://www.macmillandictionary.com/dictionary/british/tennis
https://www.macmillandictionary.com/dictionary/british/basketball
https://www.macmillandictionary.com/dictionary/british/area
https://www.macmillandictionary.com/dictionary/british/play_1
https://www.macmillandictionary.com/dictionary/british/home_1
https://www.macmillandictionary.com/dictionary/british/room_1
https://www.macmillandictionary.com/dictionary/british/place_1
https://www.macmillandictionary.com/dictionary/british/work_1
https://www.macmillandictionary.com/dictionary/british/moving
https://www.macmillandictionary.com/dictionary/british/place_1
https://www.macmillandictionary.com/dictionary/british/space_1
https://www.macmillandictionary.com/dictionary/british/look_1
https://www.macmillandictionary.com/dictionary/british/pointing
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/train_1
https://www.macmillandictionary.com/dictionary/british/bus_1
https://www.macmillandictionary.com/dictionary/british/plane_1
https://www.macmillandictionary.com/dictionary/british/ship_1
https://www.macmillandictionary.com/dictionary/british/arrive
https://www.macmillandictionary.com/dictionary/british/arrive
https://www.macmillandictionary.com/dictionary/british/home_1
https://www.macmillandictionary.com/dictionary/british/place_1
https://www.macmillandictionary.com/dictionary/british/work_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/period_1
https://www.macmillandictionary.com/dictionary/british/year
https://www.macmillandictionary.com/dictionary/british/month
https://www.macmillandictionary.com/dictionary/british/season_1
https://www.macmillandictionary.com/dictionary/british/day
https://www.macmillandictionary.com/dictionary/british/end_1
https://www.macmillandictionary.com/dictionary/british/period_1
https://www.macmillandictionary.com/dictionary/british/future_1
https://www.macmillandictionary.com/dictionary/british/period_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/happen
https://www.macmillandictionary.com/dictionary/british/involved
https://www.macmillandictionary.com/dictionary/british/experience_2
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/unit
https://www.macmillandictionary.com/dictionary/british/money
https://www.macmillandictionary.com/dictionary/british/weight_1
https://www.macmillandictionary.com/dictionary/british/measurement
https://www.macmillandictionary.com/dictionary/british/make_1
https://www.macmillandictionary.com/dictionary/british/large_1
https://www.macmillandictionary.com/dictionary/british/unit
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/big_1
https://www.macmillandictionary.com/dictionary/british/group_1
https://www.macmillandictionary.com/dictionary/british/people_1
https://www.macmillandictionary.com/dictionary/british/thing
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/common_1
https://www.macmillandictionary.com/dictionary/british/showing
https://www.macmillandictionary.com/dictionary/british/number_1
https://www.macmillandictionary.com/dictionary/british/relation
https://www.macmillandictionary.com/dictionary/british/total_1
https://www.macmillandictionary.com/dictionary/british/number_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/number_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/range_1
https://www.macmillandictionary.com/dictionary/british/especially
https://www.macmillandictionary.com/dictionary/british/temperature
https://www.macmillandictionary.com/dictionary/british/score_1
https://www.macmillandictionary.com/dictionary/british/age_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/showing
https://www.macmillandictionary.com/dictionary/british/rate_1
https://www.macmillandictionary.com/dictionary/british/tax_1
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6. used for saying areas of activity 

a. used for saying what organized activity someone does with other people 

b. used for saying what type of work someone does 

c. used for saying what area of work or activity you are talking about 

d. used for saying what subject someone studies 

7. used for describing a particular state, situation, or relationship 

a. used for describing the state or condition of someone or something 

b.used for saying what the situation is for someone or something 

c. used for describing the relationship between people and organizations 

8. used for saying what someone is wearing 

9. used for saying what things change, increase, improve etc 

10. used for talking about the way something is done 

a. using a particular method or style 

b.used for describing a particular type of behaviour or way of speaking in tears 

(=crying) 

c.using a particular language 

11. used for describing ways of writing, drawing, or painting 

a.used for stating what you use for writing, drawing, or painting 

b.using a particular type or style of writing 

12. used for saying what group someone or something is part of 

13. used for describing how things are arranged 

a.arranged in a way that forms a particular shape or pattern 

b.arranged according to a particular order 

14.used for saying what colour decorations, clothes etc are 

15.affected by a particular type of weather 

16.used for mentioning the book, film etc where someone/something appears 

a.used for mentioning a story, play, film etc wherea character or event appears or 

happens 

b. used for mentioning a film or play where an actor appears 

c. used for mentioning a book, newspaper etc where you can read or see something 

17.used for saying what aspect of someone or something you are referring to 

18.written or drawn where something is needed 

19.used for describing someone’s feelings when they do something 

20.given or sent to someone or received by someone 

https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/organized
https://www.macmillandictionary.com/dictionary/british/activity
https://www.macmillandictionary.com/dictionary/british/does
https://www.macmillandictionary.com/dictionary/british/people_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/type_1
https://www.macmillandictionary.com/dictionary/british/work_1
https://www.macmillandictionary.com/dictionary/british/does
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/area
https://www.macmillandictionary.com/dictionary/british/work_1
https://www.macmillandictionary.com/dictionary/british/activity
https://www.macmillandictionary.com/dictionary/british/talk_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/subject_1
https://www.macmillandictionary.com/dictionary/british/study_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/describe
https://www.macmillandictionary.com/dictionary/british/state_1
https://www.macmillandictionary.com/dictionary/british/condition_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/situation
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/describe
https://www.macmillandictionary.com/dictionary/british/relationship
https://www.macmillandictionary.com/dictionary/british/people_1
https://www.macmillandictionary.com/dictionary/british/organization
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/wearing
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/thing
https://www.macmillandictionary.com/dictionary/british/change_1
https://www.macmillandictionary.com/dictionary/british/increase_1
https://www.macmillandictionary.com/dictionary/british/improve_1
https://www.macmillandictionary.com/dictionary/british/use_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/method
https://www.macmillandictionary.com/dictionary/british/style_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/describe
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/type_1
https://www.macmillandictionary.com/dictionary/british/behaviour
https://www.macmillandictionary.com/dictionary/british/speak_1
https://www.macmillandictionary.com/dictionary/british/use_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/language
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/state_2
https://www.macmillandictionary.com/dictionary/british/writing
https://www.macmillandictionary.com/dictionary/british/drawing
https://www.macmillandictionary.com/dictionary/british/painting
https://www.macmillandictionary.com/dictionary/british/use_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/type_1
https://www.macmillandictionary.com/dictionary/british/style_1
https://www.macmillandictionary.com/dictionary/british/writing
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/group_1
https://www.macmillandictionary.com/dictionary/british/arrange
https://www.macmillandictionary.com/dictionary/british/form_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/shape_1
https://www.macmillandictionary.com/dictionary/british/pattern_1
https://www.macmillandictionary.com/dictionary/british/arrange
https://www.macmillandictionary.com/dictionary/british/accord_2
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/order_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/colour_1
https://www.macmillandictionary.com/dictionary/british/decoration
https://www.macmillandictionary.com/dictionary/british/clothes
https://www.macmillandictionary.com/dictionary/british/affected
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/type_1
https://www.macmillandictionary.com/dictionary/british/weather_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/mention_1
https://www.macmillandictionary.com/dictionary/british/story
https://www.macmillandictionary.com/dictionary/british/play_1
https://www.macmillandictionary.com/dictionary/british/film_1
https://www.macmillandictionary.com/dictionary/british/character
https://www.macmillandictionary.com/dictionary/british/event
https://www.macmillandictionary.com/dictionary/british/appear
https://www.macmillandictionary.com/dictionary/british/happen
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/mention_1
https://www.macmillandictionary.com/dictionary/british/film_1
https://www.macmillandictionary.com/dictionary/british/play_1
https://www.macmillandictionary.com/dictionary/british/actor
https://www.macmillandictionary.com/dictionary/british/appear
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/mention_1
https://www.macmillandictionary.com/dictionary/british/book_1
https://www.macmillandictionary.com/dictionary/british/newspaper
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/aspect
https://www.macmillandictionary.com/dictionary/british/refer
https://www.macmillandictionary.com/dictionary/british/written_1
https://www.macmillandictionary.com/dictionary/british/drawn_1
https://www.macmillandictionary.com/dictionary/british/need_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/describe
https://www.macmillandictionary.com/dictionary/british/feeling_1
https://www.macmillandictionary.com/dictionary/british/given_1
https://www.macmillandictionary.com/dictionary/british/sent
https://www.macmillandictionary.com/dictionary/british/received
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21. used for saying what product, food, or drink contains a particularsubstance 

22. used for saying that something is available in a shop 

23.BRITISH a player or team that is in during a game of cricket is batting 

24. used for saying the person or thing that has the qualities needed for a 

particular job or situation 

25. if a politician or a political party is in, they have been elected 

26. something that is in is fashionable 

27. if the tide is in or comes in, the sea has reached or is reaching its highest level 

on the land 

28.used for saying that something breaks or falls inwards

https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/product
https://www.macmillandictionary.com/dictionary/british/food
https://www.macmillandictionary.com/dictionary/british/drink_1
https://www.macmillandictionary.com/dictionary/british/contain
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/substance
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/available
https://www.macmillandictionary.com/dictionary/british/shop_1
https://www.macmillandictionary.com/dictionary/british/player
https://www.macmillandictionary.com/dictionary/british/team_1
https://www.macmillandictionary.com/dictionary/british/game_1
https://www.macmillandictionary.com/dictionary/british/cricket
https://www.macmillandictionary.com/dictionary/british/bat_2
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/person
https://www.macmillandictionary.com/dictionary/british/quality_1
https://www.macmillandictionary.com/dictionary/british/need_1
https://www.macmillandictionary.com/dictionary/british/particular_1
https://www.macmillandictionary.com/dictionary/british/job_1
https://www.macmillandictionary.com/dictionary/british/situation
https://www.macmillandictionary.com/dictionary/british/politician
https://www.macmillandictionary.com/dictionary/british/political
https://www.macmillandictionary.com/dictionary/british/party_1
https://www.macmillandictionary.com/dictionary/british/elect_1
https://www.macmillandictionary.com/dictionary/british/fashionable
https://www.macmillandictionary.com/dictionary/british/tide_1
https://www.macmillandictionary.com/dictionary/british/sea_1
https://www.macmillandictionary.com/dictionary/british/reach_1
https://www.macmillandictionary.com/dictionary/british/reach_1
https://www.macmillandictionary.com/dictionary/british/high_1
https://www.macmillandictionary.com/dictionary/british/level_1
https://www.macmillandictionary.com/dictionary/british/land_1
https://www.macmillandictionary.com/dictionary/british/used
https://www.macmillandictionary.com/dictionary/british/saying
https://www.macmillandictionary.com/dictionary/british/break_1
https://www.macmillandictionary.com/dictionary/british/fall_1
https://www.macmillandictionary.com/dictionary/british/inwards
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Appendix 2: The Original Data of CMAC and CDAC 

 Text PLACE EVENT 
SITU- 

ATION 
PERSON NUMBER CONTENT FIELD MANNER TIME 

SEGMEN- 

TATION 
PURPOSE Deleted 

Collo- 

cation 
Total 

CMAC14ME_1 5 7 0 0 0 4 2 0 3 0 0 12 3 37 

CMAC14LI_8 3 4 0 0 0 4 6 3 1 0 0 4 2 27 

CMAC14SP_9 2 0 1 0 1 10 4 0 1 0 0 10 3 33 

CMAC14RE_6 1 5 2 0 0 2 2 1 1 0 0 0 2 18 

CMAC13ME_7 2 8 0 1 1 11 2 7 2 0 0 24 6 66 

CMAC13LI_3 8 11 0 2 1 7 2 4 1 0 0 15 1 53 

CMAC13SP_10 2 3 0 0 0 8 2 0 0 0 0 5 3 23 

CMAC13RE_5 1 5 1 0 1 18 3 0 1 0 0 6 3 39 

CMAC12ME_6 2 2 1 0 1 12 3 3 6 0 0 11 4 45 

CMAC12LI_1 4 8 2 0 0 11 1 2 2 0 0 11 6 48 

CMAC12SP_7 1 1 0 0 0 9 1 3 1 0 0 15 5 36 

CMAC12RE_4 0 4 0 0 0 2 1 1 1 0 0 2 2 13 

CMAC11ME_3 2 4 0 0 0 7 3 0 0 0 0 16 5 38 

CMAC11LI_9 0 0 1 0 0 5 1 0 0 0 0 1 3 11 

CMAC11SP_13 1 8 0 1 0 8 1 3 1 0 0 3 4 30 

CMAC11WR_9 1 4 0 0 1 18 1 5 1 0 0 5 2 39 

CMAC10WR_3 1 4 1 0 0 18 2 5 1 0 0 13 5 51 

CMAC10RE_1 1 7 0 0 0 11 3 0 2 0 0 8 5 37 

CMAC10SP_4 2 15 1 1 0 8 2 2 4 0 0 17 7 60 

CMAC10ME_2 2 7 0 1 0 4 0 0 3 0 0 3 7 28 

Table 1: The Original Data of CMAC (1) 
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Text PLACE EVENT 
SITU- 

ATION 
PERSON NUMBER CONTENT FIELD MANNER TIME 

SEGMEN- 

TATION 
PURPOSE Deleted 

Collo- 

cation 
Total 

CMAC09ME_24 2 2 1 1 0 0 2 0 0 0 0 1 1 10 

CMAC09SP_16 2 9 2 0 0 9 3 1 1 1 0 8 6 42 

CMAC09WR_15 2 3 1 0 0 3 2 0 0 0 0 3 4 18 

CMAC09RE_23 3 4 0 0 2 18 3 2 3 0 0 11 4 51 

CMAC08WR_16 2 1 0 0 1 1 1 1 0 0 0 4 2 14 

CMAC08ME_22 2 6 4 1 0 8 2 0 0 0 0 3 6 33 

CMAC08LI_18 4 9 2 0 0 15 0 4 4 0 0 17 7 63 

CMAC08SP_18 3 8 1 0 0 8 3 1 1 0 0 7 4 36 

CMAC07ME_18 4 3 1 0 1 23 4 6 2 0 0 16 4 64 

CMAC07LI_15 2 1 0 0 0 7 3 0 2 0 0 1 4 20 

CMAC07SP_20 0 2 0 0 1 4 4 1 0 0 0 2 2 16 

CMAC07RE_19 4 7 1 0 0 7 1 2 1 0 0 5 3 31 

CMAC06ME_25 3 9 0 0 0 11 1 1 1 0 0 14 1 42 

CMAC06SP_14 3 7 0 0 0 6 3 2 3 0 0 6 3 33 

CMAC06RE_17 1 5 0 0 2 16 3 0 2 0 0 9 5 47 

CMAC06WR_19 1 6 1 0 0 8 1 0 1 0 0 3 1 21 

CMAC05ME_21 2 6 0 0 0 4 1 1 1 0 0 2 1 18 

CMAC05LI_21 0 1 0 0 0 1 0 0 0 0 0 0 1 4 

CMAC05RE_18 1 1 0 0 0 3 3 2 3 0 0 2 0 16 

CMAC05WR_20 8 13 0 0 0 27 4 3 8 0 0 25 12 102 

Table 2: The Original Data of CMAC (2) 
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Text PLACE EVENT 
SITU- 

ATION 
PERSON NUMBER CONTENT FIELD MANNER TIME 

SEGMEN- 

TATION 
PURPOSE Deleted 

Collo- 

cation 
Total 

CPhD14_01 3 6 0 0 0 14 5 1 7 0 0 21 10 68 

CPhD14_03 16 29 4 0 1 27 3 2 13 0 0 86 16 200 

CPhD14_04 6 16 3 2 0 20 2 0 1 0 0 10 15 76 

CPhD14_05 15 13 0 7 0 25 6 8 5 0 0 25 10 115 

CPhD13_03 11 27 15 9 0 23 3 6 1 0 0 69 14 180 

CPhD13_06 4 17 3 1 5 17 3 4 15 0 0 32 18 122 

CPhD13_08 0 4 0 0 0 9 1 3 2 0 0 10 2 32 

CPhD13_09 4 8 0 1 0 14 3 0 0 0 0 26 6 63 

CPhD12_03 23 11 8 0 1 30 4 2 13 0 0 30 12 137 

CPhD12_04 12 7 4 0 0 9 3 3 1 0 0 12 4 55 

CPhD12_05 3 14 2 0 0 20 8 2 4 0 0 9 12 75 

CPhD12_08 2 10 2 3 2 20 3 2 1 0 0 12 11 68 

CPhD11_04 3 6 2 0 0 18 7 8 1 0 0 17 13 75 

CPhD11_07 13 16 4 2 0 39 12 7 18 0 0 42 14 168 

CPhD11_12 0 4 0 1 0 22 9 4 5 0 0 13 9 68 

CPhD11_14 6 8 8 1 0 16 1 2 0 0 0 13 11 77 

CPhD10_06 2 8 1 0 0 8 2 0 0 0 0 8 7 36 

CPhD10_09 2 4 0 2 0 16 3 2 1 0 0 14 7 52 

CPhD10_20 0 2 0 0 0 4 2 1 0 0 0 2 6 17 

CPhD10_22 2 4 1 0 0 9 1 0 2 0 0 12 10 41 

Table 3: The Original Data of CDAC (1) 
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Text PLACE EVENT 
SITU- 

ATION 
PERSON NUMBER CONTENT FIELD MANNER TIME 

SEGMEN- 

TATION 
PURPOSE Deleted 

Collo- 

cation 
Total 

CPhD09_01 1 18 6 2 0 23 5 9 1 0 0 43 16 126 

CPhD09_02 2 4 3 4 0 23 3 8 3 0 0 22 17 91 

CPhD09_03 2 4 4 1 0 17 2 5 0 0 0 8 13 57 

CPhD09_04 1 3 0 1 0 20 3 3 3 0 0 21 4 60 

CPhD08_02 1 4 2 1 0 9 1 0 0 0 0 16 12 46 

CPhD08_03 7 9 14 1 0 19 6 0 0 0 0 37 10 103 

CPhD08_06 3 5 1 4 0 8 1 1 1 0 0 10 5 39 

CPhD08_14 4 13 0 1 0 18 1 3 2 0 0 20 5 68 

CPhD07_13 0 1 4 0 0 14 1 0 0 0 0 30 3 53 

CPhD07_08 2 4 1 0 0 31 2 2 1 0 0 28 6 78 

CPhD07_12 1 15 5 0 1 33 4 12 1 0 0 91 22 187 

CPhD07_15 1 3 3 0 0 29 6 0 1 0 0 23 10 79 

CPhD06_02 0 2 1 1 0 20 1 3 0 0 0 7 3 38 

CPhD06_03 0 1 2 0 0 17 4 1 1 0 0 12 4 43 

CPhD06_04 0 12 3 3 0 38 8 3 0 0 0 36 8 113 

CPhD06_05 4 20 3 1 0 25 2 5 6 0 0 29 21 116 

CPhD05_02 0 3 4 2 0 24 6 2 1 0 0 22 12 77 

CPhD05_04 1 5 2 0 0 12 2 1 3 0 0 13 5 44 

CPhD05_05 2 5 0 1 0 15 2 2 2 0 0 15 9 54 

CPhD05_06 0 6 0 1 0 21 1 7 0 0 0 10 9 55 

Table 4: The Original Data of CDAC (2) 
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Appendix 3: Résumé 

Persönliche Daten 

Name: Xinlei Zhang  

Geburtsdatum:  10. März 1989  

Geburtsort: Liaoning, P.R.China 

Familienstand:  verheiratet  

Staatsangehörigkeit: China  

Email:  xinlei2011@hotmail.com 

Adresse:  Haydnstr. 26a, 09119, Chemnitz 

Telefonnummer:  01785787688 

 

Akademische Ausbildung 

03.2016-07.2023 Promotionsstudium, Technische Universität Chemnitz  

Fachrichtung: Kognitive Linguistik und Korpus Linguistik 

09.2012-07.2015  

 

M.A., Beijing International Studies University (Beijing, China)  

Fachrichtung: Englisch als Fremdsprache  

09.2007-07.2011  

 

B.A., Liaoning Normal University (Liaoning, China)  

Fachrichtung: Englisch Lehramt 

 

Berufserfahrung  

04.2023-08.2023 Englischlehrerin an der Freiherr-von-Stain Mittelschule, Ichenhausen 

08.2020-08.2022 Englishlehrerin an der Klosterschule Roßleben: Internat Gymnasium 

11.2018-05.2019 

 

Sprachwissenschaftlerin im Projekt „Academic Integration“, 

TU Chemnitz 

05.2017-09.2018 

 

Referentin am AGIUA e.V. Migrationssozial-und Jugendarbeit für 

Chinesische und Asiatische Kultur  

04.2011-08.2012 Englishlehrerin am Tieling Gymnasium No.2, Liaoning, China  
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 Qualifikation 

Lehrerqualifikationsbescheinigung (China)  

Feststellung der zur Berufsausübung als Lehrer erfordlichen deutschen 

Sprachkenntnisse (Thüringen) 

Eignungsprüfung als Lehrerqualifikation für Fach Englisch (Thüringen) 

Bescheinigung zur Anerkennung von im Ausland erworbene Berufsqualifikationen 

für Lehrämter (Thüringen) 

 

 Kenntnisse  

Sprachen 

 

Englischkenntnisse (C2, fließend)  

Deutschkenntnisse (C1)  

Mandarin (Muttersprache) 

Computerkenntnisse 

 

Microsoft Office (gut)  

SPSS (gut)  

 

Publikum 

Zhang, X. L. & Zhang, M. (2020). English Language Features of International 

Communication Magazines in China: based on Systemic Functional Grammar. 

REAL, 16, 113-128. 

 

Teilnahme an Konferenzen  

09. 2018  

 

International Conference of the Polish Cognitive Linguistics 

Association (Adam Mickiewicz University, Poland) 

11. 2018  

 

Australian Applied Linguistics Association Australia Conference 

2018 (Wollongong, Australia) 
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Appendix 4: Deutsche Zusammenfassung der Dissertation 

4.1 Einleitung 

Da der Raum die früheste Wahrnehmung ist, von der aus Menschen mit der Außenwelt 

interagieren, bietet er „grundlegende Einsichten in die Beziehung zwischen Sprache, 

mentaler Repräsentation und menschlicher Erfahrung“ (Tyler & Evans 2003: 22). Die 

vorliegende Dissertation mit dem Titel „Gradient Metaphoricity of the Preposition in: 

A Corpus-based Approach to Chinese Academic Writing in English“ ist ein Beitrag aus 

der Perspektive der räumlichen Metaphorik und des akademischen Schreibens. Sie 

untersucht den semantischen und syntaktischen Gebrauch der Präposition in durch 

chinesische Englischstudenten im Sinne der gradienten Metaphorik mit einem 

korpusbasierten Ansatz. 

In der kognitiven Linguistik werden Metaphern in der menschlichen Kognition 

begrifflich konstruiert, indem sie im Prozeß des Cross-Mappings zwischen Quell- und 

Zieldomänen operieren (Lakoff & Johnson 1980; 2003). Kövecses (2020: 2) definiert 

die „konzeptionelle Metapher“ als „eine systematische Reihe von Korrespondenzen 

zwischen zwei Erfahrungsbereichen“. Lakoff & Johnson (1980) unterteilen Metaphern 

in Bezug auf die Art der Quelle in drei Kategorien: strukturelle Metaphern, 

orientierende Metaphern und ontologische Metaphern. Orientierungsmetaphern können 

auch als räumliche Metaphern betrachtet werden, um die es in der vorliegenden Studie 

hauptsächlich geht. 

Um ein umfassendes Verständnis von Metaphern zu erhalten, haben viele 

Wissenschaftler (Müller & Tag 2010; Dunn 2011; Jensen & Cuffari 2014; Nacey & 

Jensen 2017) die Bedeutung eines neuen Begriffs hervorgehoben: Metaphorizität. Er 

ist definiert als die Eigenschaft, metaphorisch zu sein, die als ein besonderer Prozess 

der Bedeutungskoordination in der menschlichen Kognition fungiert (Jensen & Cuffari 

2014). Metaphorizität ist von entscheidender Bedeutung, da sie eine der Eigenschaften 

von Metaphern im Sprachgebrauch anspricht: den gradienten Character (Hanks 2006; 

Dunn 2011, 2014), was impliziert, dass metaphorische Ausdrücke gemessen werden 

können. Trotz vieler bemerkenswerter Beiträge wird Studien zur Metaphorizität 

(Müller 2008; Müller & Tag 2010; Jensen & Cuffari 2014; Jensen 2017), oft 

Subjektivität vorgeworfen, weshalb diese Studie ein großes Korpus als Datenbasis 

verwendet. 
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Der Schwerpunkt dieser Dissertationsschrift liegt darauf, die gradienten kognitiven 

Bedeutungen der Präposition in objektiv zu messen und damit die hochsystematische 

semantische Erweiterung der Präposition in abzubilden. Auf der Grundlage dieser 

Gradienten wird der semantische und syntaktische Gebrauch chinesischer 

fortgeschrittener Englischlerner mit einem korpusbasierten Ansatz untersucht. Dabei 

werden sowohl quantitative als auch qualitative Forschungsmethoden kombiniert. In 

meiner quantitativen Analyse stelle ich fest, dass die wörtliche und die anderen zehn 

metaphorischen Bedeutungen der Präposition in in Bezug auf die 

Unterscheidungsmerkmale ihrer Bildschemata abgestuft sind und somit die Natur der 

kognitiven Bedeutungen der Präpositionen widerspiegeln: systematisch. Anschließend 

analysiere ich, auf der Grundlage der Gradienten Werten der kognitiven Bedeutungen, 

etwa 70.000 Instanzen der Präposition in aus zwei Sub-Korpora des chinesischen 

akademischen Schreibens. In der qualitativen Studie untersuche ich die Diskrepanz 

zwischen die Präposition in und ihre chinesische Entsprechung zai…li (在…里) aus 

einer kulturellen Perspektive, die auch bei der Erklärung der Ergebnisse der 

empirischen Analyse hilfreich ist. Sie liefert auch Belege für die Universalität und 

Variation der räumlichen Metapher. 

Der besondere wissenschaftliche Wert dieser Arbeit liegt darin, dass sie ein Modell 

für die Anwendung eines korpusbasierten Ansatzes in der kognitiven Linguistik 

darstellt. Dies bietet eine neue Perspektive für die systematische Bewertung der 

Präposition in im Hinblick auf die Gradientenmetaphorik. In der Forschung der 

Kognitiven Linguistik wurden seit vielen Jahren die Zuverlässigkeit des verwendeten 

Introspektionsansatzes (Lakoff & Johnson 1980; Langacker 1987) in Frage gestellt, als 

andere empirische Ansätze, wie z. B. ein korpusbasierter Ansatz, verwendet wurden. 

Daher ist es unerläßlich, Studien auf diesem Gebiet zu initiieren. Darüber hinaus ist sie 

der erste Beitrag, der die Präposition in in quantitativer Hinsicht untersucht. Wie 

Schmied (2002: 957) feststellt, „kann ein offener und gradienter Ansatz die zahlreichen 

Fälle von Erweiterungen und Ausdehnungen des Präpositionsgebrauchs erklären“. Es 

ist zu hoffen, dass die innovative Kombination die Untersuchung anderer Präpositionen 

unter verschiedenen Aspekten beleuchten kann. 
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4.2 Methodisches Vorgehen 

Diese Studie umfasst fünf Forschungsansätze: den wörterbuchbasierten Ansatz, den 

Prinzipiellen-Polysemie Ansatz, den korpusbasierten Ansatz, die kontrastive 

Interlanguage-Analyse und die vergleichende Methode. Zunächst werden mit einem 

wörterbuchbasierten Ansatz alle Bedeutungen der Präposition in aus fünf 

Lernerwörterbüchern extrahiert. Anschließend werden sie in zehn verschiedene 

Kategorien eingeteilt. Die Hauptbedeutung und andere metaphorische Bedeutungen 

werden definiert und ihre Bildschemata werden beschrieben. Aus den Merkmalen 

dieser Bildschemata wird eine mathematische Formel abgeleitet, um den Grad der 

Metaphorizität der einzelnen Bedeutungen der Präposition in zu messen. Mit Hilfe des 

prinzipiellen Polysemie Ansatz wird das semantische Netzwerk der Präposition in 

erstellt. Anschließend wird mit Hilfe des Prinzipiellen-Polysemie Ansatzes das 

präpositionale semantische Netz von in erstellt. 

Anschließend wird mit einem korpusbasierten Ansatz die Verwendung der 

englischen Präposition in durch chinesische Englischstudenten beim Schreiben ihrer 

Abschlußarbeiten untersucht. Dabei werden zwei kompilierte Sub-Korpora verglichen: 

Chinese Master Academic Writing Corpus und Chinese Doctorate Academic Writing 

Corpus, in einer statistischen Methode. In jedem Korpus wird die gleiche Anzahl von 

Texten ausgewählt, nämlich etwa 40 pro Korpus. Auf semantischer Ebene wird die 

Frequenz der Präposition in mit verschiedenen Graden der Metaphorizität in beiden 

Korpora verglichen, wobei die Frequenz in verschiedenen Graden der Metaphorizität 

mit Hilfe der Software Antconc und SPSS gemessen und verglichen wird. Darüber 

hinaus untersuche ich das syntaktische Verhalten von in als eine freie und gebundene 

Präposition. Mutual Information ist ein wichtiges Kriterium für den Vergleich. 

In der qualitativen Studie analysiere ich von den Wörterbuchdefinitionen 

abweichende Verwendungen der Präposition in der kontrastiven Interlanguage-

Analyse. Es gibt auch einige ungenaue Verwendungen in der Datenanalyse. Die Gründe 

für die Abweichungen werden aus einer kulturellen Perspektive untersucht. 

Anschließend wird eine vergleichende Methode angewandt, um die Abweichungen 

zwischen der Präposition in und ihrer chinesischen Entsprechung zai...li (在...里) 

darzustellen und so zu versuchen, Belege für die Universalität und Variation der 

räumlichen Metapher zu liefern. 

Meine sechs Forschungsfragen, die im nächsten Kapitel beantwortet werden, sind: 
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1. Was sind die primären und metaphorischen Bedeutungen der Präposition in?  

2. Wie lässt sich der Grad ihrer Metaphorizität objektiv bestimmen?  

3. Was sind die semantischen und syntaktischen Merkmale der Anwendung der  

Präposition in durch chinesische Englischstudenten? 

4. Was sind die Abweichungen (von den Wörterbuchdefinitionen) der Präposition 

in, die von chinesischen Lernenden gemacht werden?  

5. Was sind die Unterschiede zwischen der Präposition in und ihrer Entsprechung 

zai...li (在...里) im Chinesischen?  

6. Was sind die kulturellen und philosophischen Implikationen? 

Diese sechs Fragen betrachten die Präposition in aus verschiedenen Blickwinkeln, 

sind aber eng miteinander verbunden. Zusammengenommen tragen sie zu einer 

umfassenden Analyse der Präposition in bei. 

4.3 Ergebnisse und Schlussbetrachtungen 

Die erste Forschungsfrage bezieht sich auf die Konstruktion eines semantischen 

Modells zur Veranschaulichung der Wechselbeziehung zwischen den verschiedenen 

Kognitiven Bedeutungen der Präposition in. Sie wird durch eine deskriptive Analyse 

der primären und zehn weiterer metaphorischer Bedeutungen der Präposition in 

beantwortet. Nach der Zusammenstellung aller Einträge der Präposition in aus fünf 

Wörterbüchern werden die metaphorischen Kognitiven Bedeutungen entsprechend in 

zehn Gruppen kategorisiert: ZEIT, ZWECK, ANZAHL, INHALT, BEREICH und 

EREIGNIS, SITUATION, SEGMENTATION, WEG und PERSON. In jeder Kategorie 

gibt es mehrere spezifische hierarchische Unterbedeutungen. Unter ihnen ist der ORT 

die zentrale Bedeutung, von dem aus die anderen zehn Sinne erweitert werden. Die 

primäre Bedeutung von in wird beschrieben als „Trajektor ist statisch innerhalb einer 

dreidimensional begrenzten Landmarke“. In Bezug auf die Dimension von Trajektor 

werden alle zehn metaphorischen Bedeutungen der Präposition in kategorisiert: 

eindimensional (ZEIT, ZWECK), zweidimensional (ANZAHL, INHALT, FELD) und 

dreidimensional (EREIGNIS, SITUATION, SEGMENTATION, MANN, PERSON).  

Die zweite Forschungsfrage bietet eine Formel zur quantitativen Messung der 

verschiedenen kognitiven Bedeutungen. Unter Berücksichtigung der fünf Faktoren, die 

die Bildschemata jeder Bedeutung beeinflussen, „Maßstab der Landmarke“, 
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„Sichtbarkeit“, „Weg“, „Inklusion“ und „Grenze“, wird die Formel zur Messung der 

Abstufbarkeit des metaphorischen Grades abgeleitet: 

Metaphorizität=[[#Sichtbarkeit] +[#Weg] +[#Inklusion] +[#Grenze]] 

*[#Maßstab der Landmarke] 

Wenn man der Formel Werte zuordnet, ergibt sich, dass die primäre Bedeutung den 

höchsten Wert hat: 12, und alle anderen erweiterten Bedeutungen haben Werte bis 

hinunter zu Null. Je mehr Ähnlichkeiten mit der Proto-Szene existierten, desto höher 

ist der Wert der metaphorischen Bedeutung und desto weniger ist diese Bedeutung 

metaphorisch. EREIGNIS und PERSON sind die „am wenigsten metaphorischen“ 

(Wert = 9-11); SITUATION, ANZAHL, INHALT und FELD sind „schwach 

metaphorisch“ (Wert = 6-8); ebenfalls enthalten sind SEGMENTATION, ZEIT und 

WEG (Wert = 3-5) as „stark metaphorisch“; ZWECK hat die geringsten Ähnlichkeiten 

mit der Proto-Szene und den niedrigsten Wert, also ist er „am meisten metaphorisch“ 

(Wert = 0-2). 

Die dritte Forschungsfrage bezieht sich auf die empirische Analyse der Präposition 

in, wobei die semantischen Merkmale und syntaktischen Verwendungen der 

Präposition in mit einem korpusbasierten Ansatz untersucht werden. Auf der 

semantischen Ebene ist der Grad der Metaphorizität in beiden Korpora insgesamt eher 

„schwach metaphorisch“ ausgeprägt. In beiden Korpora verwenden die meisten 

chinesische Studenten in mit einem niedrigen metaphorischen Grad, und sie verwenden 

das „am meisten metaphorische“ in sehr selten. Dies deckt sich mit der Feststellung von 

Wu & Gao (2021: 99), dass die chinesischen Studenten in mit prototypischen und 

„schwach metaphorischen“ Bedeutungen verwenden. Außerdem kann das 

Bildungsniveau ein Faktor sein, der die Dimension, Abstraktion und Grenze im Prozeß 

der kognitiven Zuordnung beeinflußt. Was das syntaktische Verhalten betrifft, so sind 

die häufigsten Substantive in der Konstruktion [in+noun] „schwach metaphorisch“, 

während die Substantive in der Konstruktion [in the noun of] zum EREIGNIS neigen, 

was „am wenigsten metaphorisch“ ist, wie z. B. in the use of, in the process of. Darüber 

hinaus werden sowohl in der Master- als auch in der Doktorandengruppe eher 

Aktionsverben in den Konstruktionen [verb+in], wie z. B. participate in, engage in, 

und [in doing sth.], wie z. B. in determining sth., in shaping sth., verwendet. 

Die vierte Forschungsfrage betrifft die Analyse der Verwendung der Präposition in, 

die von der erwarteten Verwendung im Wörterbuch abweicht. Obwohl alle Teilnehmer 

über sehr gute Englischkenntnisse verfügen, treten in den abgerufenen Korpora 
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Abweichungen auf. Die Präposition in wurde häufig durch andere Präpositionen wie 

from, on und at ersetzt, wenn die chinesischen Lernenden unsicher waren. Der 

Hauptgrund dafür könnte der negative Transfer aus ihrer Muttersprache sein (Wang 

2001; Gong 2007; Zhang 2010). 

Die fünfte Forschungsfrage bezieht sich auf die Diskrepanzen zwischen der 

Präposition in und ihrer chinesischen Entsprechung zai...li (在...里). Obwohl in und 

zai...li (在...里) denselben primären Bedeutung und dieselbe Proto-Szene haben, gibt 

es große Unterschiede zwischen ihnen: Die metaphorischen Bedeutungen der 

Präposition in sind ZEIT, ZWECK, ANZAHL, INHALT, FELD, EREIGNIS, 

SITUATION, SEGMENTATION, WEG, PERSON, während die von zai...li (在...里

) nur fünf sind: ZEIT, INHALT, EREIGNIS, SITUATION und PERSON. Die Zahl der 

metaphorischen Bedeutungen von in ist geringer als die von zai...li (在...里), was 

bewirkt, dass die Bildschemata der einzelnen kognitiven Bedeutungen nicht vollständig 

aufeinander abgebildet werden können. 

Die sechste Forschungsfrage liefert kulturelle Belege für die Unstimmigkeiten 

zwischen der Präposition in und ihrer chinesischen Entsprechung zai...li (在...里). 

Räumliche Metaphern weisen zwei Merkmale auf: Universalität und Variation. Was 

die Universalität betrifft, so haben die Menschen ein universelles Konzept zur 

Beschreibung von Zeit, Umfang, Status, Menge usw., weil die Regelmäßigkeit der 

Umwandlung von räumlichen Metaphern und die anfängliche Erfahrung ähnlich sind. 

Aber auch die räumlichen Präpositionen variieren kulturübergreifend. Auf der 

lexikalischen Ebene beschreibt die Präposition in im Englischen sowohl statische als 

auch dynamische Beziehungen, während zai...li (在...里) im Chinesischen nur 

statische Beziehungen vermittelt. Im Englischen richtet sich die Wahl einer Präposition 

nach der Dimension der Landmarke, während Chinesen die relative Position zwischen 

Trajektor und Landmarke beachten. Was das syntaktische Verhalten betrifft, so werden 

Präpositionen im Englischen direkt zur Beschreibung räumlicher Beziehungen 

verwendet, während die Lokative, wie li (里 ), die räumlichen Beziehungen im 

Chinesischen wiedergeben. Eine Präpositionalphrase steht normalerweise am Ende 

eines Satzes im Englischen, während die Reihenfolge im Chinesischen eine andere ist. 

Aufgrund der unterschiedlichen physischen Umgebung haben Menschen besondere 

Erfahrungen in der Interaktion mit der Außenwelt. Die Menschen in verschiedenen 

Nationen haben unterschiedliche Neigungen, Raum auszudrücken. 
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Die Variation der räumlichen Metaphern ist auf das kulturelle Modell einer Nation 

zurückzuführen. Infolge unterschiedlicher kultureller Modelle (Ungerer und Schmid 

2006) ist die Wahrnehmung der räumlichen Metapher durch die Menschen 

unterschiedlich, was zu einer unterschiedlichen Verwendung von Präpositionen führt. 

In der chinesischen Kultur ist die Integrität am wichtigsten. Der Schwerpunkt liegt auf 

der Einheit von Natur und Mensch, die ein wichtiger philosophischer Gedanke im 

Konfuzianismus und Taoismus ist. Er spiegelt das Gesamtbild der objektiven Realität 

wider. Im Gegensatz dazu wird im Englischen wird der Trennung vom Raum eine große 

Bedeutung beigemessen, was zu einer größeren Anzahl von Präpositionen führt, die 

räumliche Beziehungen darstellen. Die Wahrnehmung ist in der englischen Nation 

analytisch und logisch. Sie widerspiegelt die Unterschiede zwischen dem Subjektiven 

und dem Objektiven, wobei die logische Beziehung hervorgehoben wird. Die 

unterschiedlichen Konzepte erklären im gewissen Umfang die Anzahl und Funktionen 

der Sinne der Präposition im Chinesischen ist viel kleiner als im Englischen. 

Aus der Perspektive der Philosophie liefert diese Studie Beweise für den Standpunkt, 

dass abstrakte Konzepte in Form von räumlichen Metaphern konstruiert werden, die in 

der physischen und kulturellen Erfahrung verankert sind. Wie Yu vorschlägt (2014: 

233), „ist der menschliche Geist in der kulturellen Welt verankert, und die menschliche 

Bedeutung, das Fühlen und Denken sind weitgehend in körperlichen und 

soziokulturellen Erfahrungen verwurzelt“. Dies steht im Einklang mit der Embodied 

Philosophy: Die polysemen Bedeutungen stammen aus der Erfahrung, und unsere 

Kognition ist verkörpert (Lakoff & Johnson 1999; Kövecses 2020). 
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