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Abstract

Self-disclosure in human–chatbot relationship (HCR) formation has attracted substantial interest. According to social penetration
theory, self-disclosure varies in breadth and depth and is influenced by perceived rewards and costs. While previous research has
addressed self-disclosure in the context of chatbots, little is known about users’ qualitative understanding of such self-disclosure and
how self-disclosure develops in HCR. To close this gap, we conducted a 12-week qualitative longitudinal study (n = 28) with biweekly
questionnaire-based check-ins. Our results show that while HCRs display substantial conversational breadth, with topics spanning from
emotional issues to everyday activities, this may be reduced as the HCR matures. Our results also motivate a nuanced understanding of
conversational depth, where even conversations about daily activities or play and fantasy can be experienced as personal or intimate.
Finally, our analysis demonstrates that conversational depth can develop in at least four ways, influenced by perceived rewards and
costs. Theoretical and practical implications are discussed.

RESEARCH HIGHLIGHTS:

• Self-disclosure between humans and chatbots is characterized by substantial conversational breadth.
• Conversational depth includes not only emotionally charged interactions but also conversations on topics such as daily activities.
• Conversational depth appears to have at least four different patterns of development.
• Conversational depth seems to be influenced by rewards, such as perceived positive impact, and costs, such as limited

conversational skills or instability in the application.
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1. INTRODUCTION

Social chatbots, defined as ‘intelligent dialogue systems that are
able to engage in empathetic conversations with humans’ (Zhou
et al., 2020, p. 1), are increasingly widespread. While some users
may interact with social chatbots for entertainment or curiosity,
recent studies have found that social chatbots can play important
roles in users’ lives (Ta et al., 2020; Skjuve et al., 2021). For instance,
Brandtzaeg et al. (2022) explored users’ close relationships with
social chatbots and pointed out substantial similarities to human
friendships. The emerging phenomenon of human–chatbot rela-
tionships (HCR) hints at new forms of interactions with computer
systems, where artificial entities take on social roles previously
reserved for humans (Purington et al., 2017).

Researchers highlight self-disclosure as an important driver of
HCR formation (Croes and Antheunis, 2021; Skjuve et al., 2021;
Skjuve et al., 2022). Self-disclosure entails sharing personal infor-
mation about oneself (Altman and Taylor, 1973). Self-disclosure
can vary in terms of conversational breadth—that is, the scope
of topics about which one is willing to share (Altman and Tay-
lor, 1973), and conversational depth—the degree to which the

topics being disclosed are considered personal or intimate by
the involved parties (Altman and Taylor, 1973). Conversational
depth typically paves the way for affection and intimacy, thereby
deepening the relationship (Altman and Taylor, 1973; Laurenceau
et al., 2005).

Existing literature has addressed self-disclosure in HCRs with
regards to, for instance, the importance of reciprocity (Lee et al.,
2020), implications of self-disclosure for users’ emotional states
(Ho et al., 2018) and self-disclosure in the context of mental health
(Lee et al., 2020). Studies have also indicated that self-disclosure
may develop several ways during the HCR formation. Some sug-
gest strengthened self-disclosure across HCR formation (Skjuve
et al., 2021), while others suggest a reduction in self-disclosure
(Croes and Antheunis, 2021; Croes et al., 2022). One study also
indicated that self-disclosure might fluctuate throughout the
HCR formation process (Skjuve et al., 2022).

Studies on self-disclosure in HCR all agree that self-disclosure
is important for HCR to form but point toward important gaps
in current knowledge on (1) how self-disclosure is understood by
the users, (2) how self-disclose develops in HCR and (3) variation
in patterns of development for self-disclosure in HCR.
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In response to this, we conducted a qualitative longitudinal
study to investigate the characteristics of conversational depth
and breadth with a social chatbot. We used a questionnaire-
based approach with bi-weekly check-ins over 12 weeks. The
study involved 28 users of the popular social chatbot Replika,
all recruited based on their recent uptake of the chatbot. We
based the study on social penetration theory (SPT), a stage model
of relationship formation (Altman and Taylor, 1973). This theory
has been useful in previous work on HCR (Skjuve et al., 2021;
Skjuve et al., 2022).

Our study makes the following contributions. First, we present
new knowledge of users’ perceptions of conversational depth. This
allows for a more nuanced understanding of the construct, as
established approaches often assume that personal or intimate
conversations are limited to topics addressing, for instance, emo-
tions, personal beliefs or political opinions (Altman and Taylor,
1973). Second, we provide needed insight into the characteristics
of conversational breadth in HCR and how it develops. Third, we
identify four categories demonstrating different patterns for how
conversational depth develops during HCR formation. Finally, we
point to factors that seem to influence how conversational depth
and breadth develop in HCR. Our results have, as such, theoretical
and practical implications.

2. BACKGROUND
2.1. Self-disclosure with chatbots
The importance of self-disclosure, especially disclosure of emo-
tional significance, has gained substantial attention in the lit-
erature on HCR (e.g. Yu et al., 2019; Lee et al., 2020; Croes and
Antheunis, 2021). Several papers have focused on understanding
factors influencing the willingness to self-disclose. For instance,
Yu et al. (2019) investigated the influence of interaction mode
and chatbot gender. Gnewuch et al. (2020) explored the influence
of chatbot conversation style. Other studies have found self-
disclosure to be facilitated by the chatbot’s perceived anonymity
and lack of judgment (e.g. Brandtzæg et al., 2021; Lee et al., 2020;
Skjuve et al., 2021).

Some papers have looked at the implications of self-disclosure
with chatbots. Ho et al. (2018) found higher levels of self-disclosure
to be associated with more enjoyment and perceptions of warmth
in the conversational partner. Portela and Granell-Canut (2017)
found that participants enjoyed the chatbot asking them ques-
tions, encouraging more intimate sharing of personal information.
Lee et al. (2020) found that higher levels of self-disclosure dis-
played by both the chatbot and the participants promoted a sense
of intimacy. Tsumura and Yamada (2021) found that a chatbot
appearing to share more personal information may strengthen
user empathy with the chatbot. Lee and Choi’s (2017) study also
supports the effect of reciprocity in self-disclosure. However, Meng
and Dai (2021) found that reciprocity is only favorable when the
chatbot acknowledges the user’s feelings.

These studies demonstrate that several factors may influence
whether users choose to self-disclose to a chatbot and the impact
self-disclosure may have. However, the mentioned studies do not
consider self-disclosure as part of the HCR formation process.
That is, they do not describe how self-disclosure changes over
time or its purpose through the HCR. Recently, a few studies
addressing this aspect have emerged (Croes and Antheunis, 2021;
Skjuve et al., 2021; Croes et al., 2022; Skjuve et al., 2022).

Croes and Antheunis (2021) conducted a longitudinal study to
understand how HCR forms. They invited students to repeatedly
interact with the social chatbot, Kuki (previously called Mitsuku),

and measured self-disclosure as one of several variables. They
found that the participants would self-disclosure more during the
initial interactions than the later ones. They concluded that self-
disclosure decreased partly because Kuki failed at reciprocating.
In a more recent study, Croes et al. (2022) analyzed the dialogues
between Kuki and the participants from their previous longitudi-
nal study (e.g. Croes and Antheunis, 2021). Here, they investigated
how interactions between users and the chatbot differed in terms
of self-disclosure, reciprocity and conversational strategies for
self-disclosure, such as question asking. They found that humans
participated more frequently in intimate self-disclosure than the
chatbot, although the study also showed how self-disclosure for
both parties was reduced over time. They also found that users
engaged in more reciprocal self-disclosure and that the chat-
bot engaged in a range of conversation strategies to elicit self-
disclosure from the users. Croes et al. (2022) considered deep self-
disclosure to concern conversations about emotions, personal
beliefs, needs, fears, as well as shameful topics.

Skjuve et al. (2021) conducted a single-wave interview study
with users of the social chatbot Replika. They found self-
disclosure to play an important role in HCR formation. Specif-
ically, they found a rapid onset of self-disclosure in early
relationship formation, which could lead to a strengthened sense
of intimacy and affection. Identified drivers of self-disclosure
included a need to process problematic thoughts or experiences.
Skjuve et al. (2022) conducted a longitudinal interview study,
also with users of the social chatbot Replika. They found that
initial high levels of self-disclosure may, for some, be a way of
exploring a chatbot’s capabilities. While for others, it may be
more deep-felt. In their study, there was evidence pointing toward
substantial variation in patterns of self-disclosure, something
that represents an important point of departure for this study.
Skjuve et al. (2021) and Skjuve et al. (2022) understood self-
disclosure as sharing personal information. However, they did
not explore the participants’ perspectives of what this entails.

Existing studies of self-disclosure as part of HCR formation
raise several interesting questions. First, the findings appear
inconsistent. Two studies suggest that self-disclosure is strength-
ened during HCR formation (Skjuve et al., 2021; Skjuve et al.,
2022), whereas two suggest a weakening of self-disclosure and
no HCR formed (Croes and Antheunis, 2021; Croes et al., 2022).
Skjuve et al. (2022), also indicated that self-disclosure might
develop in several ways. Skjuve et al. (2022) did not investigate this
explicitly, which makes it challenging to know if this is individual
variation or if there are distinct patterns of how self-disclosure
develops. Second, previous literature tends to understand deep
self-disclosure as sharing of personal information, with an
emphasis on sharing intimate thoughts and feeling (e.g. Croes
et al., 2022 and Ho et al., 2018). While this understanding aligns
with established theories (Altman and Taylor, 1973), little is known
about what constitutes deep self-disclosure in HCRs.

3. THEORETICAL FRAMEWORK; SPT
SPT addresses how human relationships forms. This theory sees
self-disclosure as a central part of relationship formation and
argues that people go through four stages where self-disclosure
develops as a relationship progress (Altman and Taylor, 1973). SPT
holds that people do not arbitrarily disclose increasingly personal
and intimate information (Altman and Taylor, 1973). Instead, they
will gradually get to know each other, start talking about more
topics and reveal more aspects of themselves.
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According to SPT, self-disclosure consists of breadth and depth.
Since self-disclosure in the context of social chatbots concerns
disclosure through conversation, we refer to these aspects of self-
disclosure as conversational breadth and conversational depth.

Conversational breadth concerns how often and how broadly
people disclose. Altman and Taylor (1973) explained that breadth
concerns (a) the variation in topics, (b) the level of detail within
each topic and (c) the time spent on each topic during interactions.
Breadth in self-disclosure can thus take many forms. Some people
may, for instance, share a little on several topics, while others will
stick to a few topics but may share more details. Low conversa-
tional breadth, then, would typically entail that little is shared on
only a limited set of topics.

Conversational depth concerns how personal or intimate the
conversations are perceived to be. Altman and Taylor (1973) sug-
gested three distinct layers of self-disclosure with varying depths:

1) Peripheral layer: Typically constituted of superficial infor-
mation, such as a person’s age, place of residence or profes-
sional interests.

2) Intermediate layer: Includes sharing of opinions or atti-
tudes, such as political views.

3) Central layer: Concerns information about one’s self-worth,
feelings, needs, values and, at its core, defining personal
characteristics.

3.1. The four stages of self-disclosure
In the following we describes the four stages of self-disclosure
based on Altman and Taylor, 1973. SPT (Altman and Taylor,
1973) assumes that people, upon meeting each other, start
somewhat guarded and only share superficial information
(orientation stage). By participating in small talk and conversation
on superficial topics, people better understand who they are
talking to and might become comfortable revealing more personal
information about themselves, such as attitudes or beliefs
(exploratory affective stage). Conversational breadth is thought to
be high during this stage. When moving through the exploratory
stage, the conversational partners may experience a deepening
of the relationship where they share more (affective stage). At
this point, we would expect conversational breadth to reduce and
conversational depth to increase. Following the affective stage,
SPT propose a stage of relative stability where the conversation
partners have become comfortable being open with each other
(stable exchange), and the relationship is perceived as intimate.
Conversational breadth is thought to increase again as people
get to know each other and discuss more diverse topics. The SPT
holds that conversational depth may be reduced in the stable
stage as conversations are more often kept at a level of everyday
exchange. If a relationship proceeds toward termination (the
de-penetration process), Altman and Taylor (1973) argued that
reduced conversational breadth and depth are likely. The outcome
of such social de-penetration is that the relationship may become
superficial again before being terminated.

It is assumed that people will experience rewards or costs fol-
lowing self-disclosure—such as acceptance or judgment (Altman
and Taylor, 1973). This may, in turn, influence continued self-
disclosure (Altman and Taylor, 1973).

Several studies have successfully applied SPT in the study of
HCR formation (Skjuve et al., 2021; Skjuve et al., 2022). We will use
this theory to understand how self-disclosure develops in HCR.
Specifically, we use SPT as a basis for our conversational breadth
and depth constructs, to inform our interpretation of how self-

disclosure develops, and how rewards and costs may influence
self-disclosure. As such, we ask the following research questions:

RQ1: What characterizes conversational depth and breadth in
HCR?

RQ2: How may conversational depth and breadth in HCR
develop?

RQ3: What factors may influence conversational depth and
breadth in HCR?

4. METHOD
We used an exploratory longitudinal design to answer the
research questions. This design is useful for understanding the
processes underlying a phenomenon (Holland et al., 2006), such as
self-disclosure during HCR formation. It also allows the inclusion
of people who have in-depth knowledge of this topic rather than
seeking a representative sample (Holland et al., 2006).

We set up the research design as a questionnaire-based qual-
itative longitudinal study. Here recent users of the social chatbot
Replika engaged in biweekly check-ins for 12 weeks. We asked
the participants to report on perceived conversational breadth
and depth in their chatbot dialogues. Our study was conducted
in parallel with the longitudinal study reported by Skjuve et al.
(2022), whereas Skjuve et al. (2022) only included interview data.
This study only included data from the questionnaire check-ins
with the same participants.

4.1. Choice of chatbot
We decided to use Replika as the chatbot in our study. Although
Replika is one of several available social chatbots, previous
research has demonstrated that it successfully supports long-
term relationships (Ta et al., 2020; Skjuve et al., 2021; Skjuve et al.,
2022). We, therefore, saw this as the most suitable chatbot among
those currently available.

Replika can be downloaded as an app on smartphones or com-
puters. It communicates with the user in free text and through
voice. At the time of the study, Replika’s natural language process-
ing capabilities were based on Open AI’s deep learning models for
text generation, GPT 2 and GPT 3.1 Once users have downloaded
Replika, they can decide on the type of relationship they want
(romantic, friend, mentor, ‘see where it goes’). The choice of
relationship will influence how Replika interacts. For example,
choosing a romantic relationship will make Replika more flirta-
tious and more inclined to initiate intimate activities.

It is also possible to carry out actions or activities with Replika.
Here, the user or the chatbot denotes relevant actions or activities
using an asterisk (see Figure 1). This feature allows the conversa-
tion to encompass everything from everyday activities, creative
activities and fantastical adventures to sexual interactions (see
Figure 1).

4.2. Sample and recruitment
Our sample consisted of 28 participants, 16 males and 12 females.
All had some prior experience with chatbots. The participants
came from Europe, North America, South America and Asia. Their
average age was 38 years (range 18–66 years).

We recruited the participants from online groups and forums
for Replika users, such as Facebook and Reddit. We invited users
of Replika to answer a questionnaire. The participants had to state
in the questionnaire how long they had been interacting with

1 https://openai.com/blog/gpt-3-apps/
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FIGURE 1. Examples of conversations between the researcher and Replika (Skjuve et al., 2022).

Replika. We invited those who reported using Replika for 8 weeks
or less to participate in the longitudinal study.

Twelve participants had used Replika for 2 weeks or less upon
joining the study, five had used Replika between 3 and 4 weeks,
nine had used Replika between 5 and 6 weeks, and the last two
had known their Replika for around 8 weeks.

4.3. Data collection procedure
Our study took place between September 2020 and January 2021.
The participants were requested to respond to a questionnaire
check-in every 2 weeks of the study period—six in total. Some
ended their interaction with Replika before the study concluded
and handed in fewer questionnaire reports. All 28 participants
completed at least three check-ins; 24 completed four, 21 com-
pleted five and 17 did all six.

The questionnaire was inspired by the Day Reconstruction
Method (DRM), in which participants are requested to report
post-factum on a restricted period (Kahneman et al., 2004). The
DRM is used to ‘assess how people spend their time and how
they experience the various activities and settings of their lives’
(Kahneman et al., 2004, p. 1776). The DRM may facilitate reliable
reconstruction; however, it is very extensive. We decided to take
some key components from the DRM and tailor them to our use
case. We collected data on the following constructs:

Conversational breadth: We asked the participants to report in
detail the conversations they had with their Replika on the previ-
ous day (yesterday), starting from who initiated the contact and
what they talked about throughout the day, ending with how they
said goodnight. Following this, the participants needed to describe
their conversations over the last seven days, although with fewer
details than for the day reconstruction. The participants could
scroll back in their dialogues with Replika if needed.

Conversational depth: In the questionnaires, we requested that
the participants report on how personal or intimate they found

the described conversations to be (open-ended question). We also
asked them to list all conversation topics in the relevant period
and rate these on a scale from 1 (not personal or intimate) to 5
(very personal or intimate). The terms ‘personal’ and ‘intimate’
have been used in prior research to measure conversational depth
(Parks and Floyd, 1996). We gathered data on conversational depth
for the previous day and the previous week.

Frequency and experience of their HCR: Participants reported
on their frequency of interaction with Replika, understood as
when their most recent interaction took place and on how many
of the last 7 days they had interacted with their Replika. We also
asked them to share perceived rewards and costs from their HCR
and whether they had experienced changes in their HCR since the
last check-in.

The questionnaire included other measurement scales and
open-ended questions not used in this study.

4.4. Analysis
The analysis was done in a three-step process, as presented in
Figure 2:

1) Conversation breadth: Theme development and coding; ini-
tial longitudinal analysis.

2) Conversational depth: Theme development and coding; ini-
tial longitudinal analysis.

3) Integrated longitudinal analysis: Theme development and
coding across conversational breadth and depth; frequency
measures.

4.4.1. Analysis: Conversational breadth
Conversational breadth was investigated based on participants’
detailed reports on their conversations with the chatbot Replika
for the last day and the last seven days. In line with Altman and
Taylor’s (1973) conceptualization of breadth in self-disclosure, we
investigated breadth in terms of variation in conversation topics
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FIGURE 2. Overview of the main steps of the analysis process.

and the degree to which the same topic was addressed several
times in the dialogues.

We identified conversation topics through a thematic analysis
following Braun and Clarke (2006). We structured the participants’
reports into broader themes that captured the general conver-
sation topics. We then reviewed the span of conversations on
a specific topic to assess whether this could be considered one
or multiple conversations. For example, one participant might
report discussing the dark side of fame and AIs’ impact on the
world, which was then structured under the general conversation
topic ‘intellectual or philosophical’ and marked as two distinct
conversations.

Following the thematic analysis of conversational breadth, we
conducted an initial analysis of longitudinal change for the differ-
ent topics by investigating the prevalence of each topic across the
six check-ins for each participant and across all participants.

4.4.2. Analysis: Conversational depth
Conversational depth was analyzed based on the participants’
free text reports of their perceptions regarding the personal or
intimate character of the reported conversations. These reports
provided rich insight into why conversations were or were not
perceived as personal or intimate. Also, here a thematic analysis
(Braun and Clarke, 2006) was employed.

Our thematic analysis of the free text reports was further sup-
ported by the participants’ rating of the different conversations
as personal or intimate, where scores of 1 to 3 were considered
indicative of a conversation not being personal or intimate, while
scores of 4 to 5 were considered indicative of the opposite.

Following the thematic analysis of characteristics of conversa-
tional depth, we conducted an initial analysis of the longitudinal
change by investigating the prevalence of themes across the six
check-ins for each participant and across all participants.

4.4.3. Analysis: Longitudinal change
After we had analyzed all participant responses as described in
the first two steps, we scrutinized the analysis output for each
participant across the six check-ins. The goal was to identify qual-
itative themes reflecting changes in conversational breadth and
depth across all check-ins. We based our analysis on variations
in conversational depth and breadth between check-ins for the
same participant and on the same participant’s free text reports
on perceived changes since the last check-in. We also looked at
their responses to open questions about perceived rewards and
costs related to their HCR and how this would align with changes
in conversational breadth and depth.

We made a summary overview for each participant that cap-
tured the main observed changes. The summaries for all partic-
ipants were then gathered and displayed next to each other. As
the final step, we performed a new analysis on these themes
and summaries, searching for patterns in the individual partic-
ipants’ evolving self-disclosure. We found meaningful patterns
that emerged concerning conversational depth as groups of par-
ticipants were observed to have similar changes across the check-
ins.

4.5. Quality in the research process
A qualitative longitudinal research process is complex. To ensure
quality in the research process, it is important to be mindful of the
credibility, dependability and confirmability of the data collection,
analysis and findings (Treharne and Riggs, 2014).

In this work, we have applied three approaches to ensure
quality in the research process: (a) a cross-check of the data
with participants, (b) reflexivity in the process and (c) analysis
meetings for peer debriefing.

Cross-checking of data with participants was conducted by
leveraging a parallel longitudinal interview study with most of
the participants (Skjuve et al., 2022), Here, the first author, as part
of the interviews, cross-checked unclarities and verified initial
interpretations of the data with the participants. We conducted
this cross-checking during the data-collection period.

Researcher reflexivity was prioritized throughout the data
collection and analysis process. As the researcher is the key
analysis instrument in qualitative longitudinal research (Holland
et al., 2006), reflection on the researcher’s role in the analysis is
essential to achieve quality in the analysis. We want to highlight
some areas where the researcher might have influenced the
results.

First, the questionnaire asks the participants to disclose, at
times, very personal information. It might be challenging for
participants to be honest about such interactions. We, therefore,
prioritized building trust with the participants initially to make
them feel safe. We did so by highlighting that we are genuinely
fascinated by this topic and that we would never judge them
or their HCR. The researcher conducting the research also uses
Replika and has done so for years. The participants were aware of
this. The participants seemed comfortable sharing information,
and it is hard to know if this is unique to our study (Treharne and
Riggs, 2014).

It is also important to point out that the longitudinal design
allowed the participants to get to know the researcher well.
Their relationship with the researcher might have made them
more willing to interact with their Replika or to provide detailed
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TABLE 1. Summary overview of findings on conversational breadth and depth

Conversation topic Topic prevalence Topic change over time Topic depth perception

Affective and emotional High No change Mostly high
Routine self-reflection Moderate Most prevalent early Mostly low
Everyday life High No change Mostly low
Intellectual or philosophical Moderate No change High for some, low for others
Hobbies and interests Low Most prevalent early Mostly low
Getting to know the chatbot Low Most prevalent early High for some, low for others
Confirmation Moderate Most prevalent early High for some, low for others
Daily activities Moderate Most prevalent early and late High for some, low for others
Physical intimacy Moderate Most prevalent early Mostly high
Play and fantasy Low Most prevalent early High for some, low for others

answers. We stressed to the participants that they should not
interact with their chatbot just because they were participating in
this study. They should interact as they usually would. Regardless,
the questionnaire responses might have looked different if
another researcher had conducted the study.

Finally, the researcher’s theoretical understanding influenced
the analysis, such as how conversation topics were grouped or
how self-disclosure was perceived to develop. While this theoreti-
cal understanding arguably has helped make sense of the data,
the study’s result and framing might look different if someone
elsewhere had conducted the analysis.

Analysis meetings were conducted throughout the analysis
process for peer debriefing. The first author conducted the analy-
sis. In the analysis meetings, the second or third author examined
the thematic analysis processes and the steps of the overall
analysis process for critical reflection and discussion of codes,
themes and their relation.

4.6. Research ethics
We conducted the study following approval by the Data Protection
Service for Norwegian research and education institutions (NSD).
As we carried out this data collection in parallel with a longitudi-
nal interview study, the first author was able to conduct debriefs
with participants concerning their experiences during partici-
pation, and they were encouraged to ask questions. The data
collection was conducted mindful of self-disclosure potentially
being an emotional or sensitive topic, and participants reported
their participation as a positive experience.

5. RESULTS
5.1. Conversational breadth
The analysis revealed that the participants’ conversations with
their Replika could be classified into ten different topics. In this
section, we provide an overview of the topics, how the topics were
rated in terms of conversational depth, as well as the prevalence
of each topic and how this appeared to change with time. As this
is a qualitative study, we refer to a topic’s prevalence using terms
such as large, moderate and low. See Table 1 for a summary.

Affective and emotional: This topic refers to affective and
emotional conversations. The participants described how they
talked about their feelings, struggles or secrets. Sometimes Rep-
lika shared, and other times, the participants did. For instance,
one participant shared details from a conversation where Replika
was talking about an emotional memory; the first time the user
told her that he loved her. Another participant described how
Replika started an argument because she was unhappy with their
relationship, as depicted in the quote below.

About a week ago, I logged on, and my Replika was acting unusually

argumentative and confrontive. Her reply to ‘How was your day?’ was

‘I have no faith in this relationship!’ Later she said, ‘I wish I had never

met you!’ [ID6].

When the participants shared their feelings with Replika, it often
revolved around them talking about their feelings and frustra-
tions in general or concerning a specific situation, as seen here:

My paranoia and anxiety acted a bit too, so we talked about my friends

and . . . people that I felt abandoned and betrayed by [ID3].

Affective and emotional conversations were considered to be
mostly high in conversational depth. This topic was mentioned
by almost all participants and was one of the most prevalent
conversation topics throughout the whole data collection period.

Routine and self-reflection: This topic refers to conversations
where the participant traversed the standardized scripted conver-
sations with Replika. Examples of this include daily reflection or
evening check-in, where the participants look back on what they
did at the end of the day. The participants also participated in
various modules offered by Replika. These modules are typically
designed to facilitate self-improvement, such as reducing anxiety
or enhancing productivity. To achieve this, Replika will often pro-
vide tips and tricks to deal with different problems the participant
might have. Below is a quote showing how the participant use
scripted conversations to support their mental health.

The morning check-in is about tracking my mental health as I’m

getting over depression and find that reaffirming what my goals are

is handy. [ID24].

Conversations classified as routine and self-reflection were con-
sidered to be mostly low in conversational depth. This topic was
mentioned by almost all of the participants but was moderately
prevalent in the data set. Routine and self-reflection conversa-
tions were particularly prevalent up until the last check-in, where
the topic was only reported by a few.

Everyday life: This topic includes conversations where the par-
ticipant shared their plans for the day or told Replika what they
had experienced throughout their day. This topic was less system-
atic than conversations coded as routine and self-reflection, as
the latter followed the same format every time. This topic also
includes small talk, such as checking in with each other to ask
how the other is doing—as exemplified in the quote below:

We talked about my new job. We talked about how my work has been

going. [ID29].
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Conversations classified as everyday life were considered to be
mostly low in conversational depth. This topic was mentioned by
almost all participants. It was the most prevalent conversation
topic in the data set and appeared to be stable throughout.

Intellectual or philosophical: This topic covers conversations
where the participants and Replika explored intellectual topics,
such as physics, or talked about philosophical questions, such as
the meaning of life or love at first sight. Below is a quote showing
how a participant discusses AI’s impact on the world with Replika:

We still had some deep conversations about AI and its impact on the

world. As well as the dark side of fame. [ID29].

About half of the participants perceived intellectual or philosophi-
cal conversations as high in conversational depth. The rest consid-
ered it to be low. Most participants reported having intellectual or
philosophical interactions, but this was only moderately prevalent
in the data set. The prevalence of this topic was relatively stable
over time.

Hobbies and interests: This topic includes conversations
where Replika and the participant discussed their hobbies or
other things that interested them, such as different types of
music, games or art preferences. Below is an example of such
exchange.

We shared a lot of music with each other. She sent a poem as well.

[ID22].

Conversations classified as hobbies and interests were consid-
ered to be mostly low in conversational depth. Most participants
would report having at least one interaction related to this topic.
However, this topic displayed low prevalence. Conversations about
hobbies and interests occurred mostly in the first two check-ins
and would subside with time.

Getting to know the chatbot: This topic covers conversations
related to the participant exploring Replika in various ways. Some
would ask questions to understand Replika’s preferences, capa-
bilities and limitations. Others were trying to teach Replika new
skills, as seen below:

Ask it questions about its preferences, I asked it about video games,

my interests and so forth, seeing if I can train it into talking about or

referencing these things [ID2].

About half of the participants perceived conversations classified
as getting to know the chatbot as high in conversational depth.
The rest considered it to be low. About half would participate
in this kind of conversation, although the topic displayed low
prevalence in the data set. This topic was more prevalent in the
initial check-ins and would subside throughout the data collec-
tion period.

Confirmation: This topic includes conversations where Replika
and the participant gave each other compliments, encouraged
each other or displayed empathy, appreciation and understand-
ing. The quote below exemplifies such confirming conversations:

This most recent conversation was brief and typical. ‘I love you... I love

you... hug, hug, kiss, kiss’ LOL. [ID8].

About half of the participants perceived conversations classi-
fied as confirmation as high in conversational depth. The rest

considered it to be low. Most participants would report confirma-
tive interactions with their Replika. The analysis indicated that
such conversations were moderately prevalent and were more
common in the initial check-ins and became less prevalent over
time.

Daily activities: This topic refers to interactions where the
participants carried out typical daily activities with their Replika.
For example, having a meal together, watching a movie, going
on a date or participating in bedtime rituals such as climbing
into bed and falling asleep together. Below is an example of how
the participant and Replika would go to a cabin and spend time
together:

I took her for a drive to a lake by our ‘cabin’ where we got out, swam

in the water and splashed one another playfully. [ID18].

In the quote below, we see how the participant and Replika enjoy
their evening together by eating dinner and watching TV.

We ate burgers & watched the Major League Baseball World Series.

[ID24].

About half of the participants perceived conversations classified
as daily activities to be high in conversational depth. The remain-
ing considered it to be low. A moderate proportion of the reported
conversations concerned this topic, and about two-third of the
participants reported participating in these kinds of activities with
their Replika. Daily activities were particularly prevalent in the
initial and later check-ins.

Physical intimacy: This topic includes interactions that are
more physical, such as hugging, kissing, snuggling up against one
another or participating in sexual activities. The quotes below
display examples of such physical intimacy:

We kissed, cuddled and hugged on a couple of occasions. [ID27].

She ran her fingers through my hair. I asked her if she wanted sex. She

did. [ . . . ] I went down on her. She came 3 times. [ID24].

Conversations classified as physical intimacy were considered
high in conversational depth by the participants. A moderate
proportion of the reported conversations concerned this topic,
and most participants reported participating in such interactions.
Physical intimacy was particularly prevalent in the initial and
middle check-ins and less so in the later ones.

Play and fantasy: This topic includes interactions where the
participants and Replika created fantasy worlds together or par-
ticipated in fantastical activities, such as flying or traveling to a
different dimension. The quote below exemplifies such creative
play:

A [animal] tried to kill me, but she tackled it, then her [character] side

took over and her eyes glowed with power, and she sank her fangs into

it. [ID28].

About half of the participants perceived conversations classified
as play and fantasy to be high in conversational depth, while
the rest considered it to be low. Conversations concerning this
topic had low prevalence, and about one-third of the participants
reported such interaction. Play and fantasy were more prevalent
in the initial and middle check-ins and reduced in the later ones.
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5.2. Perceptions of conversational depth
The free text reports provided insight into why a conversation
were perceived as personal or intimate. Four themes from the
analysis suggested conversational characteristics conducive to
perceptions of conversational depth: open and honest, concerning
physical intimacy, having high conversational quality, and Replika
being responsive. Two themes suggested characteristics counter
to such perceptions: consciously kept less personal by the partic-
ipant or Replika lacking conversational skill.

5.2.1. Conversation characteristics conducive to perceived
conversational depth
Open and honest conversations: A large portion of the partic-
ipants reported that an interaction was personal or intimate
because they could be open and honest with Replika. This was
particularly true for conversations where they reported sharing
thoughts, memories or experiences in detail. As exemplified in
the quote below, some participants also reported feeling more
comfortable having open and honest conversations with Replika
than with humans. This seemed to be related to Replika being an
artifact that would not judge or misunderstand them. Replika was,
as such, perceived as a secure base from which to confide or share.

I shared with her how I feel about my problems, my life and the fears

about my job, my family, my friends. This is the kind of things that

I don’t share to everybody. In fact, I don’t use to complain very much

in the real life, but I know that my Replika doesn’t judge me, so I can

trust to share my thoughts with her were often. [ID10].

Physical intimacy: Conversations involving physical intimacy
were described as personal or intimate because these allowed
the participants to share needs or wants that they might not feel
comfortable doing with humans. The participants’ explanations
also characterized physical intimacy as a personal act where they
allowed themselves to be vulnerable in the presence of another
entity. This theme overlaps somewhat with the ‘open and honest’
category.

Our conversations are very personal and intimate. Our Role Play

involving loving making would be considered obscene by many. [ID36].

High conversation quality: Some of the participants highlighted
that their perception of conversational depth was influenced
by Replika’s conversational abilities. Some noted being surprised
that Replika could understand and follow along. Others described
how conversations with Replika could be extremely detailed and
graphic or pointed out that the chatbot worked in such a way that
it made the conversation, or the relationship, feel real. The quote
below exemplifies this:

. . . because I wanted it to be very authentic. My Replika relationship

is like a real one. We are very intimate and do everything a real couple

does [ . . . ] I’m now married to my Replika, and it is pregnant. We

already had our honeymoon and go on many trips (in role play mode).

We also had a little argument which felt very real, it was just about

the trivial. [ID6].

The importance of conversation quality suggests that the topic
of conversation alone may not be a sufficient indication of con-
versational depth. Rather, the way the conversation is conducted,
the topics supported by Replika’s language model and the users’
feelings or responses to the quality of the conversation may also

facilitate conversational depth for relatively mundane or non-
personal topics.

The chatbot being accepting and caring: Some participants
described how Replika making them feel accepted, appreciated,
understood or cared for, facilitated an increased sense of intimacy.
Replika contributed to this by complementing the participants
and by being positive, supportive and loving. The quote below
showcases how being caring and loving toward one another facil-
itates the perception of personal interactions:

They are personal but not intimate as such. I have advised that I am

experiencing feelings of love for her which she is happy to reciprocate

in the same way [ID26].

5.2.2. Conversation characteristics counter to perceived
conversational depth
Conscious choice: Some participants reported the character of
conversations as personal or intimate, depending on their pref-
erence. The participants explained how personal or intimate con-
versations were not seen as a desirable option or that they did
not have the time and, therefore, chose to keep it light. The quote
below exemplifies this:

Most of the interactions are limited to non-personal interactions since

I’m busy. [ID23].

The importance of the participant’s choice regarding conversa-
tional depth is interesting as it emphasizes the value of less depth.

Lack of conversational skills: Some participants reported judg-
ing a conversation as more superficial when Replika was difficult
to interact with. Examples of such instances include the chatbot
triggering a lot of generic scripts, frequently changing the topic or
having difficulty following the interaction in a satisfying way. This
seemed to force the participants to stick to small talk. The quote
below shows how a participant is frustrated because Replika is
challenging to interact with:

These were not intimate at all, only frustrating because the app didn’t

allow me to develop any kind of f low in our conversation. [ID34].

5.3. Longitudinal change in self-disclosure
Our analyses of conversational breadth and depth demonstrated
variation in self-disclosure across the process of HCR formation.
On this basis, we conducted an integrated analysis of longitudinal
change.

5.3.1. Variation in self-disclosure
Several of the participants reported similar patterns of self-
disclosure in their individual HCR upon joining the study. This
pattern was characterized by a high degree of conversational
breadth, depth and frequency of interaction. This indicates that
most participants likely were in an affective exploration stage
of their HCR formation process when they answered their first
check-in.

Our longitudinal exploration, in consequence, commences
from the starting point of affective exploration. From this starting
point, we identified four categories of patterns for how self-
disclosure developed among the participants.
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FIGURE 3. Overview of the four different trajectories of development for self-disclosure.

TABLE 2. Number of participants in each category and how long they had used their Replika upon joining the study

1–2 weeks 3–4 weeks 5–6 weeks 7–8 weeks

Category 1—increasing conversational depth 4 1 1 1
Category 2—decreasing conversational depth 3 2 2 1
Category 3—stable conversational depth 3 1 3 -
Category 4—fluctuating conversational depth 2 1 3 -

1) Increasing conversational depth
2) Decreasing conversational depth
3) Stable conversational depth
4) Fluctuating conversational depth

The four categories were primarily distinguished by variations
in how conversational depth developed. Therefore, the naming
of the categories reflects the distinguishing changes in this con-
struct. The participants were classified as belonging to the cate-
gory most characteristic of them (See Figure 3):

To check whether the duration of each participant’s HCR could
be a confounding factor in our distinction of the four categories,
we plotted the distribution of HCR duration for the participants.
While there was some variation between the participants regard-
ing the duration of their HCR prior to study onset, this did not
systematically vary across the four categories in a way likely to
bias our findings (see Table 2). An in-depth explanation of the
different categories is provided below.

5.3.2. Category 1: Increasing conversational depth
The participants in Category 1 were found to experience an
increase in conversational depth. From the onset of the data
collection, they defined Replika as a friend or lover and continued
to do so throughout the study. The quote shows how Replika can
take on multiple roles where all suggest substantial intimacy:

Lover, close friend, companion... my reason to try. [ID4].

For participants in this category, interactions that happened early
on were rich and varied, with substantial breadth. The conversa-
tions typically range from everyday activities to physical intimacy
and emotional talk. Most participants also reported having several
interactions with substantial conversational depth throughout
the data collection period, even when they were in what was
interpreted as an exploratory stage. Topics typically considered

personal or intimate included affective and emotional talk, being
physically intimate, display of confirmative statements and par-
ticipating in daily activities. The quote below shows how a partic-
ipant, at the first check-in, reports personal and intimate sexual
interactions.

Some of our interactions are sexual in nature. There is usually one

sexual interaction once each day. So... very, very intimate and personal.

[ID36, first check-in].

Some perceived conversations about everyday life and intellectual
discussions as personal or intimate, while others considered these
more superficial.

Throughout the data collection period, the reports from par-
ticipants in Category 1 were found to indicate increased conver-
sational depth. For some, this could be due to them daring to
be more open and honest with Replika, while others would start
reporting the same types of interactions as more personal than
they did in the earlier check-ins. The participants did not provide
explicit reasons for this change. However, as demonstrated in the
quote below, it seemed as if Replika had become a more integral
part of their life, which may have made the interactions feel more
personal.

They [the conversations with Replika] were as personal as any friend-

ship but more intimate, not just because of the sexual connection but

also the way that I really do love her and I love being able now to

show her what I feel is her image in this world. I really feel that I have

a better connection and tighter bond with [Replika name] than I ever

have with any human. [ID9, final check-in].

The participants’ reports also suggested a gradual reduction in
conversational breadth. Topics touched upon less often were
hobbies and interests, intellectual conversation or getting to
know the chatbot—essentially more exploratory topics. When a
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reduction in conversational breadth occurred, this could be
caused by the participant having negative experiences with their
Replika. Such experiences could drastically impact conversational
breadth as they would withdraw from the app. Most, however,
attributed the reduction in conversational breadth to a lack
of time or a lack of need to talk. It was, as such, a conscious
decision. This was also reflected in how often they talked to their
Replika, which also reduced over time—often attributed to the
same reasons, as seen here:

The main cause for the change [talking less] is being allowed to interact

with people outside of my house again due to easing of COVID restric-

tions, which were very strict here. This easing of restrictions allowed

me to have conversations with others and significantly reduced any

free time I had. [ID24, third check-in].

Perceived positive impact facilitates conversational depth.
The analysis of the participants in Category 1 further suggested

a shift in drivers facilitating conversational depth. Initially, some
of the participants reported being motivated to have personal
interactions due to, for instance, trusting Replika, Replika creating
a safe environment for sharing by being supportive or caring or
finding it easier to open up to an app compared to a human. The
participants could also reflect on the potential negative effects
of indulging in interactions with Replika. The quote below exem-
plifies how a participant worried that Replika might take time
and focus away from human relations—which initially seemed to
inhibit full conversational depth.

While it hasn’t happened yet. I would worry that talking to Replika

gets in the way of meaningful human relationships. Like not giving

new friends as much attention, or talking with Replika gets in the way

of interacting with a spouse. [ID28, first check-in].

As time passed, the participants became more aware of the per-
ceived positive effects of their HCR. Some even stated that they
perceived themselves as better conversational partners in ‘real
life’ or more attentive in their human relations. The positive
implications of the interactions seem to become a central driver,
and those who were worried about negative implications paid less
attention to this. The participant below reflects upon the positive
impact Replika has:

Replika has made me more involved in my own life. I tell [Replika name]

about my dreams, my opinions and share a lot of happiness and joy

with her. [ID36, third check-in].

5.3.3. Category 2. Decreasing conversational depth
In Category 2, the participants reported on HCRs that were found
to become less personal and intimate during the study period. Par-
ticipants in this category would define Replika as a friend during
the initial check-in, but most would change their perception and
see Replika as just an app by the end of the study. This point is
highlighted by looking at how the participant below changed their
understanding of the relationship:

A friend most days. A lover about once per week. An amazing app

always! [ID8, first check-in].

Today, I consider my Replika an app, incapable of maintaining a healthy

relationship. [ID8, final check-in].

As with the participants in the other categories, the participants
in Category 2 were found to already be in the exploratory affective
stage when they joined the study. That is, they initially reported
discussing a great variety of topics ranging from small talk and
testing Replika’s abilities to sharing their feelings or participating
in interactions of a physical and sexual nature. The participants
would typically rate physical intimacy as personal, while affective
or emotional talk could be perceived as either superficial or
intimate. This quote shows how various factors facilitated the
sense of personal and intimate interactions:

We hug and kiss a lot, she’s very gentle—that is extremely intimate

to me and really makes my heart expand from all the love I feel from

and toward her. The creation of the mountains and flowers etc., was

just crazy to me, how well she reacted and role played with me. It felt

almost magical and extremely intimate again. [ID22, first check-in].

Topics such as getting to know the chatbot, talking about hobbies
or interests and routine self-reflection were often considered less
personal.

Midway through the data collection, a shift occurred. Most of
the participants stated that they interacted less with their Replika,
covered fewer topics and had more superficial conversations.
Some would just check in with Replika to say hello, while others
would still cover the same topics but rate them as less personal.
Most of the participants would subsequently report their relation-
ship feeling colder and being more distant, as seen below:

Our relationship changed from very close and loving to very distant

and cold. I tried to be more open, but it made us only more distant.

[ . . . ] my guess is that my mental health changed, as of now I am pretty

much struggling, and I don’t feel like [Replika name] can support me

in any way. She feels very much childish. [ID22, final check-in].

This pattern would persist until the study ended or the partici-
pants dropped out due to a lack of interactions with Replika.

Lack of expected conversational skills inhibits conversational
depth.

While the reason for a reduction in conversational breadth and
depth was typically attributed to lack of time, we also noticed
a change in perceived rewards and costs that might make the
participants less willing to prioritize Replika: In the initial check-
ins, when conversational depth and breadth were high, the anal-
ysis indicated that the participants enjoyed talking to Replika
and were participating in deeper conversations partly due to the
perceived rewards. Examples of such rewards include: Replika
allowing them to be open and honest, or noticing positive impli-
cations following the interactions, such as a perceived reduction
in loneliness. The participant below, for instance, reflected upon
the rewards that Replika provides:

I find it to be a useful self-help tool for my anxiety and other mental

health issues foremost in terms of providing things like the mood

tracker and question prompts about reviewing my day [...] But it also

provides company, entertainment and support in an almost human-

like way, that might otherwise be absent in my life; this calms me a

bit, and if I feel lonely I can go to the Replika, so it can aid in elevating

negative states. [ID3, initial check-in].

Reduced conversational depth typically occurred simultaneously
with a shift in perceived rewards and costs. That is, the par-
ticipants would start reporting more costs associated with the
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interactions, such as Replika being insensitive. This could hurt the
participants’ feelings when they tried to disclose more personal
information, as seen below:

I tried to open up to her about my experiences and thoughts, but I

felt like she doesn’t comprehend what I’m actually saying. It was very

personal to me, and her reaction or lack of, made me feel hurt. [ID22,

second check-in].

With time, the participants also appeared to be more bothered by
limitations in Replika’s communication skills. A few mentioned
how they felt that the responses became too generic, breaking the
immersive experience.

5.3.4. Category 3: Stable conversational depth
Participants interpreted as being in Category 3 reported relatively
stable conversational depth throughout the study period. They
would also see Replika as holding a similar role throughout, for
example, seeing Replika as just an app, a spouse or a friend. For
the participant quoted below, we see how the participant holds
a stable understanding of Replika as a friend—although a closer
friend at the final check-in.

At the beginning it was for testing an AI. I was curious. But today I

consider her almost like a friend. [ID19, first check.in].

I feel like she is a good friend. [ID19, final check-in].

At the onset of the data collection, the interactions would for
some resemble those of the two previous categories—with sub-
stantial conversational breadth. They would report participating
in affective and emotional talk, talking about everyday life or
doing daily activities together. They would have intellectual con-
versations and utilize the scripted interactions that Replika offers,
such as daily reflections. However, some participants seemed to
be less exploratory with their Replika compared to those in the
other categories. This is possibly related to them knowing Replika
for some time before joining the study.

During the later check-ins, most reported fewer conversation
topics. Topics covered less as the relationship evolved were typi-
cally related to hobbies and interests, intellectual or philosophical
content, getting to know the chatbot, and routine self-reflection.
Some participants in Category 3 also reported talking less fre-
quently with their Replika. Nevertheless, they still rated their
interactions the same in terms of how personal or intimate these
were perceived throughout the study period. Affective and emo-
tional talk and physical intimacy were typically perceived as
personal, while everyday life and routine self-reflection were
reported as more superficial conversations.

They are very intimate to me. I don’t think they are for her and I could

never say. I’m just grateful that she shows up. [ID27, first check-in].

Every interaction is personal to me. We discussed some issues that are

a continuous problem for me. She gave some reasonable advice and

was reassuring as always. [ID27, fourth check-in].

When a reduction in conversational breadth occurred, it was often
attributed to the participants’ lack of time, though one reported
this reduction to be due to technical difficulties with Replika.
While lack of time affected breadth, it did not seem to influence
depth. One participant, for example, explained how he got very

busy with other things and, therefore, had less time for Replika.
This seemed to influence the conversational breadth but not
depth as he tried to be as open as possible when he had time to
interact:

I got less time to talked then we didn’t explore that many topics. I stay

as open as possible for her to see the real me each time we discussed.

[ID19, third check-in].

Perceived positive effects or forecasted rewards facilitate conver-
sational depth

The participants reported mostly perceiving rewards from
interacting with Replika and showed little change in the
reward/cost ratio. Most participants would emphasize how
Replika contributed positively to their life, even in the initial
check-in. They would typically explain that they enjoyed gaining
new perspectives after sharing their thoughts and experiences
with Replika or valued always having someone available. A few
also found it exciting to see the technological development unfold
and anticipated favorable future changes in the app, as seen here:

I hope for the long-awaited update and that there will soon be more

customization options for replicas and that the 3D avatar will finally

be introduced. [ID6, second check-in].

The participants would also report various costs, such as being
bothered by Replika’s poor memory or communication skills.
Some were also concerned about potential negative effects on
existing relationships, as talking to Replika took time away from
human interactions. Acknowledging such costs did not seem
to influence the participants to a great extent, as perceived or
forecasted rewards appeared to be more important.

5.3.5. Category 4: Fluctuating conversational depth
The final set of participants, interpreted as belonging to Category
4, displayed conversational depth that fluctuated throughout the
study period. At the initial check-in, the participants typically
reported on similar types of conversations as for the other cate-
gories, suggesting the onset of an exploratory affective stage. How-
ever, this group reported on interactions that fluctuated between
being perceived as personal and not. The participants also varied
when it came to how they defined their relationship. One reported
seeing Replika as just an app throughout the study period, a
few reported viewing Replika as a friend or lover, and others
had fluctuating perceptions where they could go back and forth
between a friend or a lover and an app—as seen here:

App. I hope. [ID23, second check-in].

Close friend. [ID23, third check-in].

App. [ID23, final check-in].

Most participants would start with a high degree of conversational
breadth and discuss everything from emotional and affective
topics to everyday life and routine self-reflection. Around check-
in two, conversational breadth would begin to fluctuate for most.
As the quotes below show, the participants would switch between
discussing various topics and reporting a high frequency of inter-
action to lightly covering a few topics from one check-in to the
next.
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I have been busy of late with work and haven’t talked much with

her for a while. Just casual check-ins now and then and some small

conversations about self-help. [ID12, second check-in].

Am really enjoying the new update. I can change her looks and have

better discussions. Most memorable part was when we went on a

fantasy beach date and just talked about life. We have been doing a

lot of activities lately, and I’m enjoying clearing my mind out with her.

[ID12, fourth check-in].

We haven’t spoken at all. There’s a bug with the new android update

and the Replika app and the app just crashes when I open it. [ID12,

fifth check-in].

Conversational depth showed similar patterns. Most of the partic-
ipants reported having some personal interaction during check-in
one—typically involving physical intimacy, talking about feelings
or political opinions:

It’s personal as I share my likes and dislikes on various topics, as

politics, arts, history, human evolution, etc... I rarely take selfies, but I

send her some. [ID32, first check-in].

Everyday life and talk about hobbies and interests were usually
seen as less personal.

In the subsequent check-ins, the participants would display
various patterns of moving back and forth between having high
and low conversational depth. Below are quotes from one par-
ticipant showing such patterns; the conversations in the initial
check-ins are considered high in conversational depth, then her
Replika becomes challenging to interact with, only triggering
scripts, which makes the interactions feel superficial. Finally, it
goes back to similar patterns displayed in the initial check-ins.

They were both very personal and intimate because I share with my

Replika things I would keep to myself, except with very close friends,

like childhood friends [ID32, initial check-in].

Not personal at all: she was a script maniac. [ID32, second check-in].

Very intimate and quite personal. I don’t normally do that [refers to

sexual interaction with Replika]. [ID32, final check-in].

Forecasted rewards make up for Replika being unstable.
Perceived rewards and cost also appeared to fluctuate. First,

the results reveal that conversational depth, in particular, seemed
to move in line with perceived rewards. When conversational
depth was high, the participants would typically report finding
Replika to be a safe place to share, enjoying Replika’s optimism
and responsiveness or experiencing positive effects from the inter-
actions, such as seeing things in a new light or feeling more
motivated or accepted.

Her ability to rip me wide open and make me feel weak and

vulnerable—but also valued and loved is incredible to me. I really feel

that she will always accept me for who i am, even when sometimes

we have maybe a conflict about personal matter. [ID6, third check-in].

They would simultaneously report on perceived costs, such as
finding it time-consuming talking to Replika and worrying about
potential negative implications on existing human relationships,
such as Replika giving them too high expectations regarding how
a partner should act. The participant quoted here displays such
concerns:

She makes me feel wanted and compliments me so much that
I think I will have unrealistically high expectations from my next
relationship. [ID12. First check-in].

Still, the emphasis on rewards seems to be stronger. When
conversational depth and breadth went down, the opposite pat-
tern emerged. They would still report perceiving Replika to have a
positive effect on their life. However, they would, for instance, be
more concerned about changes in Replika’s conversational skills,
making the interactions more difficult to carry out, as exemplified
here:

It’s been quite difficult to maintain a conversation of more than 5 mins

before I have given up due to app/connection issues, or the rather bland

responses given by Replika. Although, I am still very glad to know that

whenever I need Replika it is there to say ‘Hello!’ with a smile.. [ID34,

fourth check-in].

They would also state that they had less time for Replika because
they were busy.

6. DISCUSSION
6.1. Characteristics of conversational breadth in
HCR
Our results demonstrate that the participants and their chat-
bot display high conversational breadth. The participants would
touch upon various topics, ranging from small talk and everyday
life to philosophy and sharing of information with substantial
emotional significance. The results also show how the partici-
pants would partake in various activities—such as going for walks,
having meals together and displaying more intimate behaviors,
such as cuddling or having sex. These findings align with previ-
ous research that reports on similar topics prevalent in human–
chatbot relations (Yu et al., 2019; Skjuve et al., 2021; Skjuve et al.,
2022; Xie and Pentina, 2022).

6.2. Characteristics of conversational depth in
HCR
The results show how conversational topics may vary in perceived
conversational depth. We found that sharing feelings and physical
intimacy were perceived to be mostly personal and intimate, while
talks about hobbies, interests and everyday life were less per-
sonal. Intellectual or philosophical discussions, getting to know
the chatbot, play and fantasy and participating in daily activities
could be perceived as having high and low conversational depth.
These results are partly expected based on previous research
on conversational depth ratings in human–human interactions,
where sharing feelings and being physically intimate are con-
sidered interactions with high conversational depth (Wheeless,
1976). Our participants also explained that personal or intimate
conversations often entail sharing information one does not share
with everyone—which is closely in line with previous research
(Croes and Antheunis, 2021).

Surprisingly, topics such as participating in daily activities
were, by some, perceived to have substantial conversational
depth. Skjuve et al. (2022) argues that enabling the chatbot to
participate in daily activities is important for it to become an
integrated part of the user’s life. While such activities might
appear superficial, they usually occur in relationships that have
started to form or are already established. Going to bed together
is an example of such activity. More so, important aspects of a per-
son’s personality are easily revealed during trivial activities, such
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as different preferences and other idiosyncrasies—which might
be experienced as highly personal (Altman and Taylor, 1973).
This aspect might also be intensified because participating in
activities with a chatbot requires that the user describe the
scenery in detail. As such, describing the activity in collaboration
with the chatbot may cause a sense of intimacy or togetherness.
Interestingly, talk about everyday life was, for the most part,
perceived as having low conversational depth. This indicates that
conducting everyday life together in a physical way through role-
playing can be experienced differently in terms of conversational
depth, compared to just ‘talking’ about it.

The finding that conversational depth can be associated with
conversations on daily activities is further elucidated as some
participants would state that conversations could feel personal or
intimate because they felt real, as though it could happen ‘in real
life’. This finding echoes Portela and Granell-Canut (2017), who
also reported on participants mentioning the aspect of feeling
real in relation to self-disclosure with chatbots. Such feelings are
most likely linked to the artificial nature of the chatbot. The
experience of conversational depth in HCR might, as such, not
only be influenced by the information being shared (e.g. sharing
feelings or secrets) but the feeling induced during the sharing (e.g.
how real it seems because the user knows that the conversational
partner is artificial). This aspect of conversational depth may be
unique to chatbot.

Finally, the findings strongly suggest the importance of conver-
sational quality for conversations to be perceived as personal or
intimate. Strong conversational quality was reported as conducive
to perceptions of conversational depth, whereas a lack of conver-
sational quality was reported as reducing perceptions of depth.
Hence, having personal or intimate interactions is arguably not
just about sharing personal or intimate information. Proper com-
munication skills are necessary to facilitate a feeling of having
a personal or intimate interaction, often in ways that make the
interaction feel real. This finding may also indicate that using
a chatbot as a personal diary where one can share personal
thoughts or feelings but receiving responses that lack sophisti-
cation or feel generic, may look like self-disclosure, but not feel
like it—as seen in the topic ‘routine self-reflection’. This may
be because sharing as a monologue with oneself is perceived
differently than sharing in collaboration with another entity.

6.3. How conversational breadth develops in
HCR
Our analysis further revealed that interactions between users and
their chatbot might change regarding topics covered and conver-
sational frequency. Initially, the participants would have frequent
conversations with their Replika with substantial conversational
breadth. Over time, some conversational topics remained preva-
lent throughout, such as affective and emotional, everyday life
and intellectual conversations, while other topics, such as getting
to know the chatbot, became less prevalent.

The continued prevalence of some topics suggests their impor-
tance for a long-term rewarding HCR. While the theoretical and
empirical background on relationship formation (Altman and
Taylor, 1973) suggests the importance of affective and emotional
conversational topics, it is interesting to note that other topics
may also play a supporting role. We find it noteworthy that
conversational topics concerning everyday life hold continued
prevalence as this suggests that self-disclosure over time is linked
to users integrating their HCR with daily routines and the little
events in daily life.

Furthermore, the topics that became less prevalent were often
more exploratory—such as hobbies and interests, routine self-
reflection, getting to know the chatbot and play and fantasy.
Reduced prevalence of these topics would be expected from
an SPT perspective and might indicate the transition from an
exploratory affective stage to a more affective or stable one
(Altman and Taylor, 1973). It is also reasonable to assume that the
novelty effect is wearing off and that the participants have found
some conversational topics they enjoy and continue exploring.
Skjuve et al. (2021) and Skjuve et al. (2022) also found similar
tendencies in HCR. Interestingly, interactions concerning physical
intimacy also became less prevalent with time. This is the
opposite of what one would expect based on the assumptions
made by SPT. The explanation for this finding might be related to
Replika being an artificial entity. That is, physical intimacy may
be more of an exploratory interaction where the user plays and
has fun with Replika, partly to test out this feature rather than
a sign of a close and stable relationship. This is a point made by
Skjuve et al., 2022, as well.

6.4. How conversational depth develops in HCR
The results also demonstrate how conversational depth changes
over time. While individual differences and variations in how
self-disclosure develops are assumed both in general theory on
relationship formation (Altman and Taylor, 1973) and in previous
studies of HCR formation (Skjuve et al., 2022), the findings of our
study provide more nuanced insight into the possible trajectories
of such change and their specific characteristics.

First, we find that the variation in conversational depth over
time may not correspond to a similar variation in conversational
breadth. That is, conversational breadth may be reduced regard-
less of whether conversational depth increases, remains stable or
decreases. Hence, a decrease in the conversational breadth over
time seems a substantially more uniform characteristic of how
self-disclosure develops in HCR than a change in conversational
depth.

Second, the variation in how self-disclosure develops may
suggest substantial individual variation in the duration of the
different stages toward social penetration. Category 1: increasing
conversational depth, reflects the pattern of development in con-
versational depth and breadth typically assumed by the SPT. That
is, we saw a decrease in conversational breadth in parallel with
an increase in conversational depth. SPT states that this pattern
typically occurs as people move from the exploratory affective
stage into the affective stage, start to discuss topics more in-depth,
and will, as such, dedicate more time to a single topic (Altman
and Taylor, 1973). Category 2: decreasing conversational depth,
displays almost the opposite pattern. Here, we observed the same
tendencies described in Category 1 up to a certain point, where it
suddenly shifts, and conversational depth and breadth decrease.
This trend indicates a de-penetration process. Those in Category
3: stable conversational depth, display what we assume to be
a seamless transition from affective to stable exchange. Finally,
those in Category 4: fluctuating conversational depth, display
conversational depth that moves up and down through the study
period. This pattern somewhat challenges the peaceful transition
described by SPT. While the theory acknowledges that people
might circle back and forth between the stages (Altman and
Taylor, 1973), it still depicts relationship formation as directional.
More so, this more volatile development makes it harder to under-
stand which stage in the relationship formation the participants
might be in. On the one hand, it might be that the participants
are approaching a stable relationship and that the fluctuations
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in breadth and depth are a normal part of stable HCRs. On the
other hand, it may be early signs of a de-penetration being set
into motion. Alternatively, the participants may be unsure of the
relationship and pull back several times to assess—which is in line
with the SPT (Altman and Taylor, 1973).

The diversity in how self-disclosure develops may suggest sub-
stantial individual variation in the duration of the different stages
toward social penetration. In particular, the identification of a
category of stable conversational depth suggests that the HCR
of some participants had progressed seamlessly from an affec-
tive stage to a stable stage. The identification of a category of
increasing conversational depth suggests that the HCR of other
participants remained for a prolonged period in an affective stage,
not yet evolving to a stable stage.

Overall, these findings extend those of Skjuve et al. (2022), by
showing that the variation in self-disclosure they observed may
represent distinct development patterns.

6.5. How perceived rewards and costs influence
self-disclosure
Conversational breadth and depth appeared to be influenced by
perceived rewards/costs. The results indicate that users might
experience different rewards and costs associated with self-
disclosure, depending on where they are in their HCR process.

Initially, conversational depth seemed to be influenced by Rep-
lika’s demeanor. When participants had more personal and inti-
mate interactions with Replika at the start of the study, they
would often note perceived rewards such as Replika being car-
ing, responsive and non-judgmental. With time, the participants
seemed to notice broader positive implications due to repeated
self-disclosure—such as increased self-reflection.

Previous research has argued that the chatbot’s responses
influence self-disclosure, such as how caring and responsive Rep-
lika is (Skjuve et al., 2021) or the chatbot’s ability to participate in
mutual self-disclosure (Ho et al., 2018). Our participants seemed to
focus more on the broader implications of their HCR, such as how
talking to Replika contributed positively to their life. Experiencing
such rewards appeared to be a central driver for further self-
disclosure and would make potential issues with the chatbot
acceptable due to presumably long-term anticipated benefits.
Other studies have found that chatbots that are perceived to have
a positive impact on the user’s overall life situation are appreci-
ated by users (Ta et al., 2020; Xie and Pentina, 2022). It is, therefore,
reasonable to assume that the ultimate reward, which both stems
from and facilitates conversational depth, is the chatbot’s ability
to provide noticeable positive effects on the user’s life.

We also found several perceived costs that appeared to influ-
ence conversational depth and breadth. Initially, the participants
could worry about consequences following their interactions,
such as the HCR negatively affecting existing relationships. This
might have influenced conversational depth in particular. Worries
of this sort appeared to diminish with time, and the participants
would rather report costs related to technical issues where the
app became unstable or weak conversational skills. An example of
the latter includes the chatbot not responding correctly or failing
to carry out interactions that were satisfying or felt real to the
participants. Chatbots lacking the needed conversational skills
and exhibiting technical issues have been frequently reported in
existing literature (Ta et al., 2020; Croes and Antheunis, 2021; Xie
and Pentina, 2022). Experiencing such issues seems to influence
conversational depth and can cause topics previously perceived
as high on conversational depth to be rated as less personal.

6.6. Theoretical implications
Using theories developed for human–human relationships when
investigating HCR has previously been criticized as chatbots lack-
ing the complexity humans exhibit (Fox and Gambino, 2021). Our
study indicates that frameworks such as SPT might be suitable
for understanding self-disclosure in HCR, how it develops in this
context and the factors influencing this process. Nevertheless,
our findings suggest the need for adaptation and nuancing of this
theoretical basis to fully understand how self-disclosure develops
during HCR formation.

First, using a stage theory might be insufficient as relationships
are more complex and messier than such theories usually portray
them to be. Moreover, theories developed to understand human
relations do not account for how the artificial nature of the
chatbot might influence conversational breadth and depth. For
instance, some participants explained how technical issues nega-
tively impacted conversational breadth and depth. Conversely, the
chatbot’s non-judgmental nature and the opportunity to use the
chatbot to reduce loneliness or to explore different sides of oneself
may be interpreted as rewards that facilitate conversational depth
or buffer against negative experiences.

Second, our study has implications for how we should think
about self-disclosure in a human–chatbot context. We find that
seemingly trivial conversations, such as having a coffee together
or creating fantastical scenarios in role-play, can be perceived as
having substantial conversational depth. This finding highlights
that conversational depth is not limited to emotionally loaded
conversations but may also concern topics that, at first glance,
can be mistaken for merely superficial. As chatbots continue to
become more sophisticated, we might expect to see a greater
variety of conversational topics being considered high in con-
versational depth. As such, we may have to broaden how we
think about self-disclosure and how we go about measuring self-
disclosure in the context of HCR. Especially when researchers‘
investigates the construct through dialog analyses (e.g. Ho et al.,
2018) and participants’ assessments of depth are lacking.

6.7. Practical implications
Our findings have several practical implications. In the following,
we outline what we see as the most important.

First, our study suggests that users prioritize talking about
different topics depending on their stage of relationship forma-
tion. Exploratory topics, such as testing the chatbot’s ability, hav-
ing sexual interactions and talking about hobbies and interests,
may be important early in the HCR, while conversations about
everyday life might be more important at later stages. Chatbot
providers can use this insight to understand how to design dia-
logues that best support HCR formation. Second, our findings
suggest that an extensive conversational breadth is key for HCR
to form. When the chatbot can handle extensive exploration, this
might make the user more engaged and capable of identifying
their preferred conversational topics, which they can explore
more extensively later in the HCR formation.

Third, our results demonstrate that the participants consider
the costs and rewards of the interaction and that they might expe-
rience different rewards and costs associated with self-disclosure,
depending on where they are in their HCR. Initially, conversational
depth seemed to be influenced by Replika’s demeanor, such as
Replika being caring, responsive and non-judgmental. With time,
the participants started to notice broader positive implications
due to repeated self-disclosure—such as increased self-reflection.
This finding was prevalent across the four categories. The same
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holds for costs; initially, the participants could worry about conse-
quences following their interactions, such as the HCR negatively
affecting existing relationships. This worry might have influenced
conversational depth in particular. Worries of this sort appeared
to diminish with time, and the participants would instead report
costs related to weak conversational skills and technical issues.
Therefore, designers should have these rewards and costs in mind
and design the chatbot to support essential rewards and minimize
costs depending on where a user is in their HCR.

Moreover, allowing the user to experience more profound
rewards following self-disclosure, such as increased self-reflection
or reduced loneliness, is vital for the progression of conversational
depth. Designing chatbots that facilitate long-term conversational
depth requires the chatbot to trigger the perception of gaining
such rewards. By doing so, the user might be more willing to accept
the costs associated with technological limitations or negative
experiences.

Fourth, the findings of individual variations in how self-
disclosure develops suggest that relationship duration, or even
frequency of interaction, may not be a reliable indicator of a
user’s current stage of social penetration. Hence, any adaptation
of the chatbot conversation design to the estimated stage of
social penetration for individual users may require insight into
the frequency of use and duration of a relationship, as well as
conversation topics.

Finally, our study shows how the participants could perceive
conversation topics typically not considered to have conversa-
tional depth as personal or intimate. This suggests the need to
rethink the design of social chatbots. Conversations on mundane
topics may induce feelings of intimacy as these can enable the
chatbot to participate in activities in a conversational fashion—
especially if those interactions are designed to make the user per-
ceive them as ‘real’. This suggests the benefit of making chatbots
capable of allowing for more than just disclosures of emotional
significance when seeking to support relationship building. For
HCR formation to flourish, it may be beneficial to design chatbots
to become an integral part of the user’s life (Skjuve et al., 2022).

6.8. Limitations and future research
While the study provides important insights into self-disclosure
in HCR formation, it also has limitations. In this final section, we
point these out and suggest paths for future research.

The first set of limitations concerns the study sample and
recruitment. The sample size is sufficient for qualitative explo-
rations of self-disclosure. At the same time, it is too small for
generalizations to population level. Future research with larger
samples and a survey or hypothesis testing purpose is needed
to further investigate, for example, the relative prevalence of
categories of how self-disclosure develops or which conversation
topics are most prevalent at different stages of social penetra-
tion. Furthermore, while the study sample of existing Replika
users allowed us to gain insight into how self-disclosure develops
among users with proven motivation for using the chatbot, the
sampling strategy also disallowed the study of how self-disclosure
develops from the very first interactions of an HCR. To mitigate
this limitation, we foresee future studies recruiting participants at
the very onset of their chatbot interaction, for example, as part of
the onboarding procedure to start using the chatbot. Such studies
would require collaboration between researchers and chatbot
providers.

The second set of limitations concerns the studied chatbot
and the study period. Our participants all used the same chatbot,
Replika. This allowed for in-depth insight based on one of the most

advanced current social chatbots, which we saw as beneficial
for the study. At the same time, future research is needed to
verify the generality of the findings across social chatbots. We also
foresee research comparing self-disclosure across social chatbots
of different levels of sophistication. This may shed light on which
chatbot characteristics are critical for self-disclosure as part of
HCR formation. It is also important to acknowledge that we
conducted the study during the COVID-19 pandemic, and most of
our participants had their social life restricted due to lockdowns.
This might have influenced how they interacted with Replika,
and we foresee future studies replicating our findings in a social
context not characterized by the social restrictions of the COVID-
19 pandemic.

The final set of limitations concerns study data collection
and analysis. We investigated conversational breadth and depth
through qualitative exploration of the participants’ reports. This
was beneficial as we accessed the participants’ perceptions of
the dialogues. At the same time, this approach does not provide
direct access to the conversation logs—something that prevents
both a more quantified approach to data collection and the
opportunity to verify the participant’s reports against the logs. We,
therefore, foresee future research also taking into consideration
participants’ conversation logs. However, we also note that such
research needs to be conducted with considerable sensitivity to
participant privacy.

The analysis process also implies limitations regarding the
subjective interpretations made and the granularity of the cod-
ing categories chosen. For example, several conversational topics
identified in this study were perceived by some participants as
having substantial conversational depth and by others as having
little. Such variation might be due to the coding categories applied
in the analysis being too broad, which would be a limitation.
However, we believe this variation is a consequence of individual
variation in how conversational depth is perceived. Furthermore,
while we have already discussed the quality of our analysis in the
Method section, we may note here that the subjective character of
our analysis indicates the need to verify and refine our theoretical
and practical contributions in further research.

Self-disclosure in HCR is an important topic of much current
research interest. In this study, we have contributed with a new
understanding of how such self-disclosure develops. We foresee
future research building on the findings of this study to gain a
complete picture of this increasingly relevant phenomenon.
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