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Abstract

Sunflower, a novel cross-medium localization system between an aerial drone and an

underwater robot, has not yet been implemented in a multi-robot exploration system.

This project’s aim was to simulate various configurations of multi-robot systems, and

to create an algorithm, called AdjustPath, to improve exploration and avoid inter-

robot collisions. With three, five, seven, and ten simulated underwater robots, there

was significant improvement when the AdjustPath algorithm was used. Knowing

this, future hardware using the Sunflower system could use this proposed algorithm

to increase e�ciency and avoid more collisions.
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Chapter 1

Introduction

Water is an incredibly di�cult environment to communicate e↵ectively over long

distances, with the two best options being radio waves and sonar. Unfortunately,

radio waves travel slower underwater than in air, and both radio and sonar su↵er

from low bandwidth [1] while communicating underwater. This creates a problem

when attempting to coordinate multi-robot exploration systems.

An alternative to direct robot-to-robot communication is presented by Amphi-

light [2], and the problem of localization is addressed by Sunflower [3]. Using visible

light lasers, we are able to send data from an underwater robot to an aerial drone.

Using Sunflower’s laser localization as a foundation, we can build a “data delivery”

system, where the drone communicates with each robot one-at-a-time. This consists

of the drone sending the planned paths and path history of the other robots, and the

robot sending back an updated planned path based o↵ that received info.

The practical applications of a system like this for naval military use is clear,

but it could also be used for civilian operations as well. In 2011, after a massive

tsunami, Japan used a series of heterogeneous underwater robots to search for victims

in the underwater wreckage [4]. The potential for the Sunflower system to assist with

search-and-rescue operations like this is incredible, and if this thesis can improve the
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CHAPTER 1. INTRODUCTION

Figure 1.1: An aerial drone communicates with one underwater robot at a time, in a
multi-robot system where the robots can’t communicate directly to each other.

e�ciency of that system even a little bit more, then the time and e↵ort spent would

not have been in vain.

The goal with this thesis is to show that a laser based system for air-water lo-

calization/communication provides a viable platform for using swarm robotics in an

environment where consistent inter-robot communication can be unreliable – see Fig-

ure 1.1 for the general scenario. To do this, I built a simulation based o↵ this system.

This serves as a framework for testing an algorithm called AdjustPath, designed

specifically for this method, showing how it can be implemented on hardware. Ad-

justPath functions as an optimization addendum to any given robot’s path-finding

algorithm, improving performance in areas not fully addressed in other works.

Using a simulation allows us to run experiments without spending excess time and

money on hardware systems, allowing for a quick turnaround period of algorithmic

edits. With future experiments, this simulation platform can be used to refine and

adapt algorithms before they are tested in a real-world setting, reducing costs for the

lab. The experiments showed strong indications that the proposed AdjustPath algo-

rithm is capable of reducing the number of collisions between robots, and additionally

provides a slight increase in the amount explored by the all the robots combined.

In the following, I will start by discussing the current gaps in literature around

2



CHAPTER 1. INTRODUCTION

communication between underwater robots, and how my project can make an impact

in filling those spaces. After that, I’ll explain the problem I’m solving in a formal

problem statement, along with the structure and purpose of the AdjustPath algo-

rithm. Then I will review the experimental setting of the simulation, and following

that I’ll discuss the results of the experiments. At the end, I will review the project

and propose several future projects that could use this thesis as their foundations.
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Chapter 2

Related Work

The field of multi-robot path planning is well-researched, showcased throughout

surveys covering the broad spectrum of research projects within this ever-growing

space [5]. The focus here is on discussing and experimenting with a system of local-

ization and communication for underwater robots, particularly in an environment of

intermittent communication.

The primary foundation for this thesis comes from “Sunflower: Locating Un-

derwater Robots From the Air” [3]. The system presented in that paper provides

cross-medium localization using visible light lasers. An aerial drone, hovering over

the water, can use a laser mounted on its underside to search for an underwater robot.

Upon contact, the robot can send data to the drone. With an additional laser, or

with a slight modification of the current setup, the drone could send data to the robot

as well, making this communication setup bidirectional.

In “Current Algorithms, Communication Methods and Designs for Underwater

Swarm Robotics: A Review”, the authors discuss various gaps in the current literature

regarding underwater robotics [6]. In Section V, they discuss the aforementioned lack

of reliable, high broadband communication between fully submerged robots [7, 8]. Not

having this communication makes it di�cult to coordinate the robots and attempt
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CHAPTER 2. RELATED WORK

to avoid collisions. While it is possible to have acoustic communication underwater,

the bitrate is very low, and the waves can be interrupted by hard surfaces [9].

Another example of this particular bitrate issue is in an experiment by Klein et.

al. [10], where they were restricted to using low-range radio frequencies to maintain

communication within a system of underwater robots The robots were able to send

each other data, but only when constrained to a smaller exploration area. Each robot

was tasked with staying close to the other robots, which limits the system’s capacity

for exploration.

After seeing the innovations in localization with Sunflower and communication

with Amphilight, the core concept behind this project began to form: how can I

use these novel methods to solve these problems? Using the Amphlight system with

Sunflower certainly has the potential to have a much higher bitrate than acoustically

communicating underwater. And, while there have been developments in communi-

cating with visible light lasers underwater [11, 12], none of them have the consistency

or the reliability demonstrated in the Sunflower experiments. Moreover, those under-

water lasers still have di�culty with long-distance communication, and in a swarm of

robots exploring a potentially large region of water, this could severely hamper their

e�ciency.

Another paper [13] provided a source of inspiration for this project. This paper

posited a method for improving the exploration e�ciency of a swarm of robots. A

key idea proposed was an iterative method of improving a robot’s planned path, in a

function called ImprovePath. The algorithm would loop over the current robot’s path

and attempt to minimize the number of interactions with other robots in the swarm,

stopping after reaching a certain threshold of error. While this algorithm was useful

for study, it was unable to be directly implemented here. As will be discussed later,

ImprovePath was designed for a constantly updating system, and since the drone
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CHAPTER 2. RELATED WORK

takes time to move between robots and communicate with them, this algorithm was

not directly applicable in this project.

With the drone taking time to move between robots and communicate with them

individually, this leads to an intermittent communication system. The question then

arises, can this system be a viable method of communicating between robots? In the

paper “A scheme for robust distributed sensor fusion based on average consensus”,

the authors found that their own communication system was robust to unreliable

connections [14]. They disrupted their robots’ communication with Gaussian noise,

and found that it had little e↵ect on the final outcome. While the proposed multirobot

system using Sunflower will have longer communication disruptions due to the nature

of the system, this paper provided some preliminary proof that this setup might work.

It is entirely possible to have a swarm of robots that cannot constantly communicate

with each other, and to optimize that swarm’s performance.

For additional methods that handle intermittent communication, we can take a

look at how Amigoni et al. defines and classifies these situations [15]. Under their

definitions, we would say that this project falls under an “event-based connectivity”,

where the robots leaves “traces” of their presence with the drone. The major di↵erence

between our system and the ones presented in this paper is that we use the drone as a

messenger; this is similar to a mobile base station [16], but does not require distance

restraints on the exploration robots.

In addition, Quattrini Li mentions more communication problems within multi-

robot exploration scenarios [17]. A particularly interesting paper [18] brings up the

idea of building and maintaining a graph of the system of robots, updating with new

information whenever possible. That paper assumes di↵erent information about the

environments being explored, but serves as a useful comparison to the experiments

performed here. Perhaps an eventual combination, as a longer research project, could
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bring some new insights.

7



Chapter 3

Approach

Section 3.1

Problem Statement

Suppose we have a system of n underwater robots. The goal of these robots is to

navigate and gather information within an unknown space. They are able to retrieve

a set of sensor data about their immediate environment, and they are aware of their

relative positional changes due to on-board accelerometers.

This system of n robots is able to communicate with an aerial drone. This drone

is restricted to only communicating with one robot at any point in time. Being over

the water, the drone does not have obstacles between each robot’s position, and is

able to move freely between locations. My goal is to provide an algorithm to reduce

inter-robot collisions in this intermittent communication system.

The assumptions for this problem derive directly from the features and limitations

of Sunflower. Since the system uses visible light lasers, let us assume the robots

have no opaque obstacles above them, blocking communication—for example, the

open ocean. Let us also assume that the drone knows its height above the water,

as well as the angle and direction of the laser beam that connects to the robot.
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3.2. ADJUSTPATH CHAPTER 3. APPROACH

Algorithm 1 AdjustPath.
Output: modified planned path for this robot

Require: thisPath = this robot’s planned path
Require: otherPaths = Last known planned paths for other robots
Require: i = current move index in each path
for each robot in otherPaths do

Compare number of remaining moves to thisPath

Store minimum remaining number of moves in commonMoves

if commonMoves is zero then
continue

end if
for j < commonMoves do

Let thisMove = thisPath[i] + j

Let otherMove = otherPaths[robot][i] + j

if thisMove equals otherMove then
Remove thisMove from thisPath

Let temp = Grid.Location

Set Grid.Location = obstacle

Insert Search(previousMove, nextMove) into thisPath[i] + j

Set Grid.Location = temp

end if
end for

end for

This information can easily be attained via a barometer (altitude) and precise motor

control (laser angle). With this, the location of the receiving robot is updated at

every communication with the drone.

The core objective in this problem statement is to propose a system in which

Sunflower can be deployed across multiple robots in order to assist in the exploration

of an unknown area. The AdjustPath algorithm will serve to improve the e�ciency

of the exploration by taking advantage of Sunflower’s properties, and attempting to

negate the downside of having an intermittent communication system.
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3.2. ADJUSTPATH CHAPTER 3. APPROACH

Section 3.2

AdjustPath

The data we need for this algorithm is the set R. This contains lists of data for each

robot ri, which itself contains two lists and an integer. The first list in ri is historyi,

and this contains tuples with location coordinates and values denoting whether the

robot found an obstacle at that location. The second list, pathi, is an ordered list

of coordinates the robot is attempting to reach. The integer indexi denotes where in

pathi the robot is currently located.

R = {r1, r2, ..., rn}

ri = {historyi, pathi, indexi}

historyi = {(x1, y1, v1), (x2, y2, v2), ...}

pathi = {(x1, y1), (x2, y2), ...}

When the drone makes contact with an underwater robot, it transfers the most

recently updated version of R. The first action the robot takes is to update its local

grid with each historyi, improving its knowledge of the map. The robot then calls the

function AdjustPath (Algorithm 1) using this data. In this algorithm, the robot loops

over every other robot’s planned paths. Within each loop, it checks whether there are

any moves left in each planned path, stored in the resulting number in commonMoves.

If there are none, then the information about the other robot’s planned path is so

out-of-date that it is not useful to compare the two paths, and the loop continues to

the next robot’s data. If commonMoves is greater than zero, we loop over that value

and check the indices of the two planned paths.

At any time in this inner loop, when the two path locations are the same, we

10



3.3. BETTER PRIORITY QUEUE CHAPTER 3. APPROACH

begin the modification of the current robot’s planned path. We begin by removing

the conflicting location from this robot’s path. Then we store the current value of

the grid location, and temporarily set the location to a designated “obstacle” value.

We run the mapping algorithm from the previous move to the next move—and since

we set the collision location as “obstacle”, the mapping algorithm will treat that as

a place that is impossible to move through. After the mapping algorithm completes,

we insert the new moves into this path, restore the original grid value of the collision

location, and continue to the looping to check for more collisions. With our system

of n robots, assuming a maximum commonMoves size of m, with an average value

where m > n, the runtime of AdjustPath is O(n ⇤m) = O(m).

This algorithm was originally intended to be a slightly modified version of the

ImprovePath algorithm from “Anytime Planning” [13]. However, ImprovePath as-

sumes there is a constantly updating communication system. Since the drone is only

sporadically communicating with the robots, it is ine�cient to continually run an

algorithm to alter the planned path. AdjustPath only runs in two instances. First,

when a robot receives new data from the drone. Second, after a robot has completed

its current planned path and begins planning a new path to explore.

Section 3.3

Better Priority Queue

In the experiments, we’ll compare this BetterPriorityQueue (Algorithm 2) with a

naive approach to the priority queue method. The naive approach has the drone

create a priority queue of the robots it has yet to visit, with priority given to the

robots that will crash with each other the soonest. In contrast, BetterPriorityQueue

provides a more complex system of weights, giving each robot a score based on a

combination of when this robot could crash with another and the total time elapsed

11



3.3. BETTER PRIORITY QUEUE CHAPTER 3. APPROACH

Algorithm 2 BetterPriorityQueue.

Require: unvisitedRobots = underwater robots that haven’t been visited in this cycle
Require: GetWorstRobot() = the robot that should be visited the soonest
Ensure: unvisitedRobots is not an empty list
nextRobot = GetWorstRobot(unvisitedRobots)
Return nextRobot

Define GetWorstRobot(unvisitedRobots):
for each robot in unvisitedRobots do

obstacles = obstacles encountered by this robot in its planned path
time = time passed since the last visit from the drone
score = obstacles ⇤ time

end for
Return robot with the highest score

since last communication.

12



Chapter 4

Experimental Setting

Section 4.1

Metrics

We have two core metrics for gauging the success of these simulations: percent ex-

plored of the unknown environment, and the number of inter-robot collisions. Since

this project’s goal is to increase e�ciency of a swarm of exploratory robots, look-

ing at how much of the environment gets explored is important for gauging how the

algorithms are performing.

In the same thread, e�ciency is the key idea behind measuring inter-robot col-

lision. These “collisions” are not actually defined as two robots hitting each other;

rather, they are the detection of other objects within the same grid cell. Each “col-

lision”, therefore, is when at least two robots occupy the same location at the same

time. In a real-life scenario, the robots may or may not physically hit in these col-

lisions situations. But if we can successfully avoid as many inter-robot collisions as

possible, not only are we making the system more e�cient, we can also avoid more

situations where hardware could be damaged.

13
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Figure 4.1: Screenshot of the running simulation. The robots are represented by the
colored pill-shaped objects; the obstacles, by the red cubes; and the drone, by the
purple cube.

Section 4.2

Environment

The simulations for this project were coded in Unity Engine, using C#. The primary

motivation for this was visualizing the environment in a realistic, albeit abstracted,

3D view; this allowed me to spot errors and changes between iterations significantly

faster. Unity also came with some additional features that happened to streamline

the creation of the simulation environment. It has both global and local coordinate

systems, allowing each robot to store their own coordinates relative to their starting

locations. Unity also has native collision detection, allowing the robots to automati-

cally detect when they’re near obstacles or other robots. This functions are working

pretty much the same as a visual or sonar-based setup would in hardware experiments.

Since we’re using a software environment, a number of real-life variables have been

abstracted to create a more quantifiable system. For instance, the area of exploration

is a grid-based map, locally defined and stored by each robot individually. Each

cell in the grid represents an area of detection, within which each robot can detect

14
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obstacles or other robots. Figure 4.1 provides an example of the beginning of a

simulation. The purple cube represents the drone, and the di↵erent colored capsules

are the underwater robots. The red cubes are obstacles, and the gray plane is the

exploration grid.

A* search [19] was used as an exploration mapping algorithm in this project. Each

robot would pick an unexplored point on the grid and try to move there. To change

A* search, typically used for minimizing the path length between two points, into

a mapping algorithm, the generated paths were weighted to avoid traveling through

already explored locations. There can certainly be other exploration methods tested

in future experiments, but the focus of this project is on creating a system to increase

e�ciency within the bounds of this intermittent localization and communication sys-

tem.

To increase exploration di�culty, a number of stationary obstacles were placed

around the grid. “Collisions” with these don’t add to the number of inter-robot

collisions. A* search was additionally adapted to avoid future collisions with these

obstacles by “skipping over” that location in the grid. Since these obstacles were

unpredictable to each robot, their planned paths could change on the fly, leading to

inaccurate predictions by the other robots. Only after the drone came back to that

robot could it update the other robots about the obstacle it had encountered, and how

that changed its planned path. Much like in the real world, these obstacles provided

additional complexity to the system, creating more variation in the planned paths.

Section 4.3

Implementation

The primary algorithm tested was AdjustPath, with a few other settings being modi-

fied to compare and contrast results. Each setting was run on four di↵erent amounts

15
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of underwater robots: three, five, seven, and ten. For some unknown reason, even

when seeding a pseudo-random generator with a specific integer value, the system

would produce di↵erent results on di↵erent runs. This is potentially due to variations

in CPU clock speeds over time. It was still important to have a defined pseudo-

random seed though, since it helped stabilize the simulation runs as the settings were

changed. Due to the slight variability between runs, there were ten iterations on each

altered parameter test, and the results are the averages of each of those ten iterations.

Each of those runs took around eleven minutes to complete, and the total amount of

time for this set of experiments to complete was over seven hours.

Our experiments are defined follows, with processes and communicated data being

cumulative between experimental groups:

• Control: no communication between any robots.

• SendData: the drone communicates the path history of all robots to each other.

• AdjustPath: the robots run AdjustPath and send their updated planned paths

to the drone.

• PrioritizeDrone: a simple priority queue implemented on the drone

• BetterPriorityQueue: the drone implements the BetterPriorityQueue instead of

the previous simple priority queue.

When testing both the original priority queue and the BetterPriorityQueue algo-

rithm, the same AdjustPath was run by each individual robot upon communicating

with the drone. Additionally, though, the priority queues were calculated on the

drone after the robot would update its adjusted path. This would be used by the

drone in its next cycle of communications to get an estimate of how many obsta-

cles that particular robot would encounter. The drone also recorded the time stamp

16



4.4. ADDITIONAL TESTS CHAPTER 4. EXPERIMENTAL SETTING

of when it ended communications with the robot, another factor that was used in

BetterPriorityQueue.

Section 4.4

Additional Tests

Using the current Sunflower hardware, the system will have a communication speed of

500 bits per second. To emulate this, there was a timed delay as the drone transferred

data to the robot, and as the robot sent its own data back to the drone. The speed of

the overall simulation was greatly increased, so a standard delay time of three seconds

was chosen for the primary experiments.

Additional experiments were performed on the seven robot system, using the

amount of delay as the independent variable. This was to account for potentially

di↵erent communication speeds in future versions of Sunflower. The delay times for

this series of experiments were half a second, three seconds, and ten seconds.

17



Chapter 5

Results

The results for the primary set of experiments are presented in Figure 5.1. For all four

robot swarms, the control group explored significantly less of the total area. With-

out the drone carrying data between the robots, only the ten robot system managed

to explore over 50% of the map, with the other tests falling below that. With the

communication of robot path histories, labelled as “SendData”, the exploration per-

centage skyrocketed, with increases of 20-30% of the area explored. The change when

adding AdjustPath and the drone’s simplistic priority ordering (“PrioritizeDrone”)

was less significant, but instead had a tighter data spread, with an average standard

deviation 15% less than SendData. When we added BetterPriorityQueue, there was

significant improvement in the percent explored particularly with the larger robot

systems. We went from 72% to 78% exploration in the seven robot system, with an

improvement of 8% overall; and in our ten robot system, going from 84% to 92% gave

us an improvement of 9.5%.

The biggest improvements from having any form of communication with the drone

was in the number of inter-robot collisions. Having communication with the drone

enabled the robots to plan future paths away from other robots. Adding the Adjust-

Path improved on that as well, showing that the function was able to successfully

18
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Figure 5.1: Tests on di↵erent numbers of robots.

decrease the number of times that two robots were together in the same grid cell.

An initially unexpected result was that the number of inter-robot collisions in-

creased slightly when the drone attempted to assemble the naive priority list of robots

to move towards. After some analysis, the reason for these collisions has become ap-

parent. Suppose the drone receives data about the robots’ planned paths, and orders

its movement as follows.

DronePath = {roboti, . . . , robotj, robotk}

19



CHAPTER 5. RESULTS

Figure 5.2: Tests on varying delay times.

The drone will fly through these robots in order, attempting to rearrange the

remaining robots into better priority lists as it does. Once it reaches robotk, it will

create a new priority list. Since it has visited n � 1 robots since roboti, the drone

will calculate that roboti has a very low possibility of colliding with the robots it has

just recently visited, such as robotj. In most cases, the drone’s second priority queue

would look almost (if not entirely) inverted from the first priority queue.

DronePath = {robotk, robotj, . . . , roboti}

20



CHAPTER 5. RESULTS

With this priority method, the drone ends up visiting some robots only after vis-

iting 2(n�1) other robots first. This means that those robots will receive updates al-

most half as often as in the regular AdjustPath tests. In a system with non-continuous

updates, longer delays between communications will lead to more collisions.

The key problem with using the priority queue method on the drone is the growth

of planned path uncertainty. The longer the drone is out of communication with any

particular robot, the higher the chance that the robot would have hit an obstacle or

reached the end of its current planned path. When either of those cases occurs, the

drone’s data is outdated and therefore inaccurate.

This problem of “planned path uncertainty” was solved by using the BetterPri-

orityQueue algorithm. By taking the time between visits into account, the drone

was able to decrease the amount of time that passed between any two robot visits

when compared to the basic priority queue. As a result, not only did the number of

collisions decrease, but the percent explored increased as well; with fewer collisions

between robots, and improved updating for potential collisions, the robots could avoid

wasting time backtracking and spend more time exploring unknown grid areas. As

mentioned previously, the average area explored for the seven robots system was 78%

when using BetterPriorityQueue, compared to 72% when only using AdjustPath.

In the secondary tests, I modified the drone’s delay time as data is transferred

between itself and each robot. Figure 5.2 shows how our three di↵erent delay times

correlate with the amount of the map explored and the number of collisions between

robots. The overall spread of this data is not very wide, which leads to an interesting

analysis: the amount of time spent with each robot does not seem to greatly change

the e↵ectiveness of the drone’s communication.

Clearly, there is some e↵ect of changing the delay time. But when using only half

a second of ”communication time”, we might expect the results to be up to six times
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better than with the three seconds of delay, and possibly even twenty times better than

with ten seconds. However, we can see there were only slight di↵erences in the results.

This means that the core improvements over the control group come primarily from

the AdjustPath algorithm, and do not rely on having fast communication between

the drone and system of robots.
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Conclusion

From running these simulations, we know that the system proposed by Sunflower is

capable of increasing the amount of exploration performed by a system of underwater

robots. On top of that, we know that the AdjustPath algorithm reliably assists in

reducing the number of potential collisions between robots in this system. The goal of

this project was to provide simulated tests in which an algorithm could be developed

to improve the performance of a system of underwater robots using Sunflower.

To further show improvement from using Sunflower, BetterPriorityQueue builds

on AdjustPath, showing improved performance in the total amount of area explored.

While the number of collisions slightly increased when the drone did not visit each

robot in the same order, the increase in the area explored made up for that. While a

perfect system would see near complete exploration, this intermittent communication

system has shown improvement with each additional algorithm.

In addition, we have some interesting results showing that the speed of commu-

nication is not a major factor in the e↵ectiveness of this algorithm. Knowing this,

future hardware implementations of Sunflower might not require a very high bitrate

to increase the e�ciency of a swarm of robots. This could save time and money with

future hardware experiments; the high bitrate communication hardware can signifi-
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cantly increase the price, and the implementation of additional code and hardware

structure for that expensive equipment is a di�cult and lengthy process.

Section 6.1

Future Work

The immediate future application of this project is the implementation of the Adjust-

Path algorithm onto hardware. The key benefit of the simulation was that AdjustPath

could be altered without the costs involved with hardware tests. Now that we have

some evidence showing the algorithm works, the next step would be implementing it

on hardware and beginning various experiments. Adding BetterPriorityQueue to the

aerial drone would further improve the e�ciency of the practical system, and would

be very interesting to see in a future study.

Specifically for the BetterPriorityQueue algorithm, there are still many additional

changes that could be added. These would take time to run, but using a more

complex simulation environment could be an improved method of studying how this

simulation would work before a hardware implementation is completed. Including

dynamic obstacles would also be an intriguing experiment, perhaps as an abstract

representation of fish or human divers. In addition, using di↵erent depths with the

underwater robots were not included in this project, and could serve as a springboard

to a number of experiments for future studies.
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