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ABSTRACT

Mission Planning Techniques for Cooperative LEO Spacecraft Constellations

by

Skylar A. Cox, Doctor of Philosophy

Utah State University, 2023

Major Professor: Greg Droge, Ph.D.
Department: Electrical and Computer Engineering

Sustained interest in spacecraft constellations continues to drive advancement in so-

phistication, capability, and mission complexity. As these systems proliferate, they require

increased levels of automation for orchestrating the achievement of their mission objectives.

This research develops a constellation planning capability for distributed operations sup-

porting an on-orbit servicing (OOS) mission as well as cooperative centralized planning for

proliferated Earth sensing missions. The techniques presented provide a tractable approach

for formulating and solving in-schedule and cross-schedule dependent problems for coop-

erative systems within an extended time environment. OOS cooperation is accomplished

via a modified consensus-based approach while the Earth sensing constellation coordination

is performed using a network flow formulation that solves the coupled data collection and

distribution problem. These methods are used to simultaneously obtain a plan for each

individual satellite within the constellation while attempting to optimize the performance

of the collective constellation.

(129 pages)
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PUBLIC ABSTRACT

Mission Planning Techniques for Cooperative LEO Spacecraft Constellations

Skylar A. Cox

This research develops a mission planning approach that allows different systems to

cooperate in accomplishing a single mission goal. Using the techniques described allows

satellites to cooperate in efficiently maneuvering, or collecting images of Earth and trans-

mitting the collected data to users on the ground. The individual resources onboard each

satellite, like fuel, memory capacity and pointing agility, are used in a manner that ensures

the goals and objectives of the mission are realized in a feasible way. A mission plan can

be generated for each satellite within the cooperating group that collectively optimize the

mission objectives from a global viewpoint. The unique methods and framework presented

for planning the spacecraft operations are flexible and can be applied to a variety of decision

making processes where prior decisions impact later decision options. This contribution to

the satellite constellation mission planning field, thus has greater applicability to the wider

decision problem discipline.
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CHAPTER 1

INTRODUCTION

A saying within one of the most capable and renowned forces of the U.S. military is

“Individuals play the game, but teams beat the odds,” indicating that a team is a more

formidable entity than an individual and able to more effectively respond to challenges faced

during a mission [1]. While an individual may be highly trained and motivated, a team

will often accomplish more due to its ability to handle more complex and challenging task

environments [2]. This concept is intuitive when applied to human teams, but it can be

extended to coordinated teams of unmanned systems as well. The methods employed to

plan operations for unmanned systems are varied with diverse applications and objectives,

often requiring sophisticated approaches. The aim of this research is to provide a robust

and extensible methodology for planning the operations of multi-agent, unmanned systems

in an intuitive manner. In particular, the research focuses on optimally planning flight

operations for a coordinated constellation of satellites flying in low Earth orbit (LEO).

Currently within the space flight community, there is a renewed interest in large space-

craft constellations owing to the very recent decrease in cost to access space [3]. The bulk of

this decrease is due to breakthroughs in launch vehicle cost with those improvements having

profound impacts on relaxing some of the previous performance requirements of satellite

components. This relaxation has resulted in significantly less expensive spacecraft [4] and

drawn a renewed interest in space, resulting in heavy investment into the space business

ecosystem. Over $177 B of equity was invested into more than 1300 companies between

2011 and 2021 alone [5]. This significant amount of capital has fueled additional entries into

the sector and introduced a variety of options for new satellite constellations. While many

of the individual satellites within these constellations are shrinking in mass, volume, and

cost [6], the constellations continue to grow in numbers, capability, and sophistication, re-

quiring increased levels of automation [7] for orchestrating the achievement of their mission
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objectives [8] [9].

As new mega-constellations are designed and deployed, several new challenges are re-

alized [10] [11]. Some of these challenges deal specifically with general orbital configuration

design [12] [13], while others are more concerned with the orchestration of the individual

satellites within these mega-constellations. As the number of satellites within a constella-

tion increases, the operational planning problem complexity compounds due to the spatial

and temporal dependencies present within the constellation’s operational environment, and

the limited resources onboard each vehicle [14]. This orchestration of multi-satellite constel-

lations in fulfilling a larger holistic mission is the purpose and focus of this research. The

unique challenges presented by current and future constellation systems make this prob-

lem a unique and valuable opportunity for research today. The research presented herein

addresses two specific missions, that of planning multi-agent rendezvous and proximity op-

erations (RPO) for on-orbit servicing (OOS) of a constellation of resident space objects

(RSOs), and the more common mission of Earth-sensing and its associated payload and

data transfer tasks.

The RSO serving constellation planning problem requires the planning system to con-

sider current and future available resources for both the servicing agents as well as the

RSOs. The planning approach must evaluate the needs of the RSO to be serviced against

the available capabilities and resources of the servicing agents and must do this over rel-

atively long periods of time (i.e., years) into the future since every decision made by the

servicing agents has a cascading effect across both constellations.

The primary objective of the constellation Earth-sensing mission type is to generate

an efficient, operationally-viable schedule that maximizes the collection and delivery of pri-

ority Earth-sensing data, and fits within all specified constraints of the mission. Planning

such operations for large satellite constellations becomes a tremendous challenge when at-

tempting to maximize the global utility of this mission while considering the individual

capabilities and available resources of each satellite within the constellation.

The research presented herein addresses the needs of these missions and builds upon
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existing planning approaches while extending them in novel ways. For example, for the RSO

servicing constellation problem we develop a planning and scheduling methodology for a

constellation of RPO-capable vehicles tasked with visiting and servicing a larger number

of RSOs. Event scheduling is accomplished by leveraging a decentralized task allocation

algorithm developed within the robotics and unmanned aerial vehicle community and aug-

menting it with a long-term orbital model. We develop a novel utility function that combines

the score of a rendezvous event, driven by servicing urgency and preferred conditions, with

the associated cost calculated relative to the required vs. available resources. These contri-

butions yield a highly-capable scheduling framework for decentralized task allocation and

address the long-term RSO constellation servicing problem.

Our contributions to the Earth-sensing constellation planning problem include a graph-

based formulation augmented with network flow theory that is capable of generating an op-

erational schedule for every satellite within the constellation, while considering the mission

performance from a global perspective. This graphical formulation enables a simultane-

ous search for each satellite’s path through fulfillment of Earth-sensing and data transfer

tasks and, with the application of network flow and resource constraints, ensures coordina-

tion across the constellation while guiding the solver to a mission-realistic schedule solution.

Our formulation blends task generation, and fulfillment, within an operationally-constrained

environment and is a significant contribution to the overall constellation planning literature.

Prior to a more detailed explanation of these contributions and their implementation,

a background of constellation missions and existing planning techniques is presented in the

next chapters.

The remainder of this document is organized to first provide the reader with back-

ground on the planning problem in Chapter 2, followed by a review of existing approaches

and literature in Chapter 3. Chapters 4, 5, and 6 provide the in-depth technical content

explaining the constellation planning techniques devised in this research to accomplish the

OOS, Earth sensing, and crosslink-enabled Earth sensing missions, respectively. Following
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those chapters, a conclusion summarizes the contributions in Chapter 7. Finally, Appen-

dices A and B are provided to substantiate the methods described.
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CHAPTER 2

BACKGROUND

The purpose of this chapter is to familiarize the reader with several generalities about

the research, what foundations it builds on, and the approaches that exist within the field.

Subsection 2.1 deals with the research considerations of decisions problems and helps classify

the problem types, considered in this research, in terms of complexity and dependency.

Subsection 2.2 provides an explanation of two common planning architectures, when they

apply, and identifies some of their benefits and limitations. Finally, subsection 2.3 outlines

the basic problem formulation and solution methods for mixed integer linear programming

as it applies to this research.

2.1 Problem Classification

Planning operations for a cooperative constellation of satellites falls within a specific

field of research often referred to as multi-robot task allocation (MRTA). The term ‘robot’

in this case refers to each individual element, or agent, within the system for which op-

erations are being planned. Within the research presented, ‘agent’ and ‘robot’ are often

used synonymously and simply refer to the satellite, or actor, within the system that is

performing the allocated task.

As part of a review of the MRTA literature, a formal taxonomy must first be intro-

duced to properly categorize the types of problems within the space, and the associated

dependencies. Doing so allows researches the ability to use existing algorithms for differ-

ent problems as long as the problem types fall within the same classification of a defined

taxonomy. An adaptable taxonomy was developed by Gerkey and Matarić that described

different types of tasks and the agents, or robots, capable for performing those tasks [15].

Three axes of differentiation are considered: whether the robot can perform a single task

(ST) or multiple-tasks (MT) at a time, whether the individual tasks can be performed by
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Fig. 2.1: Multi-robot task allocation problem taxonomy. The satellite constellation prob-
lems researched are highlighted in dark blue.

a single robot (SR) or require multiple robots (MR), and whether the robot is capable of

accepting only an instantaneous allocation (IA) or can be scheduled over an extended pe-

riod of time (TA). Korsah et al. extended this concept by accounting for dependencies that

can exist between the tasks or the agent schedules. These include in-schedule dependency

(ID) where tasks may require a specified sequence for fulfillment, cross-schedule dependency

(XD) where agents must coordinate schedules, and complex dependency (CD) where task

fulfillment utility depends on the schedules of other agents in the system in a manner that

is determined by the particular task decomposition chosen [16]. A visual representation of

this taxonomy is provided in Figure 2.1.

The research presented in this document provides a tractable methodology for intu-

itively formulating and solving a global constellation planning problem falling into the ID

[ST-SR-TA] and XD [ST-MR-TA] classifications.

The resident space object (RSO) servicing mission is ID [ST-SR-TA] as each servicing

agent is capable of performing a single servicing task at a time (ST), each servicing task
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requires a single robot to perform that task (SR), the tasks are allocated over an extended

period of time (TA), and task decisions have a cascading impact to later tasks, making

them in-schedule dependent (ID).

Similarly, the base Earth-sensing mission is ID [ST-SR-TA] due to each satellite, or

robot, only being capable of fulfilling a single task at a time (ST), each task requiring only

a single robot to fulfill (SR), and the tasks being planned over an extended period of time

(e.g., many orbit revolutions) (TA). This mission also has in-schedule dependencies since a

decision to perform a particular task impacts the feasibility of subsequent task selections

(ID). Finally, the base Earth-sensing mission will be extended into the cross-schedule (XD)

dependency domain by requiring coupled interaction of satellites. This is accomplished by

introducing the concept of crosslinking data sets between satellites with the intent of more

efficiently using resources across the constellation. Crosslinking data requires a satellite

pair to coordinate operations in fulfilling this task type and thus results in a multi-robot

task (MR). The addition of a cross-schedule dependent task that requires multiple robots

to fulfill, dramatically increases the complexity of the planning problem.

This taxonomy will be referenced throughout the remainder of this document to for-

mally classify previous research contributions and the particular types of problems this

research addresses.

2.2 Centralized and Decentralized Planning Approaches

With the taxonomy defined, the next step is to understand the different planning

paradigms within the MRTA literature and operational space that still plan operations

within a global context. These paradigms dictate how the planning is conducted and how

the tasks and resources are allocated to agents operating within the space. The two primary

planning approaches considered in this research are centralized and decentralized approaches

[17]. Centralized planning is generally conducted by one empowered entity that has a

complete global picture of the environment and the states of all the agents within that

environment. This entity receives information and updates the global planning approach

to respond and coordinate the tasks and resources assigned to each agent across the fleet.
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Centralized planning is highly effective when the trajectories of the agents can be easily

planned or can be predicted prior to the start of each planning period and the tasks are

relatively predictable in time and space [17]. However, this approach can be prone to

misinformation, delays, or outages which can result in degraded performance [18]. The

centralized planning approach is generally a reliable method for planning a constellation of

cooperative satellites. Within this paradigm, satellite ephemerides are known precisely

along with the locations and availability of both Earth-sensing opportunities and data

transfer windows. This information allows a centralized planner to properly orchestrate

task fulfillment opportunities across the constellation and generate a flight schedule for

each satellite within the constellation. The ability to generate an optimal mission plan for

the entire constellation that respects individual satellite resources, makes the centralized

approach a very attractive solution for constellation mission planning.

Alternatively, decentralized planning is generally conducted by the agents themselves

due to the operational requirements dictated by their environment. Environments that

are uncertain, highly dynamic, or lacking the option for a centralized operational facility,

often require a decentralized approach to properly orchestrate operations between disparate

agents [19]. A highly dynamic, or uncertain, environment can preclude the effective use of

a centralized planning system since it lacks a reliable global understanding of the state of

the environment and the tasks requiring fulfillment. A good example of an environment

requiring a decentralized planning approach is that of a building that has been damaged

due to a natural disaster. The location of victims inside, if any, their injuries, and the

accessible routes through the building are unknown and require investigation by agents

before deciding on which tasks to fulfill (e.g., routes, victim treatment or extraction). A

decentralized planning approach would allow agents to make decisions about routes and

victim treatment or extraction based on their observations of both floor plan status as well

as victim health, and then share that information with each other for proper coordination

in a global planning sense.
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A satellite-specific decentralized planner would operate in a similar way with each satel-

lite receiving localized information about the operational environment and also observing

events in real-time that may influence decisions. The collected information would include

Earth-sensing opportunities, current weather conditions, available ground stations, and the

activities being conducted by other satellites in the constellation. With that information,

and knowledge about its onboard resources, a satellite could make informed decisions about

which tasks to fulfill and when to do so. Those decisions would then be communicated to

all other satellites in the constellation that are within range and thus likely improve the

global performance of the constellation, as a whole. However, a significant factor preclud-

ing a globally optimal solution is the timeliness of the information being shared since one

satellite’s decisions and observations are not instantaneously known by all other satellites

within the constellation.

In summary, several considerations must be made before selecting a preferred planning

methodology. This research highlights two unique applications for both centralized and

decentralized planning approaches. The primary purpose of both planning approaches is to

provide a feasible and operationally-relevant schedule of operations for each satellite within

the constellation that accomplishes the objectives of the overall mission.

2.3 General Mixed Integer Formulation

Within the proliferated constellation planning space, it is evident that a single satel-

lites’s individual optimal schedule will likely not be the same as its schedule when a global

optimum is achieved across the entire constellation. The optimal use of a single satellite’s

resources in accomplishing a given mission likely results in a different schedule when a

planner factors in all available resources across the constellation, the individual satellite

trajectories, and available task fulfillment windows. This is due to the spatial and temporal

arrangement of the individual satellites and efficient collaborative planning that uses the

satellites as a team. A centralized planning approach plans an entire constellation and seeks

the global optimal solution while factoring all satellites within the constellation, whereas

the decentralized approach tends to focus on an individual satellite with simply the intent
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to avoid duplication of task fulfillment but can often be limited by not having an accurate,

global picture of the entire constellation state and task assignments.

As discussed, the complete set of individual satellites must be considered holistically

to effectively plan when searching for a global optimum within the overall mission and

constellation. This global optimum must be a quantifiable performance metric that can

be evaluated based on decisions made by the planning algorithm, while considering the

capabilities and resources of each satellite on an individual basis. This optimization problem

is substantial and, at its most basic level, requires three key elements to make it tractable.

These elements include 1.) an objective function, 2.) the applicable constraints, and 3.)

the decision variables within the problem space [20]. A common way of capturing this

information is with the use of an integer program. Within this research, the optimization is

linear and thus allows for the formulation to be captured as a mixed integer linear program

(MILP). This problem formulation is well-known in the optimization community and has

benefited from a tremendous amount of resources in determining reliable methods for solving

it. The general MILP formulation captures the three key elements mentioned above as [20]:

max
z

uT z (Objective Function)

s.t. Dz = b (Equality Constraint)

Az ≤ c (Inequality Constraint)

z =
[
xT yT

]T
(Integer and Continuous Variables)

x ∈ {0, 1} (Integrality Constraint)

. (2.1)

The objective function captures the intent of the optimization problem and provides a quan-

titative measure for evaluating the performance of individual solutions based on selections

made with the decision variable x and continuous variable y. The equality constraints

set specific requirements for the resulting decisions, whereas the inequality constraints set

bounds. The integrality constraint provides a binary option for the decision variable, x, to

be either 0 or 1. This is the generalized form of the optimization problems to be discussed

in this research. As referenced previously, there are many commercial options for solving
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MILPs. One in particular is leveraged throughout the research and provided by Gurobi [21].

An overview of MILP solution techniques is available in Appendix B.
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CHAPTER 3

LITERATURE REVIEW

This research is timely and increasingly relevant to the new constellations being de-

veloped within the spaceflight community and focuses on addressing two primary mission

types. The first being the RSO constellation servicing problem for long-term planning of

LEO RPO scheduling using ∆V maneuvers. The second being on more traditional constel-

lation planning for mission operations of large scale Earth-sensing, or geospatial intelligence

(GEOINT) LEO missions. Operations supporting GEOINT missions include tasks such as

Earth-sensing, data downlink, and satellite-to-satellite data crosslink. The next portion of

this document will review the relevant research contributions to both of these problems,

starting with the RSO servicing planning problem which is followed by a thorough review

of the state-of-the-art within the GEOINT constellation planning problem space.

3.1 On-Orbit Servicing Mission

As discussed, many new constellations are being designed and fielded. The mass pro-

liferation of satellites in LEO, especially, will require more sophisticated operational ca-

pabilities [22] [23]. For example, the planned Starlink constellation will comprise several

thousand satellites in LEO [24]. Such a constellation must use some autonomy to avoid

placing unrealistic demands on operations staff. Maneuvering satellites within a larger con-

stellation, or formation, is one key element of properly managing these large systems and a

variety of planning methods have been proposed [25] [26] [27] [28], but they have generally

focused on geosynchronous orbits or lacked a true constellation focus to the problem. The

constellation servicing mission we have addressed deals with how to most effectively route

a team of servicing agents to a constellation of RSOs requiring servicing. This mission

concept is illustrated in Figure 3.1.

In analyzing multi-spacecraft OOS mission literature, research has typically focused
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Fig. 3.1: LEO RSO servicing mission concept with a purpose of optimally routing servicing
agents to a constellation of RSOs requiring servicing.

on fuel-optimal sequencing for a single agent vehicle, rather than a constellation of agents,

servicing multiple RSOs. Shen and Tsiotras evaluate fuel optimal sequencing for visiting

multiple vehicles in the same circular orbit, showing the best solution is to visit them in

orbit-wise or counter-orbit-wise order [29]. Zhang et al. solve a multi-spacecraft refueling

problem in a near-circular LEO orbit using a hybrid-encoding genetic algorithm [30]. Their

analysis includes J2 perturbations and time-window constraints based on the orbital beta

angle to optimize fuel usage and mean mission time. They also show how splitting the

RSO’s into two sub-groups to be visited by separate servicing vehicles affects the optimal

solution. Optimal selection of the two sub-groups is left to future work. Zhao et al. expand

on this work by analyzing a cooperative, multi-spacecraft refueling mission that includes

constraints on the target vehicle’s surplus propellant [31]. Verstraete et al. continue this

line of operationally-relevant servicing by looking at a geostationary orbit servicing mission

that accounts for the risk and value of accomplishing any given task. Their analysis shows

that varying risk levels can significantly alter the mission objective function and the task

sequencing to be implemented [32]. Zhang et al. evaluate the use of multiple servicing
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vehicles to visit a set of target vehicles using a multi-objective quantum-behaved particle

swarm optimization [33]. However, it is unclear on whether the approach can be extended

to have each servicing vehicle visit multiple targets or a single target each. Liu and Yang

present the debris removal from LEO problem and provide a multi-objective optimization

formulation and a modified genetic algorithm to solve for the sequential transfer route,

similar to the RPO problem of interest for our research [34].

The constellation OOS literature is limited to more simplistic problem formulations,

primarily with the number of servicing vehicles and RSOs being serviced. Additionally,

much of the literature is concerned with optimal fuel sequencing instead of feasible routes

and maneuvers within a time-extended mission context. The research paper presented in

Chapter 4 addresses these limitations by significantly extending the cooperative constella-

tion use-case, for the ID [ST-SR-TA] problem type, by developing an initial planning and

scheduling methodology for a constellation of RPO-capable vehicles tasked with visiting

and servicing a larger number of RSOs in LEO. This research has been published by the

author in [35] and [36].

3.2 GEOINT Mission

The purpose of a constellation planning system, within the GEOINT mission context,

is to maximize prioritized Earth-sensing operations and data downlink for mission task

fulfillment while respecting each satellite’s capabilities and available resources. The satellite

constellation and ground resources must be treated holistically to ensure that satellites do

not duplicate efforts in imaging and that only a single satellite uses a particular ground

terminal at any given time. The slew agility and onboard memory capacity of individual

satellites must also be considered to ensure an executable and mission-relevant plan. Finally,

while simple Earth-sensing tasks can be performed nearly instantaneously, the data transfer

tasks require extended periods of time to fulfill.

3.2.1 GEOINT Mission without Crosslink

The base Earth sensing/GEOINT constellation planning problem plans Earth-sensing



15

operations and data transfers directly between a satellite and a ground antenna (no satellite-

to-satellite data exchange is considered). This problem therefore falls within the ID [ST-SR-

TA] category due to the presence of only in-schedule dependencies for each satellite, satellites

only being able to perform a single task at a given time, tasks only requiring a single satellite

to perform the task, and the allocation applying over an extended period of time. The

primary objective of this mission planning problem is to generate an efficient operational

schedule that fits within all specified constraints of the mission, including the resources of

each satellite within the constellation. Several approaches have been presented to address a

portion of the Earth imaging mission. A host of work has focused on arriving at sub-optimal

solutions to the prioritized image collection problem [37] [38] [39] [40] [41] [42] [43].

Similarly, several researchers have investigated the downlink, or data relay, problem and

provide robust solutions to scheduling the transfer of data [44] [45] [46] [47] [48] [49] [50] [51].

However, in both the prioritized image collecting maximization and data relay scheduling

problems, the papers referenced only address a portion of the complete problem. The image

collection and downlink problems are directly coupled and should be solved simultaneously

to yield a reliable and accurate solution since optimal downlink requires complete knowledge

of data collection, and optimal data collection requires knowledge about when data is being

downlinked.

Some works have considered both the image collection and data relay problems within

the same framework and provided various solutions to solve them [52] [53] [54]. However, Hu

et al. dedicated most of their paper to evaluating a branch and price technique for finding

a solution with only a short explanation of the problem itself [53]. Hu et al. simulated

a LEO constellation of only 3 satellites [53] so scaling up to the anticipated size of future

proliferated LEO constellations [55] is difficult to predict. Similarly, Peng et al. formulated

their planning problem for a single satellite and neglected its application to a multi-agent

cooperative system [54]. A key element of constellation planning requires that the planning

system be capable of consistently generating operational schedules for large constellations

while respecting all the constraints of the individual satellites.
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The paper by Augenstein et al. addressed many of the requirements for a mission-

relevant constellation planning technique and was particularly interesting. The combina-

torial optimization problem addressed by Augenstein et al. is defined as a MILP with

constraints and objectives applied globally [52]. Their MILP formulation can be solved to

arrive at an optimal solution within the discretized space. However, to speed up solution

generation time they separated the immediate coupling that exists between image collection

and downlink opportunities. They accomplished this by creating a heuristic that estimates

the amount of priority-weighted image data likely onboard the satellite as a function of

time and the number of priority-weighted image collection opportunities a satellite would

encounter during specific time periods. Augenstein et al. demonstrate that with these two

pieces of information it is possible to reasonably allocate downlink time among the constel-

lation of vehicles and then also schedule the additional image collection opportunities [52].

Fore a more thorough review of this paper, please reference Appendix A.

The formulation by Augenstein et al. provided a valid constellation planning method

and also introduced various interesting, mission-specific constraints to guide the planning

system’s decisions to ensure the mission can be realistically conducted. However, the for-

mulation does not provide a clear representation of each satellite’s individual plan. The

mathematical formulation simply organizes the problem in time for a single agent and does

not explicitly provide a tractable method of determining the optimal schedule for all satel-

lites collectively comprising the constellation. While it appears the formulation is used for

operating a fleet of satellites, the literature lacks clear specifics on how this is accomplished

in practice and thus requires a more complete formulation. The research presented in Chap-

ter 5 of this document addresses these critical limitations while leveraging the contributions

of Augenstein et al. with their graph-based approach. The research introduces an alter-

native solution method that relies on network flow theory to enable the planning of many

satellites at once while respecting the mission constraints of both the constellation, as well

as the individual vehicles that comprise it. The next section of this document introduces

an augmentation of this problem by allowing direct cooperation between pairs of satellites
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and thus extends into the XD [ST-MR-TA] problem space.

3.2.2 Crosslink-Enabled GEOINT Mission

The crosslink-enabled Earth sensing/GEOINT mission is a novel extension of the orig-

inal problem in that it now requires the planning system to consider opportunities where

satellites can cooperate with each other in exchanging data (i.e., cross-schedule dependencies

(XD) from the taxonomy of Korsah [16]). This task is referred to as a crosslink operation

and requires that one satellite transmit data while the other receives the data and both must

be properly oriented relative to each other to execute the task. Performing this task allows

the satellite constellation to potentially take advantage of resources across the constellation

instead of relying solely on individual satellites for Earth-sensing, data storage, and eventual

data downlink. Satellites are able to consider sharing data with other nearby satellites to

take advantage of more effective downlink opportunities using the access opportunities of

their partners in the constellation. Doing this may provide a specific satellite more oppor-

tunities for Earth-sensing operations that before may have conflicted with data downlink

task fulfillment. Crosslinking has the potential to become a more common operation for

small satellite systems and thus merits an effective, autonomous planning solution [56].

The crosslink-enabled GEOINT planning problem now moves beyond the basic GEOINT

problem discussed in the previous section due to the additional cross-schedule dependency

(XD) that arises during crosslink operations. The planning problem now considers both ID

[ST-SR-TA] and XD [ST-MR-TA] categories within the GEOINT mission context.

Several significant contributions have been made to the cross-linked enabled GEOINT

mission literature. For example, Zhou et al. present a problem formulation and solution ap-

proach that attempts to maximize network throughput while also considering the limitations

imposed by onboard satellite energy and data storage constraints [57]. This formulation

develops both an optimal and heuristic approach to data route planning using 6 satellites.

The research provides unique insight into the modeling of the satellite power states in re-

lation to network data routing. Their description provides an in-depth description on data

routing using a continuous flow model with an understanding that Earth-sensing operations
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are conducted independently [57].

Kondrateva et al. formulated a MILP with the purpose of maximizing data throughput

within a LEO satellite network. They adapted a static network formulation to the dynamic

LEO environment by discretizing the data networking problem into time windows when

the LEO network can be modeled as a static entity and then solving the problem within

each time window [58]. This formulation considers data routing in conjunction with link

scheduling and models data collection on the LEO vehicles to be a continuous flow of collec-

tion. This continuous data generation assumption removes the need for planning discrete

payload operations and focuses the formulation presented on addressing the data routing

and link scheduling elements of the problem [58]. Their implementation was demonstrated

within constellation of 18 satellites and proved the ability to directly calculate a complete

data transmission schedule without relying on heuristics [58].

Wang et al. formulate this same problem as an event-driven time-extended graph

with nodes representing a discrete location in time and edges representing an observation,

transmission, or storage window [59]. These windows indicate what resources or operations

are available as the path moves through the nodes and edges of the graph. The associated

MILP formulation further specifies constraints to ensure only a single target is collected

at each time step, only a single transmission occurs at each time step, the amount of data

transmitted do not exceed the amount collected, and that data are only transferred after

they are collected [59]. The formulation makes an assumption that each satellite within the

constellation has unlimited data storage capacity, potentially complicating the applicability

of the algorithm to a realistic mission. The formulation is demonstrated on a constellation

of 6 satellites, and models data as a continuous flow.

Kennedy et al. formulated a mission planner with the intent of planning priority

observations within specified revisit rates and also delivering low-latency observation to the

ground via both crosslink and downlink operations within a constellation of satellites [60].

The planning approach by Kennedy et al. uses weightings for both Earth-sensing and

communication activities and prioritizes early observation windows during planning [61].
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This prioritization method applies a higher weight to the operation for the satellite first

with the opportunity within the planning horizon. The formulation considers crosslink

and downlink operations equally and considers data as a bulk quantity of homogeneous

value [62]. The research provides a set of rules that approximate how ground resources

could be allocated to satellites but may not be operationally viable in a realistic mission

scenario [60].

In a subsequent publication, the original approach is updated by Kennedy et al. using

a dual algorithm for planning both observation and communication operations across a

crosslink-enabled constellation of satellites, dramatically reducing the latency of observation

data delivery [63]. In that formulation, windows are set for performing operational activities

and deconfliction is performed on any temporally-overlapping activities that are scheduled.

The deconfliction appears to occur after activities are scheduled rather than as part of

the planning process. The data are modeled as a homogeneous flow and allowed to be

split across multiple communication windows, thus simplifying the optimal data routing

problem. A fundamental and simplifying assumption in the formulation appears to restrict

communication windows to begin planning only after an observation is scheduled rather

than allowing a more holistic approach to emerge by considering observations, downlinks,

and crosslinks together during the planning process [63].

Chen et al. investigated the XD [ST-MR-TA] problem space in a generic sense where

robots were required to cooperate with each other to accomplish tasks but were also able to

share resources via rendezvous [64]. The problem they addressed overlaps with the cross-

link enabled GEOINT mission planning problem. In their formulation the robots were able

to share resources across the fleet via rendezvous [64] whereas in the GEOINT application,

satellites are able to share data storage resources when one satellite transmits and another

receives data during an extended duration of exchange when the satellites are appropriately

aligned in proximity, relative speed, and proper pointing. However, the problem addressed

by Chen et al. required multiple robots for every task [64] whereas the crosslink-enabled

GEOINT planning problem, presented herein, only requires satellites to cooperate with each
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other during the actual exchange of data, or when resources are being shared.

The crosslink-enabled GEOINT formulation presented in Chapter 6 blends aspects of

both the ID [ST-MR-TA] and XD [ST-MR-TA] categories and provides a more extensible

formulation for cooperative LEO constellation planning. This is accomplished by consid-

ering both Earth-sensing and data transfer operations within the same framework to yield

a realistic mission scheduling solution. A summary of the contributions of this research is

now provided in the next section.

3.3 Research Contributions

The current constellation OOS literature lacks sophistication in many of the formu-

lations and does not adequately address the appropriate size of future constellations. To

address these limitations, the research described in Chapter 4 significantly extends the co-

operative servicing constellation mission and provides a feasible planning and scheduling

strategy. The formulation integrates an existing decentralized algorithm with the large

scale constellation planning problem currently growing within the space community. The

marriage of these two, results in a timely, operationally feasible solution with good perfor-

mance. It also allows for dynamic re-planning due to the timeline of the resulting solution.

Event costs such as fuel and time are also considered along with a novel utility function

that can be used inside the planning framework for the management of a constellation

of RPO-capable satellites for potentially sub-optimal, but operationally-relevant, schedul-

ing solutions. The research contributions provide a decision aide in the short-term while

simultaneously providing value to future solutions.

To address the existing ID [ST-SR-TA] GEOINT constellation planning method limita-

tions, the research presented in this document augments the existing constellation planning

literature and provides a powerful solution technique using a unique application of network

flow theory. Utilizing the network flow approach, a highly-extensible and flexible method

for specifying mission objectives and vehicle constraints is provided in Chapter 5. The so-

lution for which results in optimal scheduling for individual satellites within a cooperative

constellation context. Additional methods for improving the solve time are also evaluated
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and discussed. The GEOINT mission research presented herein, directly confronts the chal-

lenges posed by the constellation planning problem and details a planning technique for this

mission that enables the simultaneous coordination of both Earth-sensing and scheduling

of ground stations for data downlink, across the cooperative constellation of space vehi-

cles. Furthermore, this research provides a tractable method for intuitively formulating and

solving a global constellation problem falling into the ID [ST-SR-TA] classification. The

solution to the in-schedule dependency problem optimally coordinates multiple spacecraft

to fulfill the base GEOINT mission.

A consistent limitation across much of the crosslink-enabled GEOINT satellite network

(XD [ST-MR-TA] category) planning operations literature is a lack of consideration for both

Earth sensing and data transfer operations within the same planning and scheduling en-

vironment. A constellation planning system should generate a good operations schedule

for each vehicle within the constellation and make decisions for conducting certain opera-

tions in lieu of others (e.g., collecting Earth-sensing data instead of crosslinking data). The

data collection and transfer tasks are directly coupled and thus require a holistic approach

that properly addresses both operations. Another common assumption in the literature is

that data are treated as a continuous flow rather than as discrete files. These limitations

therefore demand a different approach to constellation planning operations that considers

all spacecraft operations together to most effectively generate the desired globally optimal

constellation schedule that respects all flight constraints imposed by the individual space

vehicles that comprise it. To accomplish this goal, the research presented in Chapter 6

provides a tractable solution for planning Earth sensing activities, data storage, and data

transfer operations across a constellation of crosslink-enabled space vehicles with the intent

of maximizing mission utility. This dissertation concludes by summarizing the research

contributions in Chapter 7.
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CHAPTER 4

Resource-Constrained Constellation Scheduling for Rendezvous and Servicing Operations
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This paper addresses the rendezvous and proximity operations constellation assignment problem by developing a

responsive utility function for tasking a constellation of lowEarth orbit satellites to several spacecraft servicing tasks.

The paper develops the utility function that considers both score of servicing resident space object spacecraft in

conjunction with the associated ΔV cost. A highly capable and operationally relevant task allocation method, called

the consensus-based bundle algorithm, is leveraged for distributed processing and task allocation. This paper

demonstrates that this methodology provides a robust technique for rendezvous and proximity operations

scheduling within resource-constrained agent constellations.

Nomenclature

a = semimajor axis of the orbit, km
a� = required semimajor axis of the transfer orbit, km
c = cost for an agent to perform resident space object

servicing task
f = fractional parameter for an agent quantity
i = agent index
inc = orbit inclination, °
J2 = Earth J2 coefficient
j = resident space object servicing task index
k = number of orbit revolutions associated with phasing

maneuver
L = lifetime reference, years
N = number of agents or resident space objects in the sim-

ulation
R = radius, km
t = time since simulation epoch, s
T = total capacity
u = utility
v = score
W = score weight factor
x = decision assignment variable
β = beta angle of the resident space object orbit, °
ΔV = ΔV associated with the operation, m/s
ϵ = obliquity of the ecliptic, °
Λ = ecliptic longitude, °
λ = cost scale factor
μ = gravitational parameter of the Earth, km3∕s2
τ = duration of event
Ω = right ascension of the ascending node of the orbit, °
_Ω = drift rate of right ascension of the ascending node, °/s

ω = angular orbital rate, °/s

Subscripts

agent = agent indicator
life = lifetime
light = lighting conditions
phase = phasing orbit
RSO = resident space object servicing task indicator
req = required value
� = Earth
⊙ = sun

I. Introduction

M ANAGEMENTof large satellite constellations is a unique and
complex task requiring sophisticated planning tools and ad-

vanced constellation simulators.While today’s constellations are pri-
marily dedicated to ground imaging and communications, there is
growing interest in developing teams of rendezvous and proximity
operation (RPO) capable satellites with the ability to inspect and/or
service other resident space objects (RSOs) [1,2]. Thismission type is
referred to as on-orbit servicing (OOS) and some vehicles are pre-
dicted to reach initial operational capability (IOC) by 2024 due to
commercial and government investment [1]. Some systems currently
under development include O. CUBED from Airbus [3] and SOUL
from Busek [4], among others [1]. This paper has been written in
anticipatory fashion in that the authors foresee OOSmissions requir-
ingmultiple servicing vehicles in order to sustain themission require-
ments of future constellations.
Planning the mission operations for a single RPO satellite is a very

tractable problem, but as the number of satellites within the constel-
lation scales, the problemdramatically increases in complexity due to
a variety of spatial and temporal dependencies [5]. As the planning
system considers tasking for an individual satellite, it must do so in
terms of the performance of the aggregate whole. To schedule RSO
tasks for a constellation of RSO satellites, this paper integrates an
established distributed tasking algorithmwith a novel utility function
to balance the value of completing RSO servicing tasks with the fuel
costs of rendezvous and the limited number of RSO satellites. The
result is a mission-focused, operationally relevant, scheduling sol-
ution for conducting the conceptualized RSO-servicing mission.
Note that throughout this paper the term “servicing”will be used to

reference a variety of possible operations, including, but not neces-
sarily limited to, RSO inspection, vehicle maintenance, commodity
replenishment, component upgrade, or repair. The specific opera-
tions and detailed assessment of resources required to conduct those
operations are outside the scope of this paper. However, the value of
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conducting these operations is realized when extending the life of
expensive operational space systems. Keeping a satellite on mission,
by supplementing existing capability (e.g., refueling), avoids the
potential dramatic increase in cost to design, build, test, launch,
and replace that system on orbit. Mission life extension and/or
mission performance enhancement are the primary objectives driving
a solution to this scheduling problem.
Currently within the spaceflight industry, mission planning oper-

ations generally employ centralized planning systems with elements
of the ground system at one facility or at geographically dispersed
facilities [6]. The centralized method employed in planning is
common due to the many benefits that it provides in a traditional
mission setting. A centralized mission planner is able to maintain a
single situational, coordinated, set of states for the whole constella-
tion and make decisions based on that knowledge, thus avoiding
conflict with other competing schedulers. Tasking operations are
maintained and fulfilled within a central database and provide a
global snapshot of the entire mission system [7]. This configuration
reduces the complexity of each satellite within the constellation
because they need to fulfill only the operations assigned to them
and are not required to make decisions for themselves or coordinate
those actions with other satellites within the constellation. This
methodology simplifies the complexity of the simulation models
and reduces the sophistication required to resolve conflicts [8].
While this concept is likely to endure for the immediate future, the

mass proliferation of satellites in low Earth orbit (LEO) will require
more sophisticated operational capabilities [9,10]. For example, the
planned Starlink constellation will comprise several thousand satel-
lites in LEO [11]. Such a constellation must use some autonomy to
avoid placing unrealistic demands on operations staff. Maneuvering
satellites within a larger constellation, or formation, is one key
element of properly managing these large systems, and a variety of
planning methods have been proposed [12–15].
In analyzingmultispacecraft OOSmissions, research has typically

focused on fuel-optimal sequencing for a single agent vehicle serv-
icing multiple RSOs. Shen and Tsiotras evaluate fuel-optimal se-
quencing for visiting multiple vehicles in the same circular orbit,
showing that the best solution is to visit them in orbit-wise or counter-
orbit-wise order [16]. Zhang et al. solve a multispacecraft refueling
problem in a near-circular LEOorbit using a hybrid-encoding genetic
algorithm [17]. Their analysis includes J2 perturbations and time-
window constraints based on the orbital beta angle to optimize fuel
usage and mean mission time. They also show how splitting
the RSO’s into two subgroups, to be visited by separate servicing
vehicles, affects the optimal solution. Optimal selection of the two
subgroups is left to future work. Zhao et al. expand on this work by
analyzing a cooperative multispacecraft refueling mission that
includes constraints on the target vehicle’s surplus propellant [18].
Verstraete et al. continue this line of operationally relevant servicing
by looking at a geostationary orbit (GEO) servicing mission that
accounts for the risk and value of accomplishing any given task. Their
analysis shows that varying risk levels can significantly alter the
mission objective function and the task sequencing to be imple-
mented [19]. Zhang et al. evaluate the use of multiple servicing
vehicles to visit a set of target vehicles using a multi-objective
quantum-behaved particle swarm optimization [20]. Although it is
unclear on whether the approach can be extended to have each
servicer visit multiple targets or a single target each. Liu and Yang
present the debris removal from LEO problem and provide a multi-
objective optimization formulation and a modified genetic algorithm
to solve for the sequential transfer route, similar to the RPO problem
evaluated in this paper [21].
This paper expands the cooperative constellation use-case by

developing an initial planning and scheduling methodology for a
constellation of RPO-capable vehicles tasked with visiting and serv-
icing a larger number of RSOs. Event scheduling is accomplished
using the consensus-based bundle algorithm (CBBA), a distributed
task allocation algorithm developed within the robotics and
unmanned aerial vehicle community [22]. To evaluate the utility of
each task, a novel utility function is developed that combines the
score of a rendezvous event with the associated cost. The value of a

rendezvous and servicing event is based on ground identified prior-
ities, event timeliness, lighting dependencies (e.g., beta angle), and
the current state of the constellation relative to RSOs of interest.
Event cost focuses on expended fuelwhere rendezvous sequences are
based on J2 orbital dynamics and impulsive ΔV maneuvers.¶ This
paper integrates CBBA with the large-scale constellation planning
problem currently growing within the space community. The mar-
riage of these two results in a timely, operationally feasible solution
with good performance. It also allows for dynamic replanning due to
the timeline of the resulting solution.
Event costs such as fuel and time are also considered. Even sim-

plistic constellation scheduling scenarios, with their associated
dependencies in time and space, result in an non-deterministic poly-
nomial-time (NP)-hard optimization problem, meaning that for a
realistic numberof satellites and tasks, finding the trueoptimal solution
may not be operationally realistic. This paper develops a novel utility
function that can be used inside a CBBA framework for the manage-
ment of a constellation of RPO-capable satellites for potentially sub-
optimal, but operationally relevant, scheduling solutions.
We recognize the reality that spacecraft constellation mission

planning will likely remain a centralized concept for the foreseeable
future. However, the contributions of this paper could be seen as a
decision aide in the short-term while simultaneously providing value
to future solutions. The remainder of this paper will proceed with an
explanation of the problem in Sec. II, followed by an explanation of
the rendezvous model in Sec. III. Section IV then presents the
example scenario, and Sec. V discusses the resulting solution gen-
erated using the previously describedmethods andmodels. The paper
concludes in Sec. VI with a summary of the accomplishments.

II. Classifying the Problem

This task allocation problems falls into the broader category of an
assignment problem where the goal is to assign tasks to agents [23].
Early research into solving the assignment problem focused onmatch-
ing a single agent to a single task, with efficient optimal solutions
discovered in the 1950s [24]. Efficient, optimal distributed solutions
known as auction algorithms were later introduced by Bertsekas in
1981 [25]. Since then, a striking number of similar problemshave been
identified and methods developed to solve them [26].
To associate potential solutions with task allocation problems, a

taxonomy was developed by Gerkey and Matarić [27] that describes
different types of tasks and the robots/agents capable of performing
those tasks. Three axes of differentiation were discussed: whether the
robot can perform a single task (ST) or multiple tasks (MT) at a time,
whether the individual tasks can be performed by a single robot (SR)
or multiple robots (MR), and whether the robot is capable of accept-
ing only an instantaneous allocation (IA) or can be scheduled over an
extended period of time (TA).Korsah et al. [28] have further extended
this concept by accounting for dependencies that can exist between
the tasks and the robots executing them. The dependency types were
classified as no dependency (ND) between either the tasks or the
agent schedules; in-schedule dependency (ID), where tasks may
require a specified sequence for fulfillment; cross-schedule depend-
ency (XD), where agents must coordinate schedules; and complex
dependency (CD), where task fulfillment utility depends on the
schedules of other agents in the system in amanner that is determined
by the particular task decomposition chosen. A note of particular
importance, made by Gerkey and Matarić, is that any problem
beyond the [ST-SR-IA] is strongly NP-hard and thus precludes
enumerative solutions due to computational complexity and the
associated run time [27]. Such problems can leverage approximate
algorithms to find a feasible solution, although suboptimal, within
some acceptable mission time frame.
In this paper, the assignment problem is that of tasking of multiple

satellite agents to optimally rendezvous with a larger set of RSO
spacecraft. Using the taxonomies defined above, this problem falls

¶The details of the particular servicing operation are not specified. Rather,
the method of efficiently moving the agent satellites into proximity of the
RSOs to conduct those operations is discussed.
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into the ID category due to having dependencies on the other tasks an
agent is performing. Furthermore, each vehicle is only capable of
servicing a single object at a time, and that object only requires a
single satellite to perform the task, thus placing it into the [ST-SR-TA]
category. The full categorization is then ID [ST-SR-TA] that, while not
being the most complex problem, is still known to be NP-hard [28].

A. Linear Program Formulation

The intent of the agent scheduling problem is to maximize the
global utility of allocating RSO tasks to each agent within the
servicing constellation, subject to the constraints that only a single
agent is assigned to each RSO task, the total number of assignments
does not exceed the total number of RSO servicing tasks, and that the
totalΔV for each vehicle is not exceeded due to its assigned tasking.
Our particular scheduling problem, servicing RSOs with a finite set
of agents, can be mathematically modeled by the integer program
below:

max

 XNagents

i�1

 XNRSOs

j�1

uij�t�xij
!!

(1)

XNRSOs

j�1

xij ≤ 1 (2)

∀ i ∈ agents;
XNRSOs

j�1

xijΔVij ≤ TΔVi
(3)

xij ∈ f0; 1g (4)

where xij � 1 if agent i is assigned to task j, 0 if not, and the time-

dependent variable uij�t� is the utility associated with the assigning

agent i to perform task j. ΔVij is the sum total ΔV for agent i to
transfer from its starting orbit, rendezvouswith theRSO, and perform
the RSO servicing task j, while TΔVi

is the totalΔV capacity of agent

i. Note that uij�t� is a combination of both the task score and the cost

associated with the ΔV necessary to maneuver to the RSO and
perform the servicing task, and it changes based on when the orbital
maneuvers are initiated. The maneuveringΔV is computed based on
the orbital geometry and configuration over time while the actual
servicing ΔV is assumed fixed due to the variety of actions that may
occur for a specific mission. Further description of the ΔV cost is
provided in Sec. III. Equation (1) represents the global utility function
based on the assignments made during the task allocation process.
Equation (2) applies the constraint that only a single agent is assigned
to each RSO servicing task, while Eq. (3) constrains each agent to the
ΔV available onboard. This constraint is unique to the standard
CBBA implementation but is required to simulate a realistic mission
scenario. Equation (4) ensures that the assignment indicator is equal
either to 1 for assigned or 0 for not assigned.

B. CBBA Task Allocation Method

CBBA is a multirobot task allocation algorithm designed to be
applied in a distributed fashion among a team of robots and, while
potentially suboptimal, guarantees at least 50% of optimality, mean-
ing that the performance result will be at least half of the maximum
objective value for a nonnegative reward scenario [22]. The distrib-
uted nature of the algorithm requires that robots communicate with
each other to develop a conflict-free allocation of tasking and
removes the need for a moderator. This is accomplished by blending
an auction-based routine with a deconfliction algorithm to ensure
convergence. In CBBA, these routines are formally named the bundle
phase and the consensus or deconfliction phase. During the bundle
phase, each agent greedily adds tasks to its bundle and attempts to
maximize the score of performing those tasks.
Bundle construction occurs by each agent continuously adding

tasks to its bundle until it is incapable of adding anynew tasks.During

this time, the bundle list is updated along with the associated path.
The path is the sequence the agent will take to fulfill the list of tasks
identified within the bundle and it cannot exceed the ΔV resources
onboard. The CBBA scoring scheme inserts new tasks at the location
(in the path) that incurs the largest score improvement. The general
flow during bundle construction is that for each task currently not in
the bundle/path, an agent computes the score for the task. The score is
checked against the currentwinning bids list and if the score is higher,
the task is added to the bundle. The next step is then to insert the task
(just added to the bundle) into the path. However, this insertion
process must not alter the current timing of tasks already in the path.
Doing so would change the current score of the path. The problem is
to then attempt to maximize the score of the tasks planned while
ensuring feasibility of all tasks currently in the agent’s bundle and
path. An agent continues this process in conjunction with resolving
conflicts among its teammates during the consensus phase of the
algorithm.
The consensus phase attempts to resolve conflicts between com-

peting agents to ensure a conflict-free allocation of tasks across the
constellation by evaluating the utility of assignment. Utility is com-
puted as the difference between the score of the task and the cost of
performing it (i.e., score—cost). The utility function is the primary
means used to determine which robot should be assigned each task
and specific rules govern tie-break scenarios (e.g., most recent infor-
mation wins). Because CBBA is a distributed algorithm, agents must
maintain several pieces of information to determinewhich tasks each
individual robotwill perform. The consensus portion of the algorithm
corresponds to robots sharing portions of that information in order to
converge to a conflict-free solution across the team. Information such
as auction winners, their bids, and the timestamp associated with that
information is shared to ensure convergence [7].
Deconfliction begins once agents have bundles built. Agents must

communicate their plans with their neighbors to ensure that one task
is not being fulfilled by multiple agents. After an agent receives
information from neighboring agents, including the list of winning
bids, the list of winning agents, and the timestamp of the information,
it can determine if it has been outbid for a specific task or if more
timely information is available. If an agent is outbid for a given task, it
releases that task and all other subsequent tasks due to dependencies
in the utility function related to the path (i.e., the sequence of RSOs
visited).
Several decision rules dictate the response of an agent upon

receiving information from its neighbor. There are three actions that
can occur, from the receiving agent’s perspective, during the con-
vergence phase of CBBA. These are the following:
1) Update: Information received from neighbor indicates a new

winner or more timely/relevant information, so the agent updates its
information accordingly.
2) Reset: Discrepancy exists between what receiver and sender

believe, so both reset their information.
3) Leave: Agreement between sender/receiver or receiver infor-

mation is believed over sender’s, so the agent does not change its
information.
A variety of situations arise during conflict resolution, and a fully

populated table is available in [22] to explain each possible scenario.
Using the rules established leads to a deconflicted plan across the
constellation of agents.

C. CBBA in the RPO Mission

CBBA is applied to find a solution to the RSO-servicing problem
by using a utility function that combines the ΔV cost and time-
varying score of each task. These parameters guide the CBBA
process in properly allocating tasks across the constellation and
attempting to maximize the overall mission utility. Servicing time
plays a central role in this process and must be used to determine not
only cost and score, but also the feasibility of actually performing the
specified task since each RSO task is constrained to be performed
during a specified window. To provide clarity, Sec. II.C.1 will first
discuss how the feasibilitywindows are established and then describe
how the utility function applies to the scheduling process. Following
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that, the actual bundle building and deconfliction phases of CBBA
will be summarized in Sec. II.C.2. The ΔV cost design and rendez-
vous model are discussed in Sec. III, while the score is presented
in Sec. IV.

1. Feasibility Window and Utility

Two fundamental elements required for utilizing CBBA in RSO
mission operations are the feasibility window and the resulting utility
of a task. A feasibility window represents the time span within which
a servicing agent satellite can perform the necessary orbital maneu-
vers and the servicing operation for the RSO. The start and end
times of the feasibility window are primarily driven by the RSO task
window that identifies times when an RSO can be made available for
servicing. Additional considerations must also be made based on the
availability of the servicing agent. These considerations include
the ΔV resources available onboard the vehicle and existing tasks
the agent is planned to fulfill. The feasibility window start time is
determined by assessing theΔV cost and associated altitude required
to arrive at the RSO at a given time. If an agent is able to arrive at an
RSO at or before the RSO task window opens, the RSO task window
start time is used as the earliest time bound of the feasibility window.
However, if the earliest time in the RSO-task window is not feasible,
due to an altitude below themission limit or aΔV greater than what is
available onboard the agent satellite, the feasiblewindow start time is
delayed in time until a valid time is found. Note that transfer altitudes
that are below the mission limit are considered infeasible due to
atmospheric drag and the associated risk of atmospheric reentry.
A similar process is followed for establishing the end time of the

feasibility window. If an agent can leave the previously serviced RSO
at the end of the allowable servicing window and arrive at its next
RSO servicing task on time, the end time of the feasible window
becomes the end time of the RSO task servicing window minus the
duration of time required to perform the task. Otherwise, the end of
the feasibility window for the RSO must be set earlier in time such
that the agent has time to perform the orbital maneuvers required to
reach the next RSO and perform the servicing task. As long as the
feasibility window end time occurs after the feasibility window start
time, the new RSO task is added to the bundle and given further
consideration in the scheduling process. A graphical example of this
process is shown in Fig. 1. The task servicing windows are shown as
gray boxes, while the duration required for completing the servicing
tasks are marked as blue boxes within the servicing window. Within
Fig. 1, representative transfers are shown as arrows. If transfer 1 can
be completed in time to arrive at the start of the servicing window of
task 1, then tstart−1 becomes the start time of the feasibilitywindow for
task 1. Otherwise, if transfer 2 represents the earliest arrival time
at task 1, then tstart−2 becomes the start time for the feasibilitywindow.
Similarly, if transfer 3 can be completed in time to allow for task 2 to
be completed before the available servicing window closes, then
tend−1 will be the end of the feasibility window for task 1. However,
if transfer 4 is the soonest the agent can arrive on station for complet-
ing task 2, then the feasibility windowwill have to accommodate this

by starting the transfer earlier (by the amount shown by the yellow
box) and setting the end time of the task 1 feasibility window to be
tend−2. This same process is followed every time a potential task is
considered during scheduling. Doing this results in a realistic sched-
ule, and ensures that it can be fulfilled.
With the feasibility window established, the algorithm then selects

the time thatmaximizes the scorewithin the feasibilitywindow times.
The cost of servicing the RSO at that time is finally computed and
combined with the cost to calculate the value of the utility function.
The utility function considers the following time-varying mission
parameters:
ΔV (cost): The amount ofΔV required to perform an RPO servicing
task given a schedule. Agent vehicles have a finite ΔV, limiting the
amount of orbital maneuvers, and thus the number of RSO servicing
tasks that each can perform.
Lighting conditions (score): The beta angle required for the rendez-
vous and servicing operations. This parameter may be due to specific
attitude constraints on the RSO and the docking face used by the
agent for servicing.
Estimated remaining life of RSO requiring servicing (score): This
quantity helps to act like an urgency multiplier in that if a vehicle is
reaching end of life, the scoring function will drive the value high to
encourage timely servicing from the agent constellation.
The aggregate utility is the weighted sum of the individual scores

and cost penalty where different weightings can be chosen according
tomission priorities. This task informationwill then be shared among
the constellation agents to determine a realistic RPO assignment
allocation using CBBA. The utility associated with a particular
RSO task is computed as

uij�t� �
�
vlifej�t� � vlightj �t�− cΔVij

�t� if t ∈ fFeasibleWindowg
0 if t ∈= fFeasibleWindowg

(5)

where uij�t� is the utility of assigning agent i to RSO task j, vlifej�t� is
the score associatedwith the remaining life of theRSO, vlightj�t� is the
score due to lighting conditions for the RSO, and cΔVij

�t� is the cost
due to the requiredΔV for the particular task assignment. Once again,
the cost is discussed in detail in Sec. III and the utility in Sec. IV. The
next subsection will now provide a brief discussion of how CBBA
operates within the RSO mission scheduling framework previously
discussed.

2. Bundle Building and Deconfliction

CBBA employs two phases: bundle building and task deconflic-
tion or consensus. During phase 1, bundle building, each agent
greedily attempts to place the most valuable tasks on its schedule at
the most opportune times. Ideally, agents would greedily assemble
the tasks based upon the full utility of each task. However, since the
ΔV cost will be a function of the entire RSO-task schedule for an
agent, solely the RSO-task score is used for initially selecting the

Fig. 1 Feasibility window considerations during scheduling.
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servicing time during the bundle building process, while the full
utility is updated each time a new task is inserted into, or removed
from, the bundle. This resulting utility is used later during the con-
sensus phase of CBBA. The bundling is accomplished by each agent
cycling through the complete list of tasks and placing them individu-
ally on its schedule where it can assess the maximum score that each
task generates. This process continues until the agent exhausts all of
itsΔV resources or no additional tasks are available for bundling. To
reiterate, the bundling process for each agent can be summarized by
the following steps:
1) Find the task resulting in the highest score on agent i’s schedule.
2) Place the highest scored task into agent i’s bundle and schedule.
3) Recalculate ΔVi with the new schedule.
4) If ΔVi < TΔVi

, keep the task; otherwise, remove.
5) Repeat until no additional tasks are available or TΔVi

is
exhausted.
Following the bundling process, agents enter the consensus phase

by competing for each task using an auction method where each
agent’s bid is the utility they have computed during bundling. During
deconfliction, each agent broadcasts information to its neighbors that
informs them of each agent’s bid, the current winning agent, and the
timestamp associated with the information—all from the perspective
of the broadcasting agent. With that shared information the constel-
lation of agents can converge to a deconflicted task allocation that
will be used for execution. Several rules govern how deconfliction
takes place and howconflicts are addressed. These include basic rules
such as a higher bid wins during auctioning but also additional rules
about how to address disagreement using the most recent time-
stamped information [22].

III. Cost Calculation and Rendezvous Model

The dynamics of the RSO-servicing problem are central to calcu-
lating the costs of performing the servicing tasks and determining the
feasibility of performing the task within the allocated time frame of
each task. The system dynamics are thus detailed in this section to
inform the reader on the methods used in our model.
The rendezvous process can occur over a relatively large time-

frame of months since we are relying on the Earth’s J2 oblateness to
drive orbital precession rates. The ΔV for completing a long-range
rendezvous task is estimated through a four-step sequence that brings
an active agent spacecraft into the same orbit as, and in proximity to, a
passive RSO requiring servicing. The equations are shown here for
explanatory purposes, and the interested reader can find them
detailed further in thework ofVallado [29]. The rendezvous sequence
is as follows and is performed for each agent with respect to each
RSO:
Orbital node alignment (natural or forced): Accomplished via
exploitation of the J2 Earth oblateness effect by raising or lowering
the orbital semimajor axis.
Orbit altitude and inclination matching: Accomplished using plane
change maneuvers and Hohmann transfers to match the RSO incli-
nation and altitude, respectively.
Orbit phasing: Accomplished by performing a coplanar rendezvous
phasing maneuver to match the true anomalies between the RSO and
agent spacecraft.
Proximity operations: A fixed time (accounted as part of the task
duration) and ΔV are assumed due to the diversity of tasks and
uncertain conditions potentially encountered during operations.
This sequence of operations will be considered by the mission

planner across the entire constellation to determine the best agent
allocation for completing the servicing mission. The ΔV required to
perform this sequence becomes the primary variable used in deter-
mining the cost of the servicing operation. That cost is combinedwith
the score of the RSO servicing task to establish the utility of the task.

A. Orbital Node Alignment

Only near-circular orbits are considered in this paper. Thus,
the drift or nodal regression rate is a function of the spacecraft’s
semimajor axis a, eccentricity e, and inclination inc [29]. For circular
orbits, the equation simplifies to

_Ω � −3
2

�����
μ

a7

r
R2�J2 cos�inc� (6)

By assuming that these driving parameters do not change signifi-
cantly over time, the right ascension of the ascending node (RAAN)
of a spacecraft can be predicted at any future time as

Ωt � Ω0 � _Ωt�t − t0� (7)

The difference in RAAN between the agent and an RSO at any future
time can be determined as

ΔΩ � ΩRSO
t −Ωagent

t � �ΩRSO
0 −Ωagent

0 � � � _ΩRSO
0 − _Ωagent

0 ��t − t0�
(8)

The two spacecraft’s orbital nodes align when they have matching
RAAN (ΔΩ � 0) at time t. If two spacecraft are separated in RAAN
yet have similar altitude and inclination, the time required for the two
nodes to align may be large or impractical, depending on the mission
requirements, to meet the servicing objective. Under these circum-
stances, it is possible to adjust the drift rate of the agent spacecraft by
increasing or decreasing the agent’s orbital altitude. The desired drift
rate to match nodes at a future time is calculated as

_Ω� � _ΩRSO � ΔΩ0

t
(9)

Given a desired drift rate, the necessary semimajor axis a� of the
agent orbit can be calculated as

a� �
�
9

4

μ

� _Ω��2 R
4�J22cos

2�inc�
�
1∕7

(10)

Altitude changes are accomplished using a two-maneuver Hohmann
transfer where the initial and final maneuvers are calculated as

ΔV1 �
�����
μ

a1

r 8<
:

�����������������
2a2

a1 � a2

s
− 1

9=
; (11)

ΔV2 �
�����
μ

a2

r 8<
:

�����������������
2a1

a1 � a2

s
− 1

9=
; (12)

where a1 and a2 represent the semimajor axis of the initial and final
circular orbits in increasing order [29].

B. Orbit Phasing

After matching orbital nodes, the agent continues the rendezvous
sequence by matching the RSO’s orbit. Altitude matching is accom-
plished by another set of Hohmann transfer maneuvers from the
drift altitude a� to the RSO’s altitude. Inclination matching is
achieved by a single ΔV maneuver applied perpendicular to the
orbital plane of the circular orbit, and at the orbital node, to the
magnitude calculated as

ΔVi � 2

���
μ

a

r
sin

�
Δinc
2

�
(13)

where Δinc is the difference in inclination between the two
orbits [29].

C. Orbital Rendezvous

After matching the RSO’s orbit (RAAN, inclination, and altitude),
the agent vehicle must perform rendezvous maneuvers to match the
RSO’s true anomaly. This rendezvous operation is accomplished
using a coplanar phasing maneuver for circular orbits. The phase
angle θ between the RSO and agent spacecraft determines which
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orbital maneuver is performed. The angle θ is measured starting from
the RSO and moving toward the agent, and defined as positive in the
direction of orbital motion and negative otherwise. If the RSO lags
behind the agent satellite (positive θ), as shown in the left of Fig. 2, the
agent raises apogee to allow the RSO to catch up, whereas, when the
RSO leads the agent (negative θ), as shown in the right side of Fig. 2,
the agent performs a maneuver to lower perigee and catch up to the
RSO [29]. The phasing maneuver is performed to phase the satellites
over a period of time that only induces a minor change in semimajor
axis. This minor perturbation to RAAN, between the two vehicles, is
neglected due to the long-term nature of the planning operations. The
resulting phasingΔV is the principle value of interest and provides a
guiding factor for estimating the cost of the phasing operation. The
ΔV required for this operation is determined by the following
sequence of calculations:

τphase �
2πkRSO � θ

ωagent

(14)

aPhase �
�
μ

�
τphase

2πkagent

�
2
�
1∕3

(15)

ΔVPhasing � 2

�����
�����������������������������������������
2μkRSO � θ

ωagent

−
μ

aPhase

s
−

�����������
μ

aagent

r ����� (16)

The variable τPhase represents the time over which the phasing will
occur, while aPhase is the semimajor axis of the phasing orbit and
aagent the semimajor axis of the interceptor’s orbit. Thevariables kRSO
and kagent are the number of orbital revolutions (target and interceptor,

respectively) that are used for completing the phasing operation and
always equal to each other for this calculation in the algorithm;ωagent

is the angular orbit rate of the agent; ΔVPhasing is then the complete

ΔV for the phasing operation. The factor of 2, in its equation, is due to
the fact that the initialΔV required to generate the phasing orbit must
be performed in equal magnitude but opposite direction to re-enter
the initial circular orbit once the proper phasing is achieved.

D. Proximity Operations

Due to the diversity of actions that would be required for the
individual proximity operations, this paper assumes a conservative,
and fixed ΔV, of 25 m∕s to complete for each RSO task with the
duration being accounted for in the servicing task duration. This
25 m∕s of ΔV is applied as part of the cost calculation routine when

new RSO tasks are being considered for assignment. The primary
intent of using the 25 m∕s placeholder is to specifically indicate that
ΔV resources have been reserved for these essential operations and
are not neglected in the problem formulation.

IV. Scoring and Cost Functions

The score functions are independently computed and then com-
bined for a time-varying score that spans the duration of the simu-
lation. Both the lifetime and lighting values use an exponential
function in the calculations to drive value high when lighting con-
ditions meet requirements or when little operational life remains.
Exponential functionswere selected to dramatically peak at preferred
times and differentiate the RSO task value significantly—greatly
increasing the likelihood of being scheduled. The task score associ-
ated with lifetime is computed using the equation below:

vlife � Wlife ⋅ eλlife⋅flife�t� (17)

where W life is the life score weight and λlife is the scale factor. The
scale factor λlife is the parameter in the function that allows a user
flexibility in defining the shape of the remaining life scoring function.
Each of the scoring functions uses the scaling factors in similar ways.
The variable flife is the fraction of life left for the particular RSO
(between 0 and 1). The fraction of life left for the RSO is referenced
relative to the design life and calculated by

flife�t� � 1 −
�
Lp�t�
Ld

�
(18)

where Lp�t� is the amount of time passed since operations started for

the particular RSO and Ld is the design life, or anticipated life, of the
RSO vehicle. For example, if 5 years have elapsed from an antici-
pated vehicle life of 10 years, flife would be equal to 0.5. EachRSO is
assumed to have a finite lifetime represented by a vehicle capacity.
This capacity may represent finite propellant or failing components
that need to be serviced before failure. The parameters give a sched-
uling system flexibility in using this score to drive overall tasking as it
pertains to boosting the score based on the remaining life of the
vehicle. Some lifetime value functions, using example values for λlife,
are shown in Fig. 3. The lifetime plot indicates a full life as being
equal to 1 and could vary significantly in actual length (e.g., months
to tens of years) depending on both design processes as well as
current state of a vehicle’s consumables or component states.

Fig. 2 Circular coplanar rendezvous maneuvers used for phasing the orbits between an agent and the RSO to be serviced.
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The ability to perform proximity operations may be limited to
certain lighting conditions due to either the agent or RSO’s capability

limitations (e.g., power or thermal requirements, or viewing geom-
etry constraints). For analysis purposes, this constraint is modeled as
the angle between the RSO’s orbit plane and the sunvector, known as
the beta angle [β in Eq. (20)], and calculated as

sin�β� � sin�inc� cos�Ω� cos�Λ⊙� − sin�inc� cos�Ω� sin�Λ⊙� cos�ϵ�
� cos�inc� sin�Λ⊙� sin�ϵ� (19)

where λ⊙ is the sun’s ecliptic longitude and ϵ is the obliquity of the

ecliptic [30]. The lighting conditions are quantified using a similar
equation as the lifetime. The lighting score is calculated by

vlight � W light ⋅ e

	
λlight

jβreq−β�t��j
180



(20)

where Wlight is the weight factor for the lighting, λlight is the scale

factor, βreq is the required beta angle for the operation, and β�t� is the
RSO orbit’s beta angle in time. These β values are between−180 and
�180 deg. Figure 4 illustrates several example lighting score func-
tions using differentmagnitudes for the scale factor λlight. The lighting
score plot in Fig. 4 shows the score as only a function of beta angle but
the beta angle is a strong function of time itself and dependent on the
RSO vehicle’s orbital parameters [reference Eq. (19)]. The lighting

score functions shown are computed for an example required beta
angle (βreq) of 20 deg.
The lighting and remaining life scores are then additively com-

bined to generate a final score profile over the simulation timeframe.
This score profile is then ultimately differenced with the ΔV cost
profile to arrive at the utility function profile that is considered during
planning.
The score assigned to each RSO task varies over the valid time

window due to the lighting and lifetime contributions. The lighting

score dominates due to its relatively short time constant when com-
pared with the lifetime contribution. Again, the assigned validity
window simulates some operational preference not captured by the
lifetime or lighting calculation while the final score factors these
items together before planning.
The cost associated with the ΔV takes a similar form to the score

functions in that the cost gets greater as the remainingΔV capacity of
the agent approaches zero. This behavior was selected since the

operations center may prefer to first use agent vehicles with large

remaining capacity (less costly) while being more reserved with
using agent vehicles that are almost out of fuel (more costly). The
cost function, for agent i, is computed for each task j as follows:

cΔVij
� WΔV ⋅ eλΔV ⋅fΔVi (21)

whereWΔV is theweighting factor for the cost, λΔV is the scale factor,
and fΔVi

is the remainingΔV capacity for agent i (between 0 and 1).
The variable fΔVi

is recalculated every time a new RSO task is

considered for inclusion in agent i’s task list. The cost is unique to
the score function calculations in that it is recalculated based on the
current task list of the agent. For example, if an agent is currently
assigned a list of tasks and by adding another task, it would reduce the
availableΔV capacity to 0, then the cost associated with the new task
would be equal to the weighting factor. If the resulting cost were
greater than the associated task value, the task would be removed
fromconsideration in the current position in the task queue. Similarly,
if any RSO task would consume more than the availableΔV, the task
is considered infeasible and removed from consideration as well.
Figure 5 illustrates some ΔV cost functions based on a weighting
factor (WΔV ) of 100 and the examplevalues for λΔV, as captured in the
legend.
The score and cost approach outlined above gives an operator, or

analyst, significant control of planning system behavior. The various
parameters discussed allow for setting different sensitivities as well
as overall magnitude for both cost and score. These parameters must
be properly tuned and calibrated for the intended mission before
deployment. As a simple example, Fig. 6 shows the resultant utility,
as well as the associated cost and score, for an agent satellite with
800 m∕s of ΔV capability onboard and the scoring and cost param-
eters as summarized in Table 1. The figure highlights the strong time
dependency, and sinusoidal behavior, of the score. An example
feasible window is overlaid on the figure for visualization purposes
only. During normal planning the start and end of this windowwould
be calculated as discussed in Sec. II.C.1. Note that the max score
value (approximately 200 at week 40), within the valid time window,
will be used as the task fulfillment time and the corresponding utility
at that time will be used in the bidding competition portion of
the CBBA.
The scoring and utility functions are composed of several param-

eters, as discussed previously in this document. The resultant utility
values can be tuned for particular behaviors across the constellation
of agents in order to yield the desired outcome. For example, if an
agent constellation manager wanted to ensure only servicing very
high value tasks, an operator could set the ΔV weighting factorWΔV
high or vary λΔV to a more impactful cost. These parameters can be
used to drive costs relatively high, thus ensuring that only RSO
servicing tasks with large values would be allowed for consideration
during task allocation.

V. Simulation and Results

To create a varied operational scenario for this paper, where
satellites have different altitudes, inclinations, and right ascension
values, one agent seed satellite is specified and then other agents are
created with random variations in those same orbital elements. A
similar approach is taken when generating the RSOs, except that
valid servicing time periods are established aswell as task completion
duration, remaining lifetime, and preferred beta angle. Running this
randomizing routine generates a fleet of agents and RSOs with
realistic orbital locations and task fulfillment parameters that are
used to assess the score, and subsequent utility, of each RSO servic-
ing task.
The lighting and remaining life scores are then fed into a scoring

function that generates a time-based score function over the duration
of the simulation. This time-varying function is then assigned to the
particular RSO during its valid servicing time window.
The orbital configuration and scoring parameters specified in our

mission scenario contained a diverse list of schedulable tasks and
provided the CBBA with a variety of planning options. It also
attempted to create a realistic planning situation for a constellation
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Fig. 3 Life score functions for various λlife scale factors from full life to
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scheduling system. With the RSO tasks established and the scoring
and cost parameters specified, it is then possible to feed that infor-
mation into the RPO version of CBBA for bundle building and
deconfliction operations.
An agent/RSO simulation was developed to exercise the RPO

CBBA planning routine under specific orbital conditions. A test
scenariowas generated for the task scheduling problemusing 3 active
agents and 15 passive RSOs. The initial conditions for the agent
satellites are summarized in Table 2, while the RSO orbital and task
parameters considered during planning are shown in Table 3. Table 3
shows the start and end of the available RSO servicing window, the
time required to fulfill the RSO servicing task, the required beta
angle, and the remaining and design life for each RSO. Note that the

orbital configuration selected for this scenario is similar to the

configuration of the planned StarLink constellation. The range of

altitudes of the constellation to be serviced in this paper is 505–

577 km, while the orbital inclinations range between 52.7 and 54.0°.

StarLink is currently planned to occupy an altitude of 550 km with a

53° inclination [11].

The weighting and scale factors used in this scenario match those

contained in Table 1. The lighting and lifetime values were calculated

based on the observations within the task fulfillment windows and

then combined to yield the time-varying task score. TheΔV cost was

computed based on the orbital configuration of the agent/RSO pair at

each specific time considered by the scheduler.

A. Resource-Constrained Results

The CBBA method was applied to the 3-agent/15-RSO problem

with individual agentΔV capabilities as identified in Table 4. For this

simulation, theminimum allowable altitudewas set at 300 kmand the

time allowed for orbit true anomaly matching was capped at 1 week,

while the ΔV required for every proximity operation was set at

25 m∕s. The value of 25 m∕s represents a conservative estimate

based on prior operational mission experience. With these specifica-

tions, and available resources, the algorithmwas able to assess utility

of RSO servicing tasks within the available resources of each agent

satellite. Table 4 also summarizes the ΔV consumed and remaining,

following execution of the planned schedule. Note that agent 2 is left

with only 38 m∕s of ΔV at the end of the servicing operations. To

avoid exhausting all ΔV resources or to ensure sufficient capacity at

the end of an agent’s mission, some ΔV capacity can be withheld

from the scheduler for planning.

Out of the 15 RSO servicing tasks, only 11 were scheduled due to

agent ΔV limitations. The resulting global utility score was 1715,

while the total consumed ΔV was 2187 m∕s. A summary of these

results is presented in Table 5. The final schedule for this 3-agent/15-

RSO planning scenario is represented graphically in Fig. 7, which

illustrates the available RSO servicing windows using a gray box

with the actual fulfillment time duration using a colored box within

that window. The particular RSO being serviced is labeled on the y
axis, while the x axis shows the week within the simulation time

frame. Each agent’s path is marked with a colored and dashed line to
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indicate the path taken through the RSO servicing sequence. Similar

information is summarized in Table 6.

B. Algorithm Scalability

Earlier in this paper, CBBA was highlighted as a mission-

relevant planning algorithm. That statement was based on antici-

pated mission use cases (numbers of agents and RSOs). To further

determine its relevancy, several scenarios were generated and

analyzed using the RPO constellation planning algorithm dis-

cussed. The results indicate that the planning capability does scale

and could support larger constellations, up to a point. Table 7

shows the computational solve time required to arrive at a decon-

flicted solution for the planning scenarios when running MAT-

LAB 2020a on an Intel Xeon CPU E3-1270 processor @ 3.6 GHz

with 32 GB of RAM. Table 8 shows the number of tasks allocated

to the agent constellation that resulted for each of the scenarios

listed. All scoring function parameters match those from the

example scenario (Sec. V.A), and the orbital configurations were

randomly generated using the same basic altitude, inclination, and

RAAN variations as the example scenario. The timelines shown

provide substantiating evidence that the CBBA could support

relatively large numbers of agent satellites and RSO tasks. Extend-

ing the algorithm further to 25 agents and 125, 250, and 500 RSO

tasks resulted in 4.2, 13.1, and 37.1 h of computation time for a

converged solution, respectively.

Fig. 6 Example utility, score, and cost plotted as a function of time overlaid with a representative feasible time window for visualization.

Table 1 Scoring and cost

parameters used to establish an

example utility profile

Parameter Value

W life 50

λlife −5
W light 200

λlight −5
βreq 38.8°

WΔV 100

λΔV −2
fΔV @Maneuver time 800 m∕s

Table 2 Agent orbital configuration and available

ΔV at the beginning of the planning scenario

Agent ID a, km inc, ° Ω, ° ΔV, m/s

1 6940.7 53.01 24.4 800
2 6947.8 53.04 35.8 900
3 6929.0 52.92 53.6 750

Table 3 RSO orbital configurations and planning parameters at the

beginning of the planning scenario

RSO
ID a, km inc, ° Ω, °

Start,
wk

End,
wk

Duration,
wk

βreq,
°

Remaining
life

1 6910.0 52.92 1.41 36 49 3.7 37 0.73
2 6954.8 52.75 24.97 72 90 1 83 0.70
3 6939.1 52.90 −19.01 23 38 1.8 43 0.83

4 6927.2 52.94 69.42 97 103 1 8.9 0.10
5 6925.0 52.84 30.52 58 68 3.3 16 0.91
6 6922.0 53.18 57.45 11 15 2.2 45 0.49
7 6942.6 53.05 12.42 14 36 2.2 83 0.94
8 6940.7 53.08 3.05 76 96 2.9 36 0.55
9 6936.9 53.99 29.45 57 71 2 33 0.69
10 6932.7 52.92 −8.28 77 82 3.9 32 0.71

11 6925.9 52.93 39.96 61 65 3 31 0.86
12 6932.2 52.94 45.36 76 95 1.4 13 0.50
13 6905.1 53.06 −2.29 91 103 2.1 87 0.67

14 6882.5 52.84 42.46 70 85 2.1 73 0.23
15 6910.7 52.96 1.72 13 20 1.8 30 0.88

Table 4 ΔV propulsion resources, scheduled consumption, and

resources remaining after task fulfillment

Agent Available ΔV, m/s Consumed ΔV, m/s Remaining ΔV, m/s

1 800 651 149
2 900 862 38
3 775 675 100

Table 5 Mission performance summary

for the 3-agent/15-RSO planning scenario

Quantity Performance value

Total ΔV consumed 2187 m∕s
Total RSO tasks scheduled 11
Total utility 1715
Utility∕ΔV 0.78
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VI. Conclusions

This paper demonstrates the efficacy of using the established
CBBA for tasking satellites, within a constellation, capable of ren-
dezvousing with and servicing RSO vehicles. The tasking is done
while considering theΔV constraints of the servicing vehicles.While
the CBBA results discussed in this paper have not been shown to be

optimal, they were generated on a mission-realistic timeline that fits
within operational scheduling requirements of satellite constella-
tions. A scoring methodology was developed to balance the benefit

of performing the servicing operation with the cost of performing
rendezvous using a simplified J2 orbital dynamicmodelwith relevant
lighting and lifetime preferences, as well as individual agent ΔV
constraints. Note that, while current technology is lacking and unable
to support theΔV levels this paper illustrates (up to 900 m∕s), we do
anticipate future systems carrying much more ΔV capacity and
potentially reaching the levels highlighted.
Unlike previous papers, this work looks to solve the operationally

relevant tasking of multiple servicing vehicles against a larger set of
RSO vehicles to be serviced. Additional analysis shows that the
algorithm can scale effectively for constellations of approximately
20 agents and 100 RSOs. The assignment problem has direct appli-
cation in constellation scheduling and shows significant promise
for further application in this burgeoning, and immediately rel-
evant field.
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CHAPTER 5

A Network Flow Approach for Constellation Planning
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Abstract
A graph-based network flow approach to constellation planning is presented that respects spacecraft resources and
mission constraints to arrive at a preliminary operational schedule. The method discretizes task fulfillment opportu-
nity windows into graph nodes and then adds edges based on feasibility of transition between these opportunities,
either by slew maneuvers or extended-time task fulfillment during downlink operations. Intelligent graph pruning is
applied to improve computation performance and provide a versatile planning capability with aminimal impact on the
resulting solution. A network flow formulation allows for a simultaneous search for spacecraft plans using a Mixed
Integer Linear Program (MILP). The framework enables the definition of appropriate mission constraints to ensure
viability and mission efficiency among the constellation of satellites. The planning technique is demonstrated for a
mission of 100 satellites to illustrate its capability and performance within this proliferated regime.

Keywords: Constellation, mission planning, network flow.

1 INTRODUCTION
Satellite constellations have been conducting operations in space since the early 1960s when the CORONA
mission became operational [1]. Since then, a number of additional constellations have joined this exclusive
club. These include new Earth observing constellations such as Maxar’s WorldView [2], NASA’s A-train [3],
and Planet Labs’ Doves [4], to name just a few. While many of the individual satellites are shrinking in mass,

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0
International License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, shar­

ing, adaptation, distribution and reproduction in any medium or format, for any purpose, even commercially, as long as you
give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate
if changes were made.
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volume, and cost [5], the constellations continue to grow in numbers, capability, and sophistication, requir-
ing increased levels of automation [6] to properly orchestrate in accomplishing the mission objectives [4,7]. As
new mega-constellations are designed and deployed, several new challenges are realized [8,9]. Some of these
challenges deal specifically with general geometric configuration and orbital design [10,11], with some research
recommending methods to address the challenge [12]. Additionally, and more importantly to the content of
this paper, is that as the number of satellites within a constellation increases, the operational planning prob-
lem complexity compounds due to the spatial and temporal dependencies present within the constellation’s
operational environment, and the limited resources onboard each vehicle [13].

The Earth imaging geospatial intelligence (GEOINT) mission, addressed in this paper, falls into the broader
category of an assignment problem where the goal is to optimally assign tasks to agents [14]. It can be further
classified into a particular group using a well-defined taxonomy developed by Gerkey and Mataric that de-
scribes different types of tasks and the agents capable of fulfilling those tasks [15]. The following three axes of
differentiation are used for that classification:

1. The number of tasks a robot/agent can perform - a single task (ST) or multiple-tasks (MT) at a time.
2. The number of robots/agents required by a task in order to fulfill it - single robot (SR) tasks, or multi-robot

(MR) tasks.
3. The time of allocation - instantaneous allocation (IA) or scheduling robots/agents over an extended period

of time (TA).

Korsah et al. extended this concept by accounting for dependencies that often exist between the tasks and the
robots/agents executing them [16]. These dependencies are the following:

1. No Dependency (ND) - no dependency exists between tasks or agents.
2. In-schedule Dependency (ID) - tasks fulfillment decisions impact other tasks fulfillment opportunities.
3. Cross-schedule Dependency (XD) - agents must coordinate schedules and collaborate directly for task ful-

fillment.
4. Complex Dependency (CD) - task fulfillment utility depends on the schedules of other agents in the system

in a manner that is determined by the particular task decomposition chosen.

A note of particular importance, made by Gerkey and Mataric, is that any problem beyond the [ST-SR-IA] is
strongly NP-hard and thus precludes enumerative solutions due to computational complexity and the associ-
ated run time [15]. In this paper, the assignment problem is that of tasking multiple satellite agents to optimally
fulfill the GEOINT mission, which requires efficient image collection and data delivery to the ground. Using
the taxonomies defined, this problem falls into the ID category due to having dependencies on the other tasks
a particular agent is performing. Furthermore, each vehicle is only capable of performing a single task at a
time, and that task only requires a single satellite to fulfill it, thus placing this problem into the [ST-SR-TA]
category. The full categorization is then ID[ST-SR-TA] that, while not being the most complex problem, is still
known to be NP-hard [16].

The GEOINT design reference mission (DRM) constellation scheduling problem is of special interest at this
time to the space community and deserves additional research attention due to the complexity of formulating
and efficiently solving it for mission-realistic scenarios. The primary objective of this mission type is to gen-
erate an efficient, operationally-viable schedule that fits within all specified constraints of the mission. Several
approaches have been presented to address a portion of this DRM. A host of work has focused on arriving
at feasible, and potentially optimal, solutions to the image collection problem [17–23]. Similarly, the data relay
portion of the problem has also been investigated by several researchers and they provide robust solutions
to scheduling the transfer of data [24–30]. However, in both the image collecting maximization and data relay
scheduling problems, the papers mentioned address them independently. In reality, the image collection and
downlink problems are directly coupled and should be solved simultaneously to yield a reliable and accurate
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solution for the constellation.

Someworks have considered both the image collection and data relay problemswithin the same framework and
provided various solutions to solve them [31–33]. However, Hu et al. dedicated most of their paper to evaluating
a branch and price technique for finding a solution instead of also providing an in-depth explanation of the
problem itself [32]. Additionally, Hu et al. simulated a small LEO constellation of only 3 satellites and did not
evaluate the solution methodology in the proliferated LEO context that the industry is beginning to witness
today [34]. Similarly, Peng et al. only formulated their planning problem for a single satellite and neglected
its application to a multi-agent cooperative system [33]. It is the opinion of the authors of this paper that a
truly applicable solution to the GEOINT constellation scheduling problem must be capable of simultaneously
planning operations for at least 100 Earth imaging satellites and delivering a robust solution for each of the
individual spacecraft elements. The paper by Augenstein et al. addressed many of the requirements for a
mission-relevant constellation planning technique and was of particular interest to the authors. Augenstein
et al. formulated the problem for many cooperative agents and provided a solution to the coupled image
collection and data downlink problem. However, they required a separation of the coupled problem and relied
on heuristics in order to solve it within the required timeframe for their application. Doing so, enabled a rapid
solve time but sacrificed a globally-optimal solution within the discretized space. To address these issues, the
authors of this paper leveraged the work from Augenstein et al. and augmented it with a novel approach
using network flow theory, which provided an alternative method for specifying mission objectives, vehicle
constraints, and additional methods for improving the solve time. This work directly confronts the challenges
posed by the constellation planning problem and presents an optimal planning technique for the GEOINT
DRM that enables the simultaneous coordination of both image collection and scheduling of ground stations
for data downlink, across the cooperative constellation of space vehicles.

The network flow technique, described in this paper, discretizes the possible task fulfillment opportunities for
each satellite and represents available transitions between tasks in graphical form. This graphical formulation
enables a simultaneous search for each satellite’s path through fulfillment of image collection and downlink
tasks. The application of network flow theory to this constellation problem is one of the central contributions
made within this paper. Flow constraints allow for coordination across the constellation while resource con-
straints ensure a mission-realistic solution. The network flow formulation is used to create an operational
schedule using a Mixed-Integer Linear Program (MILP) and can be used to solve the constellation planning
problem in a mission-relevant way. Instantaneous tasks (e.g., image collection) are represented as nodes in
the graph while extended-time duration task fulfillment opportunities (e.g., downlinking of data or slewing
the satellite) are modeled as edges in the graph. Fundamental constraints such as lighting and on-board satel-
lite memory are also considered. This blending of task generation, and fulfillment, within an operationally-
constrained environment builds on previously introduced planning methods in the literature.

The remainder of the paper will proceed with a brief background on constellation planning methods and
algorithms in Section 2. This is followed by a detailed decomposition of the problem into a graph-based
representation in Section 3 and constructive development of a network flow optimization solution in Section
4. Finally, a mission scenario of 100 sun-synchronous imaging satellites is analyzed using the network flow
approach to illustrate realistic mission performance in Section 6. The paper ends with concluding remarks in
Section 7.

2 BACKGROUND AND RELATED WORK
As mentioned above, the purpose of a constellation planning system, within the DRM context, is to maximize
prioritized image collection and data downlink formission task fulfillmentwhile respecting each satellite’s capa-
bilities and available resources. The satellite constellation and ground resources must be treated holistically to
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ensure that satellites do not duplicate efforts in imaging and that only a single satellite uses a particular ground
terminal at any given time for downlink of mission data. These problem elements are directly coupled since
image data collection must occur prior to that data being sent to the ground via downlink. Additionally, the
slew agility and onboard memory capacity of individual satellites must be considered to ensure an executable
and mission-relevant plan. Finally, while image collection tasks can be performed nearly instantaneously, the
downlink tasks require extended periods of time to fulfill.

Augenstein et al. discretize both downlink and image collection opportunity time windows to initialize the
search space considered in arriving at a solution for this coupled problem [31]. While the solutions to the dis-
cretized problem are inherently sub-optimal to the granularity of the discretization, the discretization enables
the use of a MILP formulation, making the combinatorial problem tractable. Task fulfillment instances allow
the planner to evaluate specific decisions within a constrained and finite environment.

To increase applicability to realistic mission scenarios, several constraints are identified by Augenstein et al.
The satellites can only perform a single task at a time, either image collection or downlink, and they are con-
strained with a finite slew rate, meaning that pointing maneuvers can only be conducted up to a specified
rate. Satellites also have a fixed amount of onboard memory that can be consumed by image data storage [31].
Ground stations can only communicate with a single satellite at a time, requiring a deconflicted schedule for
ensuring data delivery to the ground. An additional operational constraint is applied in that every 3 orbit rev-
olutions, each satellite contacts the ground for at least 3 contiguous minutes. This helps maintain up-to-date
ground knowledge about the health and safety of each vehicle within the constellation [31].

The combinatorial optimization problem addressed by Augenstein et al., is defined as a MILP with constraints
and objectives applied globally rather than using the original formulation of aDAG for each satellite. ThisMILP
formulation can be solved to arrive at an optimal solution within the discretized space. However, the authors
point out that the run-time performance of the formulatedMILP is unacceptable to theirmission timeline since
they require multiple revisions to the plan based on immediate mission needs and potential late tasking. To
address this problem they separate the immediate coupling that exists between image collection opportunities
and downlink opportunities. Separating the imaging and downlink planning decouples the variables present in
theMILP but requires a method to appropriately allocated downlink time based on estimated image collection
and current onboard memory state of each vehicle. To accomplish this, they provide a heuristic that estimates
the amount of priority-weighted image data likely onboard the satellite as a function of time and the number of
priority-weighted image collection opportunities a satellite would encounter during specific time periods. The
authors demonstrate that with these two pieces of information it is possible to reasonably allocate downlink
time among the constellation of vehicles and then also schedule the additional image collection opportunities.
Thismodification yields dramatically reduced solve times and enables the efficient, yet sub-optimal, scheduling
of the TerraBella constellation of satellites [31].

The approach developed herein provides several contributions to the planning framework established by Au-
genstein et al. For example, the discretized task opportunities are organized into a directed acyclic graph
(DAG) with network flow constraints used to allow for simultaneous search for each satellite’s plan. Utilizing
the DAG formulation, transition costs can be considered instead of solely scoring the imaging opportunities.
Furthermore, the amount of data to be downlinked can directly be associated with the time spent along edges
connecting downlink nodes rather than only scoring the instantaneous node as in Augenstein et al. By doing
so, the edge transitions, and their associated costs, more effectively represent the actual operations to be con-
ducted on orbit. This method is thus more realistic and is more intuitive for an operations team to understand.

Additionally, the flow formulation enables the definition of concise application of mission constraints to avoid
duplication of task assignment and does not rely on heuristics to solve. The intent of this research is to formu-
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Table 1. Notation used for Planning

Name Description Name Description

Counting variables
𝑛𝑠 Number of satellites 𝑛𝑣 Number of nodes / vertices
𝑛𝑒 Number of edges 𝑛𝑔 Number of task groups
𝑛𝑡 Number of time steps
Graph Representation
𝑉 Set of nodes or vertices 𝑣𝑖 Node 𝑖, 𝑣𝑖 ∈ 𝑉

𝐸 Set of edges, 𝐸 ⊂ 𝑉 × 𝑉 𝑒𝑖 Edge 𝑖, 𝑒𝑖 ∈ 𝐸

𝐺 Graph, {𝑉 , 𝐸 } 𝐷 Graph incidence matrix
𝐴𝑑 𝑗 Graph adjacency matrix
Task generation
𝐸𝑁𝑍 East-North-Zenith frame centered at target 𝑟 𝑠𝑎𝑡𝑁 Vector from target to satellite in 𝐸𝑁𝑍

𝑒𝑙𝑠𝑎𝑡 Elevation angle of satellite wrt target 𝑎𝑧𝑠𝑎𝑡 Azimuth angle of satellite wrt target
𝛾𝑖 Desired pointing orientation of node 𝑣𝑖 𝜃𝑖 𝑗 Slew angle between nodes 𝑣𝑖 and 𝑣𝑗

𝜔𝑖 𝑗 Slew rate between nodes 𝑣𝑖 and 𝑣𝑗 𝑒𝑙𝑠𝑢𝑛 Elevation angle of sun wrt target
Variables of optimization
𝑥𝑖 Integer variable representing flow along edge 𝑒𝑖 𝑥 Vector of all 𝑥𝑖 , 𝑥 =

[
𝑥1 ... 𝑥𝑛𝑣

]
𝑦𝑙𝑘 Memory for satellite 𝑙 at time 𝑘 𝑦𝑙 Memory values for satellite 𝑙, 𝑦𝑙 =

[
𝑦𝑙1 , ..., 𝑦𝑙𝑛𝑡

]𝑇
𝑦 Vector of all 𝑦𝑖 , 𝑦 =

[
𝑦𝑇1 , ..., 𝑦𝑇𝑛𝑠

]𝑇
𝑧 All optimization parameters, 𝑧 =

[
𝑥𝑇 𝑦𝑇

]𝑇
Utility and scoring parameters
𝑢𝑖 Utility associated with optimization variable 𝑖 𝑢 Vector of all 𝑢𝑖
𝑠𝑖 Score of node 𝑣𝑖 𝛽 Weighting associated with slew rate
Flow constraint parameters
𝐷 Incidence matrix 𝐷𝑙 Incidence matrix for satellite 𝑙

𝑑𝑖 𝑗 The 𝑖𝑡ℎ row and 𝑗𝑡ℎ column of 𝐷 𝑑𝑖 The 𝑖𝑡ℎ row of 𝐷
𝑏𝑘 𝑘𝑡ℎ element of RHS of flow constraint 𝑏 RHS of flow constraint with one source,

one sink, and unit flow
Group constraint parameters
V𝑖 Nodes in group 𝑖, 𝑉𝑖 ⊂ 𝑉 E𝑖 Set of edges terminating at node in V𝑖

I𝑖 Set of edge indices in E𝑖 𝐴𝑔 Group constraint matrix
𝑎
𝑔
𝑖 𝑗 The 𝑖𝑡ℎ row and 𝑗𝑡ℎ column of 𝐴𝑔 𝑏𝑔 Group contraint RHS
Memory constraint parameters
𝑚𝑖 Marginal memory requirement for node 𝑖 𝑉𝑘 Nodes associated with time 𝑘

𝐼𝑘 Edge indices that terminate at a node in 𝑉𝑘 𝐴𝑙
𝑑𝑎𝑡𝑎 Data constraint matrix for satellite 𝑙

𝑎𝑙
𝑘 𝑗 The 𝑘𝑡ℎ row and 𝑗𝑡ℎ column of 𝐴𝑙

𝑑𝑎𝑡𝑎 𝑏𝑙
𝑑𝑎𝑡𝑎 The RHS of data constraint for satellite 𝑙

𝑦𝑙0 The initial data for satellite 𝑙 𝐴𝑑𝑎𝑡𝑎 Aggregate data constraint matrix
𝑏𝑑𝑎𝑡𝑎 Aggregate RHS vector for the data constraint
Indices and index mappings
𝜎𝑖 Index of the node where edge 𝑖 terminates 𝜂𝑙𝑘 Mapping of 𝑦𝑙𝑘 to index within 𝑧

𝑖, 𝑗 , 𝑝 General indices into matrices and sets 𝑙 Satellite index
𝑘 Discrete time index

late the problem in such a way that an optimal solution is possible to obtain within a mission-realistic timeline.
While the MILP solver does use various heuristics during processing, mission-specific heuristics were not
developed. Instead, the formulation discusses a graph pruning concept to simplify the search space without
sacrificing optimality. As the DAG can become unwieldy with large numbers of edges, another contribution
is the technique of trimming unnecessary edges with minimal effect on the resulting solution. A minor contri-
bution is the explicit definition of image collection constraints such as allowable target collection geometries,
target lighting, etc. A complete reference to the notation used in this paper is provided in Table 1.

3 GRAPH-BASED CONSTELLATION PLANNING
The network flow constellation planning approach taken herein can be broken into several distinct steps, as
illustrated in Figure 1. It begins by computing the access windows of satellites to targets and ground station
antennas. These access windows are defined by start and end times and can be discretized over that period of
time. The specific instances in time become nodes within the graph. Nodes are then connected by edges if the
transition is feasible, meaning that the required slew rate is below the satellite’s allowable slew rate. Once the
nodes and edges have been established, a utility is associated with each edge based upon the transition cost (e.g.,
slew rate) and the score (e.g., downlink value) or imaging task score at the node. The various constraints on task
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Figure 1. The constellation planning process from mission configuration through command generation.

Table 2. Definition of task constraints

Value Description
lat/lon/alt Latitude, longitude, and altitude of the target
min/max azimuth The minimum and maximum azimuth angle from the target to the satellite
min/max elevation The minimum and maximum elevation from the target to the satellite
min/max sun elevation The minimum and maximum sun elevation angle from the target
start/end time Temporal limits on the valid time window in which the satellite can perform the task

fulfillment and data collection are then associated with the edges. The final step is to solve for the paths through
the graph which optimize the utility, subject to the operational constraints applied. The subsections that follow
provide precise task constraint definition and greater detail on each of the steps taken during constellation
planning.

3.1 Task definition
The satellites, within the constellation, will be commanded to perform two distinct types of tasks. The first
is an imaging task and the second a downlink task. The imaging task corresponds to collecting an image of
a particular target and the downlink task corresponds to downlinking image data to a ground station. Both
the imaging and downlink tasks have temporal and spatial constraints dictating how and when the task can
be performed. The imaging task may have an additional lighting constraint. Each of these constraints is
summarized in Table 2. The spatial and lighting conditions can be transformed into temporal conditions for
each satellite by considering the satellite trajectory, which defines the position of the satellite as a function of
time. Each constraint is now discussed by assuming that a time value and satellite position are specified.

The temporal constraint satisfaction is determined by evaluating whether or not the opportunity time occurs
within the allowable execution window. Temporal constraints allow the system to set limits on when a target
is available for collection due to seasonal or weather concerns, or when a ground system outage occurs for a
downlink antenna.

The spatial constraints depend upon the position of the satellite. These constraints are defined in terms of
elevation and azimuth angles and use frames centered at the imaging target or ground antenna. Generally,
the elevation angle constraints for ground antennas are set to ensure line-of-sight access to the satellite from
the antenna, whereas the elevation constraints for an imaging target ensure high overhead imaging to ensure
quality data. The azimuth angle constraint controls which side is available to the satellite and can be used to
avoid target or antenna occlusion from neighboring buildings or nearby mountainous terrain.

The calculations for the elevation and azimuth angles are performed in the East-North-Zenith (ENZ) frame
as depicted in Figure 2, and denoted as 𝑁 in this paper. The relative position of the satellite with respect to the
target in this frame is given as
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Figure 2. Depiction of a valid accesswindowusing elevation and azimuth constraints on the left and a discretized satellite trajectory through
the window on the right.

𝒓 𝒔𝒂𝒕𝑵 =
[
𝑟 𝑠𝑎𝑡𝑥𝑛 𝑟 𝑠𝑎𝑡𝑦𝑛 𝑟 𝑠𝑎𝑡𝑧𝑛

]𝑇
. (1)

The elevation angle of the satellite relative to the target is calculated as

𝑒𝑙𝑠𝑎𝑡 = arcsin

(
𝑟 𝑠𝑎𝑡𝑧𝑛

𝒓 𝒔𝒂𝒕𝑵




)
. (2)

The azimuth angle, of the satellite relative to the target, is calculated in a similar manner as described by

𝑎𝑧𝑠𝑎𝑡 = arctan2
(
𝑟 𝑠𝑎𝑡𝑦𝑛 , 𝑟

𝑠𝑎𝑡
𝑥𝑛

)
. (3)

In addition to the temporal and spatial constraints, the imaging task may also include lighting constraints.
For example, the simulation in Section 6 constrains all targets to be valid only during the daytime (i.e., sun
elevation angle between 0° and 90°). The calculation of the sun elevation angle is done exactly as before by
replacing the satellite location with the apparent location of the sun, as in

𝑒𝑙𝑠𝑢𝑛 = arcsin

(
𝑟 𝑠𝑢𝑛𝑧𝑛

𝒓 𝒔𝒖𝒏𝑵




)
. (4)

The time in question is considered valid for a particular satellite if the time is within the temporal bounds and
the calculated elevation and azimuth angles from the target to the satellite, as well as from the target to the sun,
are within the angular bounds at the given time. Given the valid access times, access windows for each task
are found using root finding techniques to determine the start and end time of each window.

3.2 Graph node generation
The access window of each task forms an essential element to the creation of graph nodes. There are four types
of nodes added to the graph. A starting and ending node for each satellite is added to the graph corresponding
to the satellite position at the start and end time of the planning horizon. Backbone nodes are added (discussed
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in Section 5 as means to maintain connectivity of the graph when pruning edges). The fourth node type
corresponds to a task (image collect start time or ground station opportunity start time discretized as shown
in right-hand side of Figure 2). The nodes are denoted as 𝑣𝑖 , 𝑖 = 1, ..., 𝑛𝑣 where 𝑛𝑣 is the total number of nodes
in the graph. Each node corresponds to a specific satellite at a specific point in time, either performing a task
or in standby.

The task nodes are created from a discretization of the access window for each task with each point of dis-
cretization becoming a node in the graph. A more accurate graph can be created with a finer sampling of the
valid time windows, but at the cost of increasing 𝑛𝑣 , which adversely affects the graph complexity. Figure 2
illustrates a valid access window for a particular target and satellite flight path. The time window discretization
is overlaid on the valid access window to arrive at the initial set of nodes for that particular target and satellite.

An orientation vector, 𝛾𝑖 where 𝑖 is the node index, is associated with each node except the ending node. For
the starting node, 𝛾𝑖 corresponds to the pointing vector of the camera at the starting time. For imaging and
downlink nodes, 𝛾𝑖 corresponds to the vector pointing from the satellite to the target or ground antenna at that
point in time while the backbone nodes assume a nadir orientation, and the final graph node is not assigned
a value for 𝛾𝑖 . Not associating an orientation with the final node effectively allows any node to be the final
imaging task assigned for the satellite.

Also associated with node 𝑖 is a score, 𝑠𝑖 ≥ 0. As each node is associated with a particular satellite at a particular
point in time, the score for a particular task can vary based upon the satellite performing the task and the time
at which the task is being performed. Establishing viable transitions between these nodes is discussed in the
next section.

3.3 Graph edge creation
With the nodes established, it is now possible to evaluate the feasibility of the satellite to transition between
them via an edge. Associated with each potential edge is a slew angle that corresponds to the change in orien-
tation between nodes. The required slew rate is determined by calculating the required angular change divided
bye allowable time between nodes. An edge is only added to the graph if the slew rate is below the allowable
slew rate, defined by the agility of the particular satellite.

Given two pointing vectors, 𝛾𝑖 and 𝛾 𝑗 corresponding to nodes 𝑣𝑖 and 𝑣 𝑗 , the angle between them, 𝜃𝑖 𝑗 , can be
calculated using the relation between the cosine and dot product:

𝛾𝑇𝑖 𝛾 𝑗 = | |𝛾𝑖 | | · | |𝛾 𝑗 | | cos(𝜃𝑖 𝑗 or 𝜃𝑖 𝑗 = cos−1
( 𝛾𝑇𝑖 𝛾 𝑗

| |𝛾𝑖 | | · | |𝛾 𝑗 | |
)
.

Using 𝑡𝑖 and 𝑡 𝑗 to denote the times that correspond to nodes 𝑣𝑖 and 𝑣 𝑗 , the nominal slew rate is calculated as

𝜔𝑖 𝑗 =
𝜃𝑖 𝑗

𝑡 𝑗 − 𝑡𝑖
.

A transition between nodes is deemed feasible if the nominal slew rate is below the maximum allowed slew
rate for a particular satellite. If feasible, the edge is added to the graph. As no orientation angle is associated
with the final node, an edge is allowed between all nodes and the final node. This effectively allows any node
to transition to the final task guaranteeing at least one valid solution through the graph.

3.4 Graph scoring and costs
When performing a graph search, the optimization engine attempts to traverse the graph in a way that max-
imizes utility for the mission. Utility is defined as the score of performing a task minus the cost, or penalty,
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required to do so. The globally-optimal plan considers the mission holistically and selects a path through
the graph for each satellite that accomplishes this. Each satellite is not necessarily optimal but the complete
mission plan is.

For imaging tasks, the score is the parameter used for assessing priority of the collection and acts as a reward
for arriving at the end node of the edge (i.e., the worth of the task performed at the end node). The notation
𝜎𝑖 represent the node index at the end of each edge 𝑖, denoted 𝑒𝑖 . For example, if 𝑒𝑖 connects nodes 𝑗 and 𝑓 ,
then 𝜎𝑖 = 𝑓 . The notation 𝑠𝑖 is used to represent the score of an edge. Imaging tasks scores are contained on
the edge entering the imaging node.

For downlink tasks, the score for task 𝑖 is calculated as the duration of the edge (𝑑𝑖) multiplied by the data rate
(𝑟) and the arriving edge score (𝑠𝜎𝑖 ), divided by the on-board memory size of the satellite (𝑝), or

𝑠𝑖 =
𝑑𝑖 · 𝑟 · 𝑠𝜎𝑖

𝑝
. (5)

For edges that end at a downlink task but do not come from a downlink task for the same ground station the
score is 0, 𝑠𝑖 = 0. This is because the graph must enter a downlink start node before realizing the downlink
score when traversing the subsequent edges.

The cost, or penalty, associated with each edge of the graph is the weighted slew rate necessary to perform the
maneuver between neighboring task opportunities (e.g., from node ℎ to node 𝑖), with a higher required slew
rate resulting in a higher penalty. The utility at node 𝑖, when transitioning from node ℎ, is given as

𝑢𝑖 = 𝑠𝑖 − 𝛽 · 𝑤ℎ𝑖 . (6)

where the slew cost weighting factor is represented as 𝛽. The utilities are combined into a single vector as
𝑢 =

[
𝑢1 𝑢2 ... 𝑢𝑛𝑒

]𝑇 , where 𝑛𝑒 is the total number of edges.

3.5 The graph representation
The graph 𝐺 is now formally defined and contains set of nodes (or vertices), 𝑉 , and edges, 𝐸 ⊂ 𝑉 × 𝑉 , i.e.
𝐺 = {𝑉, 𝐸}. Given two nodes in the graph, 𝑣1, 𝑣2 ∈ 𝑉 , an edge from 𝑣1 to 𝑣2 implies that the pair (𝑣1, 𝑣2) is in
the edge set, 𝐸 , i.e. (𝑣1, 𝑣2) ∈ 𝐸 . An example graph is shown in Figure 3 with four nodes and five edges. Recall
that each node corresponds to an instant in time and applies to a particular satellite. Thus, given a constellation
of 𝑛𝑠 satellites, 𝐺 consists of 𝑛𝑠 distinct subgraphs.

The planning will make use of the graph’s incidence matrix, 𝐷, as defined in [35]. Note that the definition of
incidence matrix often includes a positive one in both nonzero rows of each column. The incidence matrix as
defined herein is also referred to as the coefficient matrix [36]. Given |𝑉 | = 𝑛𝑣 and |𝐸 | = 𝑛𝑒 , where | · | denotes
the cardinality of a set, the incidence matrix is of dimension 𝑛𝑣 × 𝑛𝑒 . Each column of 𝐷 is used to represent
an edge. Expressing the 𝑖𝑡ℎ row of the 𝑗 𝑡ℎ column as 𝑑𝑖 𝑗 , the incidence matrix can be expressed element-wise
as follows:

𝐷 = [𝑑𝑖 𝑗 ], where 𝑑𝑖 𝑗 =



1 Edge 𝑗 originates at node 𝑖
−1 Edge 𝑗 ends at node 𝑖
0 Otherwise

(7)

The signed elements of the incidencematrix allow for quick evaluation of the number of incoming and outgoing
edges for each node. This will be useful later to generate continuous paths through the graph. One additional
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Figure 3. A simple graph is presented with numbered circles as nodes and labeled edges. The right image illustrates two group constraints,
one around nodes 𝑣2 and 𝑣4 and one around nodes 𝑣3 and 𝑣4.

matrix that will be used for evaluating the density of the graph is the directed adjacency matrix. The adjacency
matrix, denoted 𝐴𝑑𝑗 , is an 𝑛𝑣 × 𝑛𝑣 matrix where row 𝑖 column 𝑗 will equal 1 if an edge begins at node 𝑣𝑖 and
ends at node 𝑣 𝑗 , with a value of 0 otherwise.

Simple Example of the Incidence and Adjacency Matrices:
For example, the incidence and adjacency matrices for the graph in Figure 3 are written as

𝐷 =



1 0 0 0 0 0 0
−1 1 −1 0 1 0 0
0 −1 1 1 0 1 0
0 0 0 −1 −1 0 1
0 0 0 0 0 −1 −1


, (𝐴𝑑𝑗)1 =



0 1 0 0 0
0 0 1 1 0
0 1 0 1 1
0 0 0 0 1
0 0 0 0 0


(8)

Column 𝑗 of 𝐷 corresponds to edge 𝑒 𝑗 in Figure 3 with the positive element corresponding to the originating
node. Row 𝑖 of the adjacency matrix shows the nodes to which node 𝑖 can directly connect. With nodes and
edges connected and properly quantified for utility, the flow through the graph can now be investigated.

4 A NETWORK FLOW APPROACH FOR CONSTELLATION PLANNING
Our attention now turns to formulating a network-flow based optimization problem for constellation planning.
The constellation planning problem that includes image acquisition and downlink scheduling will be solved
by finding a set of paths within the DAG with the maximal utility (score-penalty), subject to the mission
constraints of non-overlapping task assignments and the limitations imposed by each satellite. These include
on-board memory and slew agility. Iterative, dynamic programming-based techniques such as Dijkstra and
its many derivatives, e.g., [37], could be used to find a solution to the unconstrained graph search problem
for a single satellite. However, a batched solution using a MILP formulation will be used as it can readily
incorporate the constraints required for imaging and be used to simultaneous plan for all satellites. This section
constructively develops the MILP problem. First, a network flow approach is presented for graph search. A
group constraint is then added to ensure that only one of the many nodes corresponding to an imaging task
will form part of the solution. A satellite memory constraint is then added to ensure proper downlinking of
information to respect onboard data storage capacities.

4.1 A Network flow approach to graph search:
A mixed integer formulation of the graph search is developed by using a binary decision variable to represent
each edge in the graph, denoted as 𝑥𝑖 ∈ {0 1} for 𝑖 = 1, ..., 𝑛𝑒 (recall that 𝑛𝑒 = |𝐸 |). A value 𝑥𝑖 = 1 indicates
that edge 𝑖 is part of the path and a value of 0 indicates that edge 𝑖 is not. To select one path over another, the
utility 𝑢𝑖 discussed in Section 3.4 is associated with each edge. The total utility of the selected paths can be
written as the summation of the individual utilities, 𝑢1𝑥1 + 𝑢2𝑥2 + ... + 𝑢𝑛𝑒𝑥𝑛𝑒 = 𝑢𝑇𝑥.

To ensure that the choice of 𝑥𝑖 forms continuous paths from each satellite’s starting node to each satellite’s
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ending node, a network flow conservation constraint is employed. This constraint requires that the start node
have a single exit path, the end node has only one entry path, and all other nodes, between the start and end
node, have both a single entry and single exit to conserve flow. Imagine a simplistic network of pipes carrying
water. Each node represents a connection point of various pipes and each edge represents the pipes. Special
nodes called “sources” can provide water while others called “sinks” can store or consume the water. All other
nodes are intermediary and must simply pass out whatever water comes into the node. Returning to the path
planning problem, the “source” nodes are where the satellites start and the “sink” nodes are the terminal nodes
for each satellite. All intermediary nodes are decision points. See [36] Chapter 10 for a thorough review of
network flow problems.

For the graph search problem, the network flow conservation constraint consists of the source providing a unit
of flow, the sink accepting a unit of flow, and all other nodes having a balance of flow (i.e., if an incoming edge
to the node is selected, exactly one outgoing edge must also be selected). Recall that row 𝑖 of the incidence
matrix will have a “1” in columns corresponding to edges that start at node 𝑖 and a “−1” where edges terminate
at node 𝑖. Writing 𝑑𝑖 as the 𝑖𝑡ℎ row of the incidence matrix, 𝑑𝑖𝑥 = 𝑏𝑖 implies that there are 𝑏𝑖 more edges
originating at node 𝑖 than terminating at node 𝑖 (note, 𝑏𝑖 can be negative). Thus, a source node must have
𝑏𝑖 = 1, a sink node 𝑏𝑖 = −1, and an intermediate node 𝑏𝑖 = 0.

Assuming that no two satellites are collocated, each satellite will have a distinct access schedule to each imaging
task. The aggregate graph nodes and edges could each be separated into 𝑛𝑠 disjoint subsets, one for each satellite.
Each disjoint subset has its own source and sink node. 𝐷 𝑙 is used to denote the incidencematrix corresponding
to the access schedule of satellite 𝑙. Assuming that the source node for each satellite corresponds to the first row
of 𝐷 𝑙 , the sink node corresponds to the final row, and an abuse of notation is used to write the edge variables
corresponding to satellite 𝑙 as 𝑥𝑙 , the network flow constraint for satellite 𝑙 can be represented as

𝐷 𝑙𝑥𝑙 = 𝑏𝑠𝑠, 𝑏𝑠𝑠 =
[
1 0 ... 0 −1

]𝑇
. (9)

The aggregate network flow could be written by combining the disjoint components of the incidence matrix
as follows.

𝐷𝑥 = 𝑏, 𝐷 =


𝐷1 0 ...

0
. . .

. . .

... 0 𝐷𝑛


, 𝑏 =


𝑏𝑠𝑠
...

𝑏𝑠𝑠


∈ R𝑛𝑣

The optimization problem can then be written to include this constraint as:

max
𝑥

𝑢𝑇𝑥

s.t. 𝐷𝑥 = 𝑏, 𝑥𝑖 ∈ {0, 1}

Simple Example of the Network Flow Constraint:
Consider the simple example from Figure 3 with corresponding incidence and adjacency matrices in (8). The
network flow constraint in (9) would be reduced to

𝐷𝑥 =



𝑥1
−𝑥1 + 𝑥2 − 𝑥3 + 𝑥5
−𝑥2 + 𝑥3 + 𝑥4 + 𝑥6
−𝑥4 − 𝑥5 + 𝑥7
−𝑥6 − 𝑥7


=



1
0
0
0
−1


A line-by-line overview of the constraint can help to understand the flow constraint. Line 1 indicates that 𝑒1
must be used. This is also obvious from Figure 3 as it is the only edge coming out of the source. Line five
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states that either 𝑒6 be active or 𝑒7, but not both, which is also readily apparent from the figure as these edges
lead into the sink. Rows two, three, and four maintain the balance of incoming edges to outgoing edges and
ensures the continuous flow through those nodes.

4.2 The group constraint
As each satellite has its own disjoint subgraph, each satellite could plan independently. However, multiple
nodes in the graph exist for each task. A group constraint is added to provide the requisite coordination,
ensuring that only one node for each task will be selected. Each group of nodes is collected into a set where
V𝑖 ⊂ 𝑉 corresponds to group 𝑖 and there are a total of 𝑛𝑔 groups (i.e., 𝑖 = 1, ..., 𝑛𝑔). The set of edges leading
into group 𝑖 is denoted as E𝑖 , where

E𝑖 = {(𝑣𝑘 , 𝑣 𝑗 ) ∈ 𝐸 |𝑣 𝑗 ∈ V𝑖 and 𝑣𝑘 ∈ 𝑉 \ V𝑖}

Note that this edge subset may include multiple edges corresponding to a single satellite’s disjoint edge set or
edges from multiple satellite edge sets. The index set, I𝑖 , contains the edge indices corresponding to E𝑖 . The
constraint for group 𝑖 can be written in summation form as∑

𝑗∈I𝑖
𝑥 𝑗 ≤ 1 ∀𝑖 = 1, ..., 𝑛𝑔 . (10)

Combined with the fact that 𝑥 𝑗 ∈ {0, 1}, (10) ensures that a maximum of one edge will enter the group.

I𝑖 can be used to write the constraint in matrix form. The matrix 𝐴𝑔 and vector 𝑏𝑔 are used to represent the
constraint as 𝐴𝑔𝑥 ≤ 1𝑛𝑔 , where 1𝑛𝑔 is a column vector of 𝑛𝑔 ones. Allow 𝑎

𝑔
𝑖 𝑗 to be the entry of 𝐴𝑔 in the 𝑖𝑡ℎ

row and 𝑗 𝑡ℎ column. 𝐴𝑔 can be expressed as

𝐴𝑔 = [𝑎𝑔𝑖 𝑗 ], 𝑎𝑔𝑖 𝑗 =
{

1 𝑗 ∈ I𝑖
0 otherwise

.

The problem, including the group formulation can now be written as

max
𝑥

𝑢𝑇𝑥

s.t. 𝐷𝑥 = 𝑏, 𝐴𝑔𝑥 ≤ 1𝑛𝑔 , 𝑥𝑖 ∈ {0, 1}
, (11)

Note that the group constraint only limits the number of selected incoming edges to be at most one. Due to
the flow conservation constraint, 𝐷𝑥 = 𝑏, the number of chosen edges proceeding from each group will also
be at most one.

Simple Example of the Group Constraint:
We continue with the previous graph example describing the group constraint depicted in Figure 3. There are
two group constraints depicted in green and red in the figure. The first is around nodes 𝑣2 and 𝑣4 with the
incoming edge set E1 = {𝑒1, 𝑒4} and the index set I1 = {1, 4}. The second is formed with nodes 𝑣3 and 𝑣4
with E2 = {𝑒2, 𝑒5} and I2 = {2, 5}. The group constraints can be written as

𝑥1 + 𝑥3 + 𝑥4 ≤ 1
𝑥2 + 𝑥5 ≤ 1

or
[
1 0 1 1 0 0 0
0 1 0 0 1 0 0

]
𝑥 ≤

[
1
1

]

4.3 Data constraints
Nodes corresponding to an imaging or downlink task, will affect the data onboard the satellite. Let𝑚𝑖 represent
the memory consumption at node 𝑖 with 𝑚𝑖 > 0 for imaging tasks, 𝑚𝑖 < 0 for downlink tasks, and 𝑚𝑖 = 0 for
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all non-task nodes. The data onboard spacecraft 𝑙 at time 𝑘 is denoted as 𝑦𝑙𝑘 . The data vector over time for
spacecraft 𝑙 is denoted as 𝑦𝑙 and all data vectors are combined in the vector 𝑦, i.e.,

𝑦𝑙 =
[
𝑦𝑙1 𝑦𝑙2 ... 𝑦𝑙𝑛𝑡

]𝑇 , 𝑦 =
[
𝑦𝑇1 , 𝑦

𝑇
2 , ..., 𝑦

𝑇
𝑛𝑠

]𝑇 ∈ R𝑛𝑑 . (12)

where 𝑛𝑡 is the total number of time steps being considered, 𝑛𝑠 is the number of spacecraft, and 𝑛𝑑 is the total
number of data variables.

The data at time 𝑘 will depend upon the data at the previous time step and the edge taken to arrive at time 𝑘 .
The set 𝑉𝑙𝑘 ⊂ 𝑉 represents the nodes associated with spacecraft 𝑙 at time 𝑘 . As each node has an associated
time value, two observations can be made about the structure of the graph:

1. The network flow constraint will restrict the number of edges entering 𝑉𝑙𝑘 to be at most one.
2. The edge taken to arrive at time 𝑘 will come from a node in 𝑉𝑙 𝑗 where 𝑗 ≤ 𝑘 .

Denote the index set 𝐼𝑙𝑘 as the set of edge indices corresponding to edges that terminate at a node in𝑉𝑙𝑘 . Recall
that 𝜎𝑖 denotes the index of the node where edge 𝑖 terminates (i.e., if 𝑒𝑖 = (𝑣 𝑗 , 𝑣𝑝), then 𝜎𝑖 = 𝑝). The updated
memory consumed at time 𝑘 can then be written as

𝑦𝑙,𝑘 = 𝑦𝑙,𝑘−1 +
∑
𝑗∈𝐼𝑙𝑘

𝑥 𝑗 · 𝑚𝜎𝑗 , (13)

where 𝑦𝑙,0 is the initial data storage. Note that multiplying 𝑥 𝑗 by 𝑚𝜎𝑗 ensures that the contribution of node 𝜎𝑗

to the total data is only received when an edge is chosen that enters node 𝜎𝑗 .

The variables of optimization are now a combination of the edge variables and dynamic variables, 𝑧 = [𝑥𝑇 𝑦𝑇 ] ∈
R(𝑛𝑒+𝑛𝑑) . Another index mapping, 𝜂𝑙𝑘 , is used to map the data variables to their respective index in the opti-
mization vector such that 𝑧𝜂𝑙𝑘 = 𝑦𝑙𝑘 .

The relation in (13) can then be written in matrix form for spacecraft 𝑙 by defining the matrix 𝐴𝑙
𝑑𝑎𝑡𝑎R

𝑛𝑡×(𝑛𝑒+𝑛𝑑)

where

𝐴𝑙
𝑑𝑎𝑡𝑎 · 𝑧 = 𝑏𝑙𝑑𝑎𝑡𝑎 , 𝑏

𝑙
𝑑𝑎𝑡𝑎 =



−𝑑𝑙0
0
...

0


, 𝐴𝑙

𝑑𝑎𝑡𝑎 = [𝑎𝑙𝑘 𝑗 ], where 𝑎𝑙𝑘 𝑗 =




𝑚𝜎𝑗 𝑗 ∈ 𝐼𝑙𝑘

−1 𝑗 = 𝜂𝑙𝑘

1 𝑘 > 1 and 𝑗 = 𝜂𝑙,𝑘−1

0 otherwise

The aggregate data update constraint can then be written as

𝐴𝑑𝑎𝑡𝑎 · 𝑧 = 𝑏𝑑𝑎𝑡𝑎 where 𝐴𝑑𝑎𝑡𝑎 =


𝐴1
𝑑𝑎𝑡𝑎
...

𝐴𝑛
𝑑𝑎𝑡𝑎


, 𝑏𝑑𝑎𝑡𝑎 =


𝑏1
𝑑𝑎𝑡𝑎
...

𝑏𝑛𝑑𝑎𝑡𝑎


(14)

Note that each data element is assigned a zero utility (i.e., 𝑢𝜂𝑙, 𝑗 = 0 ∀𝑙, 𝑗). The optimization problem with
group and on-board memory constraints can then be written as

max
𝑧

𝑢𝑇 𝑧

s.t. 𝐷𝑥 = 𝑏, 𝐴𝑔𝑥 ≤ 1𝑛𝑔 , 𝐴𝑑𝑎𝑡𝑎𝑧 = 𝑏𝑑𝑎𝑡𝑎 ,
𝑥𝑖 ∈ {0, 1}, 𝑦𝑖 ≥ 0 ∀ 𝑖, 𝑗

𝑧 =
[
𝑥𝑇 𝑦𝑇

]𝑇
(15)
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Figure 4. The optimal path through the graph when solving this problem using the network flow approach outlined. The path through the
nodes is given as edges 2, 8, 15, 20, and 23.

Figure 5. The resulting 𝐷 matrix from the example graph.

4.4 Example graph formulation
This section will now provide an example of the problem formulation for a single satellite performing imaging
only (i.e., no downlink operations). A later example will address the coupled imaging and downlink scenario.
The graph shown in Figure 4 will now be formulated using the network flow method outlined above. The
edges are labeled with the letter ‘x’ and a numeric subscript to indicate the edge number. A numeric value
is present with each edge to show the utility score associated with that edge. The grouping of nodes within
each ellipse represent discrete time steps from 𝑘1 to 𝑘6 and show that only one node within each group can
be visited within that time step since the satellites are modeled as satellites that can only perform one task at
a given time. This application of grouping constraints is critical to the planning technique presented in this
work and unique to the literature previously referenced. The resulting 𝐷 matrix is shown in Figure 5.

Solving the problem, using the network flow implementation, results in the edge selection sequence of 2, 8, 15,
20, 23 as shown in Figure 4. The edges emphasized with green illustrate the optimal path through the graph
when only considering imaging opportunities.

The network flow concept is now presented in the presence of imaging and downlink tasks within a memory-
constrained satellite environment. Consider the same graph from above but now with nodes 5, 8, and 9 be-
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Figure 6. The 𝐴1
𝑑𝑎𝑡𝑎 matrix representing the flow of memory through the graph.

Table 3. On-board memory consumption for each time step for the example graph presented

Time Step k1 k2 k3 k4 k5 k6
Memory 0 6 16 16 5 5

coming downlink opportunities instead of imaging operations. To properly create the 𝐴𝑑𝑎𝑡𝑎 matrix, we must
specify the amount of memory associated with each node, or edge, in the graph.

The memory associated with each operation is shown overlaid on the graph as purple numbers in Figure 7.
Note that memory associated with imaging operations are applied at the node but downlinking operations
bookkeep memory on the edge between downlink nodes due to the time discretization applied in the problem.
The actual amount of memory downlinked however, is the product of the length of the edge and the downlink
rate. This ensures proper accounting for edge length since downlinking occurs over extended periods of time
and imaging operations are modeled as instantaneous collections. Memory for downlinking is computed by
multiplying the edge length (time) by the downlink rate of the spacecraft. Notice that the start and end nodes
are assigned a memory value of 0 while the edges between nodes 5, 8, and 9 have all been allocated a memory
amount of -11 to denote downlink to the ground terminal. The resulting 𝐴1

𝑑𝑎𝑡𝑎 matrix (1 for a single satellite)
is shown in Figure 6.

For this initial example, the memory limit is set to a value of 20. Note that this limit applies to every time
step within the planning graph and ensures that the satellite does not collect more image data than it can save
on-board. Solving this problem again with a memory limit set results in a new sequence through the graph
nodes. This new sequence is shown in Figure 7. Note, that the new graph solution deviates from the original
and passes through nodes 8 and 9 to reduce the amount of image data on-board the vehicle. The resulting data
storage at each time step, from 𝑘1 to 𝑘6, is given in Table 3.

5 GRAPH PRUNING
Recall that an edge is created between two nodes if the slew rate to achieve that transition is below a threshold.
Even if two targets have very different slew angles, if they are located far enough apart in time then an edge
will exist. The number of edges for the graph can quickly become very large with increased planning horizons
or numbers of imaging targets due to the physics of satellite motion. In reality the only edges that are naturally
disallowed, in Section 3.3, are those that transition between nodes that are located very close in time. While
beneficial for expressing possible transitions, the complexity of the graph (and thus the number of decision
variables and constraints considered) can quickly become unwieldy.

For example, consider the active target tasks depicted in Figure 8. Given 2,814 targets, 41 of which are visible
to at least one satellite, the number of edges for three satellites over a planning horizon of 94.616 minutes is
7,440. Shown in the figure is a depiction of the resulting adjacency matrix with cyan depicting a possible edge.
Since the goal is to realize a large number of target assignments, the density is not actually needed. Taking
long edges results in skipping over a large number of possible imaging targets, making it an undesirable path.
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Figure 7. The path solution resulting when constraining the on-board memory to a value of 20. The path of edges is given as 2, 8, 14, 16,
and 23.

Figure 8. On the left is shown the imaging target deck, the middle shows the adjacency matrix assuming a single satellite, and the right
image shows the adjacency graph for three satellites. The adjacency matrix is visualized using a cyan pixel for a 1 and white pixel for a 0.
The nodes are sorted first by time and then by satellite. The red lines show the optimal path through the graph.

In fact, most optimal plans track closely to the diagonal, corresponding to satellites imaging as many targets as
possible. An approach is now presented which can drastically reduce the graph complexity with little change
in the resulting outcome.

A naive approach to reducing complexity is to eliminate all edges beyond a givenmaximum edge length. While
it can significantly reduce the number of edges, it can also reduce the connectivity of the graph. A particular
target may become disconnected from feasible paths from the start node to the end node. A group of nodes
may be completely cutoff if the maximum edge length is too small. For example, lighting constraints and
oceans can create large gaps in time between viable targets.

Instead of solely using amaximum edge length, a solution using “backbone” nodes has been developed. Similar
to the start and end nodes, the backbone node has no associated task and has a zero score. Such nodes are
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Figure 9. The resulting utility score and computation cost from the scenario in Figure 8 using three satellites. The left image shows the
edge length vs utility for the untrimmed, naively trimmed, and backbone trimmed graphs. The middle image is a zoomed in view of the left
image. The right image shows the resulting computation time for the trimming.

Figure 10. The number of edges and nodes vs the trim length.

placed between groups of nodes that would be disconnected due to the maximum edge length constraint.
Nodes corresponding to each satellite are sorted in time and a linear search performed to find gaps larger than
the maximum edge length. A backbone node is then placed in the temporal center of the gap and acts as a
bridge between the separated groups. Edges are also added between the backbone nodes, when needed, to
preserve connectivity. This method greatly reduces the number of edges, and thus the overall complexity of
the graph.

Results for the backbone trimming approach using the example depicted in Figure 8 can be seen in Figures 9,
10, and 11. The horizontal axis in each figure shows the maximum edge length allowed. Each plot shows the
results using an untrimmed graph, the naive trimming, and the backbone trimmed approach. Figure 9 shows
that with a relatively small maximum edge length of 100, the same utility was achieved using the backbone
node approach, but the naive trimming approach requires a length of roughly 3,000. The result is the ability
to achieve nearly the same utility with a fraction of the computation time. Note that the number of edges, as
depicted in Figure 10, has a strong correlation to the computation time. Also note that there is a small trade-off
as the backbone approach does introduce additional nodes, becoming burdensome for very small maximum
edge lengths. Figure 11 shows that the backbone approach achieves a similar reduction in graph complexity
while maintaining a very similar plan to the untrimmed graph.

6 SIMULATION AND RESULTS
To fully examine the network flow constellation planning concept discussed throughout this paper, a realistic
orbital flight scenario is analyzed in this section. The orbital scenario is first specified and then the results from
planning are presented.
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Figure 11. The result of trimming on the adjacency matrix of the graph. The left matrix shows the untrimmed graph. The middle matrix
shows the trimmed graph without backbone nodes. The right matrix shows the trimmed graph with backbone nodes. The red lines on the
plot show the planned path for each of the three satellites in this example. The max edge length for these graphs is set to 300.

Table 4. Seed satellite orbital elements for the flight scenario

Element name Value
Semi-Major Axis 6878.14 km

Inclination 97.41°
RAAN 0.0°

Argument of Perigee 0.0°
Eccentricity 0.0
True Anomaly 0.0°

6.1 Orbital scenario
A 500 km sun-synchronous orbit was chosen to provide realistic access periods to both targets and ground sta-
tions within the view of the Earth imaging satellites. The epoch for this scenario is August 1, 2021 at 18:00:00
UTC with accompanying orbital elements specified in Table 4. This orbit represents the seed satellite of a
Walker delta constellation of 100 satellites and 25 orbital planes with no relative phasing between neighboring
planes. A Walker delta pattern constellation provides a simple, parameterized method for conveying the or-
bital geometry for a constellation of many satellites. These parameters specify the inclination, total number
of satellites, number of orbital planes, and the relative phasing between satellites in neighboring planes. This
phasing angle is the angle difference, in the direction of orbital motion, from the ascending node to the closest
satellite, when a satellite in the next westerly plane is at its ascending node. Again, in this example the relative
phasing is 0°. A Walker delta pattern constellation starts with a seed satellite and generates the entire constel-
lation from its orbital information. For more information about Walker constellations, see [38]. The ground
terminals supporting downlinking operations are located in Alaska, Antarctica, Australia, Hawaii, and Nor-
way. A total of 2,814 imaging targets were considered during planning, with these targets being approximately
evenly spaced across the Earth’s land mass as depicted in Figure 12.

6.2 Results
The network flow constellation planning algorithm discussed throughout this paper was run on the mission
scenario described previously to arrive at a constellation flight schedule. Several metrics were collected for
each of the satellites to assess their performance and help evaluate the constellation planning routine. The
metrics of particular interest in the DRM are satellite utility, number of targets collected, number of targets
downlinked, and overall satellite memory state. These metrics are shown over the planning horizon timeline
of approximately 3 hours (2 orbit revolutions) in Figure 13. The figure illustrates the performance that can be
anticipated when using the network flow constellation planning routine presented. For context, Figure 14 also
shows the satellite constellation with orbit trajectories, imaging events, and downlink operations illustrated.
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Figure 12. Imaging target distribution across the Earth’s land mass area with targets accessible during the planning period marked in green.
Targets marked in red do not meet the lighting constraints due to being in eclipse during the planning period.

The results shown in Figure 13 provide insight into specific satellite assignments with red dashed lines repre-
senting individual satellites while the blue line in each plot highlights the collective performance across the
constellation. The utility score, number of targets collected, and number of targets downlinked trend in an
upward fashion since these metrics are cumulative and continue to increase as the satellites perform the imag-
ing and downlinking operations over the simulation period. The satellite memory state plot is more variable
as the satellites balance on-board memory capacity with new imaging collection opportunities and downlink
operations. The memory plots show some satellites reaching a plateau in consumed on-board memory, indi-
cating that imaging or downlink opportunities were either not selected or unavailable during that time, while
other satellites show both imaging and downlinking operations occurring. The simulation was initiated with
all satellites having all memory available on-board. Due to this, the global blue line trends upward for this
simulation as memory across the constellation is consumed with imaging operations across the fleet.

Planning the imaging and downlink operations for 100 satellites over a multi-revolution period on a desktop
PC is a challenging endeavor, yet the network flow technique proved to be capable. This implementation
shows the ability to arrive at an optimal plan for a large constellation of 100 satellites while not exceeding the
individual satellite’s resources. Furthermore, the plots show a relative global consistency for the constellation
while also identifying unique trends and behaviors for each satellite. This consistency is due to the fairly
homogeneous distribution of satellites relative to the imaging and downlink opportunities across the globe
and lends confidence to the viability and consistency of the resulting solution.

The utility score and targets collected plots show a strong trend upward, meaning that imaging continues to
progress throughout the planning period. Similarly, downlink is being optimized across the constellation, as
illustrated by number of targets downlinked and onboardmemory state plots, to ensure delivery of the data and
prevent on-board resources from being exceeded. These results highlight the power behind the network flow
method and support further research into this area. In particular, further research is warranted into additional
methods for understanding the elapsed time from the collection of a specific image to the time that image
information is delivered to the ground. The current implementation focuses on prioritized data collection and
delivery but does not account for the value of quick delivery of image data. The latency metric is of particular
interest to GEOINTmissions due to the value in timely intelligence. Low-latency information allows planners
to make time-critical decisions with greater confidence and is thus an important metric within the GEOINT
community [39].
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Figure 13. These figures show the results from a simulationwith 100 satellites in 25 planeswith 2814 ground targets spread over the surface
of the earth and 5 ground stations in Alaska, Antarctica, Australia, Hawaii, and Norway. The left axis (in blue) shows the collective satellite
values and the right axis (in red) shows the values for individual satellites

Figure 14. Global view of satellite planes and orbital configuration analyzed using 100 satellites in 25 planes with 5 ground terminals. In the
left illustration, the red dots showwhere the satellite was located when an image was captured while the pink line illustrates the pointing at
the time of collection. In the right illustration, the pink lines centered on the ground stations mark the downlink access periods. The targets
colored in blue are those that were not considered during planning due to being in eclipse and notmeeting the specified lighting constraints.

7 CONCLUSION
This paper has provided a detailed explanation of the constellation scheduling problem, within the context of
the geospatial intelligence design reference mission, as well as a comprehensive overview of the graph method
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and network flow approach to arrive at a globally-optimal solution within the discretized problem space. A
realistic constellation planning scenario was presented for 100 satellites, prosecuting over 2,800 targets, while
accessing up to 5 ground station terminals. The results show tractability and trending behaviors of increasing
utility by collecting image data and downlinking it to the ground, while keeping within the onboard resources
of each satellite within the constellation. This paper has also shown the dramatic improvement in the time
required to solve the geospatial intelligence constellation planning problem once graph pruning has been ap-
plied. This improvement is the first step in making the algorithm run fast enough to support feasible solution
generation in an operational environment. Furthermore, the presented methodology illustrates how a variety
of specific spacecraft operational constraints can be created using network flow theory. The problem formula-
tion and solving methods described in this paper have far-reaching implications and provide a robust strategy
for planning coordinated operations across a fleet of cooperative systems in a time-extended mission con-
text. Future research will leverage the network flow capabilities and extend the problem space by introducing
cross-schedule dependencies for direct interaction between satellites and support crosslinking of data between
these space systems. This capability will allow satellites to share data between them, thus freeing up onboard
resources, while also potentially improving the global utility performance of the constellation, as a whole.
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Abstract

Current interest in spacecraft constellations for government and commer-
cial uses continues to drive advancement in sophistication, capability, and
mission complexity. As these systems proliferate, they require increased lev-
els of automation to properly orchestrate in achieving the mission objectives.
This paper develops a constellation planning capability for cross-link enabled
Geospatial Intelligence missions. The planning for constellation coordination
is performed using a two-level network flow approach, where the first level
creates a communication plan, and the second layer determines the Earth
sensing activities. A network flow method is used to simultaneously obtain
a schedule for each unique satellite within the constellation and provides an
optimal operational schedule for the entire cooperative system.

Keywords: Constellation, Crosslink
PACS: 0000, 1111
2000 MSC: 0000, 1111

1. Introduction

Currently, within the space flight community, there is a renewed interest
in large spacecraft constellations owing to the very recent decrease in cost,
to access space [1]. The bulk of this decrease is due to breakthroughs in
launch vehicle cost, with those improvements having profound impacts on
relaxing some of the previous performance requirements of satellite compo-
nents. This relaxation has resulted in significantly less expensive spacecraft
[2] and drawn a renewed interest in space, resulting in heavy investment into
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the space business ecosystem and new options for constellations [3]. While
many of the individual satellites within these constellations are shrinking in
mass, volume, and cost [4], the constellations continue to grow in numbers,
capability, and sophistication, requiring increased levels of automation [5] to
properly orchestrate accomplishing the mission objectives [6] [7]. The aim
of the research presented in this paper is to address the needs of these new
constellations by providing a robust and extensible methodology for plan-
ning the operations for a networked constellation of low Earth orbit (LEO)
satellites.

As the number of satellites within a constellation increases, the opera-
tional planning problem complexity compounds due to the spatial and tem-
poral dependencies present within the constellation’s operational environ-
ment and the limited resources onboard each vehicle [8]. Ensuring a feasible,
flight-worthy plan for every satellite in the constellation is critical to sus-
tained and autonomous mission operations. To address that critical need,
the planning problem addressed by this paper spans the Earth sensing data
collection, data storage, and ultimate data delivery to a ground-based user,
all while ensuring the resources onboard each unique satellite are respected.
Orchestrating these operations across a fleet of interconnected, or crosslinked,
LEO satellites is the purpose and focus of this paper. Crosslinking enables
satellites to potentially share information and resources across the constella-
tion rather than relying solely on individual capabilities. Crosslinking does,
however, increase the planning complexity due to the coordination require-
ment that one satellite must transmit while another receives. It also requires
the satellites to maintain relative pointing to accomplish the task.

In facilitating the planning of a crosslink-enabled constellation, the re-
search in this paper makes several contributions to the state of the art. The
first is a unique graph creation method that trades graph complexity relative
to optimality while always ensuring end-to-end operational connectivity and
is an extension to the implementation in [9]. Next, the research provides
a novel graph-based solution approach for planning crosslink operations be-
tween coordinated satellites. Third, a two-layer, graph-based heuristic is de-
veloped to inform selection of communication windows and efficiently arrive
at an operational schedule for every satellite within the constellation. In sum-
mary, the research described herein provides a tractable solution technique
for simultaneously considering scheduling of Earth sensing tasks, data stor-
age, and data transfer operations across a constellation of crosslink-enabled
space vehicles with the intent of maximizing mission utility across the con-
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stellation.
The remainder of this paper will proceed with an in-depth review of pre-

vious constellation planning methods described in Section 2. This is followed
by an overview of the problem-solution framework in Section 3 and its exten-
sion that supports crosslink planning in Section 4. A multi-layer framework
is then introduced to improve computational performance in Section 5, fol-
lowed by its application to a particular Earth sensing constellation mission
in Section 6. The paper concludes with brief remarks in Section 7.

2. Related Work

Prior to reviewing the research contributions made within the constel-
lation planning literature, it is imperative to properly classify the prob-
lems being addressed herein. The first is the base Geospatial Intelligence
(GEOINT), or Earth sensing, planning problem, which plans Earth sensing
and data downlink operations for each satellite within a constellation while
attempting to optimize overall mission performance. The second problem is
an extension of the first and deals with the crosslink-enabled Earth sensing
mission in which satellites perform Earth sensing operations and are able to
communicate not only with ground terminals (for downlink) but also with
each other directly.

The Multi-Robot Task Allocation (MRTA) taxonomy defined by Gerkey
and Matarić [10] and extended by Korsah [11] helps differentiate these prob-
lems by identifying the capabilities of the satellites, the requirements of the
tasks, and the dependencies present within the problem space. The purpose
of formally classifying the problems is to help find similarities and differences
between relevant problem sets within the MRTA literature. The classification
of the base Earth sensing and downlink problem is ID [ST-SR-TA], mean-
ing that the agent satellites are capable of performing a single task (ST)
at a time, tasks require only a single satellite to fulfill (SR), tasks are al-
located over an extended period (TA), and in-schedule dependencies (ID)
exist. The crosslink-enabled GEOINT mission extends this classification by
adding in crosslink tasks that require multiple satellites (MR) to fulfill while
also introducing cross-schedule (XD) dependencies between them. Therefore,
the crosslink-enabled GEOINT mission can be classified as a combination of
both ID [ST-SR-TA] and XD [ST-MR-TA]. With that formal classification
addressed, the subsections that follow will review the literature applicable to
each type and identify the unique contributions of this paper.
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2.1. Earth Sensing and Downlink
The primary objective of the base GEOINT constellation planning prob-

lem classified as ID [ST-SR-TA] is to generate an efficient schedule of Earth
sensing and downlink operations that fit within all specified mission con-
straints, including the resources of each satellite within the constellation.
Several approaches have been presented to address a portion of this mis-
sion type. A host of work has focused on arriving at viable solutions to the
prioritized Earth sensing or image collection problem [12] [13] [14] [15] [16]
[17] [18]. Similarly, several researchers have investigated the data downlink
problem and provided robust solutions to scheduling the transfer of data [19]
[20] [21] [22] [23] [24] [25] [26]. However, in both the Earth sensing and data
relay scheduling problems, the papers referenced only address part of the
complete problem. The Earth sensing and downlink problems are directly
coupled and, when solved simultaneously, can yield a reliable and more accu-
rate solution. Otherwise, planning these operations independently will result
in likely degradation of the solution since effective data transfer requires
knowledge of data collection, and data collection requires knowledge of when
data is to be transferred.

Some works have considered both the Earth sensing and data downlink
within the same framework and provided various solutions to solve them
[27] [28] [29]. Hu et al. simulated a LEO constellation of three satellites
[28], while Peng et al. formulated the planning problem for a single satellite
[29]. These contributions presented interesting methods for planning, but
the extension to a proliferated LEO system is unclear [30]. A key element
of constellation planning requires that the planning system be capable of
consistently generating operationally feasible schedules for each individual
satellite within a large constellation and make decisions to perform specific
operations instead of others (e.g., downlink data instead of collect images).
Augenstein et al. formulate the planning problem to address both Earth
sensing and downlink operations simultaneously and also provide a novel
heuristic approach to reduce the time required to arrive at a schedule solution.
The intent of their formulation is to balance the data collected with the
data downlinked and do so within a timeframe that meets the needs of an
operational constellation [27]. Balancing the image data collection with data
downlink prevents data from remaining onboard the satellite for extended
periods and helps ensure efficient use of limited satellite resources. For a
more in-depth review of that paper, see Appendix A.

Our previous work in [9] leverages the contributions of Augenstein et al.
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and addresses one fundamental limitation of that approach. That limita-
tion is the lack of clarity in how mission plans are generated for all satellites
comprising the constellation while still optimizing operations across the fleet.
The implementation in [9] provides an alternative solution method that re-
lies on network flow theory to enable the planning of many satellites at once
while respecting the mission constraints of both the constellation and the
individual vehicles within it. The research in this paper extends that im-
plementation with the additional capability of planning crosslink operations
between satellites.

2.2. Crosslink-Enabled Earth Sensing and Downlink

This research extends the base Earth sensing problem into the cross-
schedule dependency (XD) and multi-robot task (MR) domains due to the
crosslink operational requirements mentioned earlier. The previously ref-
erenced papers of [23] and [25] do incorporate crosslinks in their formula-
tions, but their research only addresses data transfer operations without the
broader Earth sensing context in which this paper is interested. However,
several other contributions have been made to the crosslink-enabled Earth
sensing mission literature that are more applicable to this research. For ex-
ample, Zhou et al. present a problem formulation and solution approach that
attempts to maximize network throughput while also considering the limita-
tions imposed by onboard satellite energy and data storage constraints [31].
Kondrateva et al. formulate a mixed-integer linear program (MILP) with the
purpose of maximizing data throughput within a LEO satellite network and
demonstrate it for a constellation of 18 satellites. This formulation considers
data routing in conjunction with link scheduling and models data collection
on the LEO vehicles to be a continuous flow of collection [32]. Wang et al.
formulate this same problem as an event-driven, time-extended graph with
nodes representing a discrete location in time and edges representing an ob-
servation, transmission, or storage window [33]. The associated MILP formu-
lation further specifies constraints to ensure only a single target is collected
at each time step, only a single transmission occurs at each time step, the
amount of data transmitted does not exceed the amount collected, and that
data are only transferred after they are collected [33]. Kennedy et al. formu-
lated a mission planner with the intent of planning prioritized Earth sensing
operations within specified revisit rates and also delivering low-latency ob-
servation to the ground via both crosslink and downlink operations within
a constellation of satellites [34]. In a subsequent publication, the original
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approach is updated by Kennedy et al. using a dual algorithm for planning
both observation and communication operations across a crosslink-enabled
constellation of satellites, dramatically reducing the latency of observation
data delivery [35].

A consistent limitation across the crosslink-enabled, constellation plan-
ning literature is the lack of planning detailed Earth sensing and data transfer
operations within the same framework. The value in using a constellation
planning system is realized when it can generate a feasible schedule for each
vehicle within the constellation and make decisions for conducting certain op-
erations in lieu of others (e.g., perform Earth sensing instead of transferring
data). This paper provides a response to these limitations and proposes a
problem formulation and solution approach that considers all spacecraft op-
erations collectively using a classical optimization framework. The crosslink-
enabled GEOINT formulation presented in this paper addresses the current
weaknesses in the literature by augmenting the original results of [9] and
providing a more capable solution approach for addressing the challenges
resulting from the addition of crosslink tasks.

3. Single-Layer Planning for Imaging and Downlink

This section provides a basic overview of the MILP formulation from pre-
vious work [9] coupled with important additions to the graph creation process
that help manage complexity of the problem space. The methods highlighted
help to lay the foundation of the baseline planning concept and then allow the
extension into the crosslink domain. The graph creation method is first pre-
sented followed by the network flow MILP formulation. A complete summary
of the variables used in the constellation planning formulation is provided in
Table 1.

3.1. Downlink and Earth Sensing Graph Creation

The single-layer approach for graph creation is shown in Figure 1. The
first four steps correspond to creating a directed acyclic graph (DAG), which
forms the foundation for how the planning problem is formulated. It be-
gins by computing the access windows of satellites to targets and ground
station antennas. These access windows depend upon temporal and spatial
constraints. The temporal constraints define time windows in which a task
can be completed, such as seasonal conditions for targets and availability
windows for ground antennas. The spatial constraints consider restrictions
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Table 1: Notation used for planning.

Name Description

Counting Variables
ns Number of satellites
nv Number of nodes / vertices
ne Number of edges
ng Number of task groups
nt Number of time steps
ng−cl Number of crosslink groups
ng−v Number of visit groups
Graph Representation
V Set of nodes or vertices
vi Node i, vi ∈ V
E Set of edges, E ⊂ V × V
ei Edge i, ei ∈ E
G Graph, {V,E}
K Max number of task nodes a task node can connect to
N Max number of nodes per group a task node can connect to
Variables of Optimization
xi Integer variable representing flow along edge ei
x Vector of all xi, x =

[
x1 ... xnv

]

ylk Memory for satellite l at time k
yl,max The maximum memory capacity of satellite l

y Vector of all yi, y =
[
yT1 , ..., yTns

]T

z All optimization parameters, z =
[
xT yT

]T
Utility and Scoring Parameters
ui Utility associated with optimization variable i
u Vector of all ui

Flow Constraint Parameters
D Incidence matrix
b RHS of flow constraint with one source, one sink, and unit flow
Group Constraint Parameters
Ag Group constraint matrix
bg Group constraint RHS
Memory Constraint Parameters
Adata Aggregate data constraint matrix
bdata Aggregate RHS vector for the data constraint
Crosslink Group Constraint Parameters

Ig−cl
i,d Index set of edges entering crosslink receive group i

Ig−cl
i,u Index set of edges entering crosslink send group i

Ag−cl Crosslink group constraint matrix using the node formulation
Visit Group Constraint Parameters

Ig−v
i Index set of edges entering visit group i

nv
i The maximum number of visits allowed to group i

nv Vector of all nv
i . nv =

[
nV
1 . . . nv

ng−v

]T

Ag−v Visit group constraint matrix
Indices and Index Mappings
i, j General indices into matrices and sets
l Satellite index
k Discrete time index
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Figure 1: The constellation planning process from mission configuration through command
generation.

on the elevation angle between the target and satellite for image quality, re-
striction on the azimuth angle to avoid obstructions, as well as lighting con-
straints (expressed as sun-elevation angle constraints). Given the satellite
trajectory and assuming no orbital changes are considered by the planner,
the spatial constraints are mapped to additional temporal constraints and
combined to provide time windows in which each satellite may access each
target or ground antenna.

The graph is then formulated directly from the access windows. The
access windows are discretized, providing discrete points in time, or nodes,
for which a particular satellite may access each target or ground terminal.
Additional nodes, referred to as “backbone” nodes, are also added to ensure
connectivity of the graph since long-duration edges are limited in the graph
creation and can result in a disconnected graph.

The process for connecting the nodes with edges now discussed is distinct
from [9] and helps manage the complexity of the generated graphs while also
ensuring connectivity. The process is illustrated in Figure 2 and begins by
binning task nodes within the time boundaries established by the backbone
nodes. The edges are established by starting with the first backbone node
(labeled node a in the figure) and connecting it to all task nodes within its
window. Following this, each task node within the window is then connected
to the backbone node that exists after the maximum slew time has elapsed.
The maximum slew time is the time required by the satellite to perform a
worst-case attitude maneuver, and applying the connection approach men-
tioned, ensures the satellite can reorient itself between nodes even under the
most demanding circumstances. To illustrate this point, Figure 2 shows node
i being connected to backbone node b, since the max slew time ends before
node b. Conversely, task node j connects to backbone node c, since the max
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slew time ends in the subsequent window. Note that if the max slew time
matches the backbone node separation time, then each task node will be
connected to the backbone node at the end of the subsequent window.

Other constraints are present within this graph building approach that
restrict each node to connect to a maximum number of other nodes per group
and a maximum number of total nodes. The purpose of these limits is to trade
the complexity of the graph with the optimality of the future solution. In
this context, a group is a collection of nodes pertaining to one access window
for either a communication or Earth sensing operation. These constraints
are specified by the parameters N and K. The value for N represents the
maximum number of nodes within a particular group that any task node
is allowed to connect to, while K represents the maximum number of total
nodes a single task node can connect to. Allowing N and K to be infinite,
results in a complex graph in which each node will connect to every other
subsequent node if enough time exists to perform a transition between the
task nodes. Conversely, setting N and K to very small numbers reduces the
complexity of the graph by significantly reducing the number of connected
nodes. Figure 2 illustrates this connectivity by showing the purple task node,
labeled node r, connecting to two subsequent feasible nodes, one per group.
This indicates that N is set to one (one node per group), and K is set to two
(two total nodes). This graph connection process is followed for each node
present within the planning horizon to connect nodes and node groups at the
earliest opportunity, per the results in [9], and results in the final graph to
be considered by the planner.

Once the nodes and edges have been determined, a score is placed on each
node based on the value of performing the Earth sensing task. The node
score is then assigned to the edge that connects to that node. A score is also
assigned to each edge that represents a downlink operation. Conversely, a
cost is assessed to the transition between nodes based upon the slew that
must be performed. The score and cost of each edge is differenced and
results in a utility denoted as ui. As the utility defines an edge preference,
an optimization problem can be formulated to choose which edges to take in
an effort to maximize overall utility.

3.2. Network Flow MILP Formulation

Following establishment of the problem graph as explained in the previous
subsection, it is now possible to convert it into a MILP that facilitates solving
the optimal satellite paths through the graph. The variables of optimization
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Figure 2: The method employed for connecting nodes with edges: 1.) Connect each
backbone node to all the task nodes within the window. 2.) Connect each task node to
the backbone node occurring after the max slew time has elapsed. 3.) Connect each task
node to the feasible subsequent task nodes per specified limits.

include two types. The first is a binary variable for each edge, xi, denoting
whether or not the solution uses edge i. The vector x combines all xi values.
The second type of variable represents the data onboard each satellite for
each time step. The data for satellite l at time k is denoted as yl,k, with the
aggregate vector of all data values represented as y.

Additionally, the problem conversion must properly account for the var-
ious constraints present within the optimization space. The general linear
form of these constraints is presented herein with the detailed development of
the constraints provided in [9]. These include a flow constraint that ensures
movement through the graph from the start node to the end node. A coor-
dination constraint is applied to avoid duplication of efforts by each satellite
being planned such that only a single vehicle observes a particular ground
target. This is necessary since each ground target observation opportunity
starts as an access window, which is then discretized into potentially many
opportunities (nodes). Finally, a data constraint is imposed on each satel-
lite to ensure sufficient resources are available for capturing and storing the
Earth sensing data in onboard memory. The MILP is formulated to maxi-
mize the mission utility u while being subject to the constraints mentioned.
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This formulation is summarized in Equation (1) while a complete list of all
planning variables is captured in Table 1.

max
z

uT z

s.t. Dx = b (Flow)

Agx ≤ 1ng (Coordination)

Adataz = bdata (Data)

xi ∈ {0, 1}∀i
0 ≤ yl,k ≤ yl,max ∀ l, k

z =
[
xTyT

]T

, (1)

4. Augmenting the Single-Layer Formulation with Crosslinks

A solution to the MILP problem in Equation (1) provides a balance be-
tween Earth sensing and data downlinking, with the satellites having a limit
to the amount of Earth sensing data that is allowed to stay onboard. How-
ever, it is often the case that a satellite will not have direct communication
with a ground station for some time after the data have been collected. Thus,
to facilitate the timely delivery of data, a crosslink capability between satel-
lites is now introduced with the intent that it opens up additional avenues
for data transport and delivery to the ground. This allows one satellite to
communicate its onboard data to another, which can then transmit the data
to a ground station with more favorable conditions (e.g., earlier availability
for downlink access).

A specific example of this situation is illustrated in Figure 3. Satellite A is
storing a significant amount of data, while Satellite B has significant storage
available and will be flying through a data downlink window before Satellite
A. Furthermore, Satellite A also has a high-priority Earth sensing window
approaching. In this situation, it makes sense for Satellite A to crosslink
data to Satellite B for an earlier downlink and allow Satellite A to prosecute
the upcoming Earth sensing tasks. The following subsection formalizes this
crosslink problem formulation and provides a simple example to solidify the
concept.

4.1. Crosslink Formulation
A potential crosslink operation is represented in the graph through a com-

bination of four nodes, two for each vehicle in the crosslink operation. Each
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Figure 3: A scenario illustration for the crosslink concept. Satellite B sends data to
Satellite A to free up storage resources and allow Satellite B to downlink data earlier.

node pair exists at a discrete instant in time and thus dictate a coordinated
operation between satellites. During a crosslink operation, the two satellites
will have the ability to transmit to, or receive from, the other satellite. While
there are four nodes, the nodes must form part of the chosen path in one of
two combinations: if a transmit node is selected from one satellite, then the
corresponding receive node for the other satellite must be chosen and vice
versa. Additionally, the transmit and receive nodes of a single satellite can-
not be simultaneously chosen. Note that there is no need to add a constraint
for the latter condition as both nodes occur at the same point in time, and
the flow constraint will naturally disallow both nodes being chosen as part
of the path.

Consider the two graphs shown in Figure 4. The black nodes represent
Earth sensing tasks, while the blue and orange nodes represent transmit
and receive crosslink tasks, respectively. Time is represented from k1 to
k4. For the edges between time steps k2 and k3, edges 6 and 20 form a
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Figure 4: Grouping of crosslink nodes to ensure cooperation between Satellites A and B.

crosslink group, and edges 5 and 21 form another separate crosslink group.
The dynamic memory variables for this graph are represented in tabular form
on the right side of the figure. Notice that the edges arriving at the orange
nodes increase the memory on a satellite, since it will receive the data from
its neighbor, while the edges connecting to blue nodes are associated with
a negative memory amount, since the satellite will transmit the data to its
neighbor. This allows the memory to be properly conserved and accounted
for across the constellation.

Crosslink will occur if one satellite’s selected path through the graph
traverses a transmit edge (existing between transmit nodes) and another
satellite’s path traverses the corresponding receive edge. Thus, the crosslink
groups are formed as edge pairs, i.e., an edge between subsequent receive
nodes and an edge between transmit nodes at the same time. The constraint
matrix, where i is the row that identifies the edge coupling, and j is the
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specific edge, is then constructed as

Ag−cl = [ag−cl
ij ] =





1 Edge j is receive for group i

−1 Edge j is transmit for group i

0 otherwise

.

The actual crosslink constraint is written as Ag−clx = 0. Adding this single
line to the original formulation shown in Equation (1) results in the MILP

max
z

uT z

s.t. Dx = b (Flow)

Agx ≤ 1ng (Coordination)

Adataz = bdata (Data)

Ag−clx = 0 (Crosslink)

xi ∈ {0, 1}∀i
0 ≤ yl,k ≤ yl,max ∀ l, k

z =
[
xTyT

]T

. (2)

4.2. Crosslink Planning Example

A simplified example is now provided to illustrate the concept using the
graph in Figure 4. As mentioned previously, edges 6 and 20 form a group,
and edges 5 and 21 form another separate group. This grouping constraint
ensures that the transmit and receive pairings occur together, as inherently
required by the crosslink operation. These constraints are captured in matrix
form as shown in Figure 5. The graphs are set up to allow for either Earth
sensing or crosslink operations. Note that the initial memory values assigned
to each spacecraft will have a direct impact on the paths chosen by the
optimization routine due to the onboard memory availability. Two examples
are now provided to illustrate the concept.

Example 1: Memory Space Available

For Example 1, consider the scenario where both Satellite A (initial node
11) and Satellite B (initial node 1) start the mission planning process with a
completely empty onboard storage device that is capable of storing up to 200
GB. No memory is consumed yet when starting from the initial graph node
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Figure 5: Matrix form of crosslink constraint equations.

Figure 6: Example 1 Solution: Crosslink scenario results when sufficient onboard memory
resources exist for imaging activities.

(1), and imaging opportunities are available for fulfillment as illustrated in
Figure 4. Solving the optimal path through the graph results in the path
highlighted in green in Figure 6. The corresponding stored data amounts,
at each time step, are shown in Table 2. Note that the satellite operations
match the selected path and never exceed the limit of 200 GB.

Example 2: Memory Space Unavailable

Now let us examine the scenario where the graph is still the same as
the earlier scenario, but the onboard data recorder is initially at 80 GB
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Table 2: Example 1 Results: Onboard memory status at each time step for Satellites A
and B.

Time Step Sat A Memory Sat B Memory

k1 0 GB 0 GB
k2 0 GB 10 GB
k3 10 GB 30 GB
k4 10 GB 30 GB

Table 3: Example 2 Results: Onboard memory status at each time step for satellites A
and B.

Time Step Sat A Memory Sat B Memory

k1 80 GB 200 GB
k2 80 GB 200 GB
k3 130 GB 150 GB
k4 130 GB 150 GB

on Satellite A and 200 GB on Satellite B. With these initial conditions,
Satellite B is unable to follow the same route from the previous example
due to the data storage constraints. To alleviate the situation, Satellite B
must transmit data to Satellite A, and Satellite A must receive the data.
This result is illustrated by solving the MILP and finding the path solution
shown in Figure 7. The corresponding data storage at each time step is
shown in Table 3. Note that the data constraint is respected, and that
both satellites cooperate to ensure that the memory limits are not violated.
This formulation and solution provides a means to solve the cross-schedule
dependency problem when using crosslinking in the context of constellation
planning.

5. Two-Layer Planning Approach

The previously described graph formulation presented in Equation (2) of
Section 4.1, combined Earth sensing, data crosslink, and data downlink tasks
together into one highly complex graph. To help alleviate the complexity of
this all-encompassing graph, a two-layer approach is introduced that de-
couples the Earth sensing and communication operations yet reduces the
potential detrimental impacts to the overall schedule.
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Figure 7: Example 2 Solution: Crosslink operation selected due to requiring additional
onboard data storage resources for Satellite B.

Augenstein et al. used a similar decoupled heuristic approach that first
solved for the downlink windows and then the individual data collection
operations afterwards [27]. The downlink window calculation and assign-
ment relied on estimating several heuristics for the opportunity costs and
data potentially collected at each instant in time. With these heuristics, it
was possible to assign downlink windows with a reasonable estimate of the
impacts to the imaging assignment decisions. The result was a significant
improvement in the time required to calculate an operationally valid satellite
schedule [27]. Additional detail regarding the heuristics from Augenstein et
al. is available in Appendix A.

The planning framework presented in the next subsection also uses a
two-layer method for planning but does so using a graph-based approach
for the entire constellation while yielding a unique operational schedule for
each satellite within the fleet. This approach reduces complexity while still
delivering a reliable planning solution for the constellation and does so in an

17



intuitive graphical context. In the first layer, Earth sensing activities are dra-
matically simplified into a line graph, that directly informs communication
window selection. Then, during the second layer, the Earth sensing activities
are planned in detail with the selected communications windows to yield a
complete schedule of operations for all satellites within the constellation.

5.1. Earth Sensing Heuristic Graph

The basic premise of the two-layer planning approach is to decouple the
problem components of communication window assignment from the Earth
sensing operations assignment while minimizing degradation to the overall
decision making. This is accomplished by first computing a heuristic about
the likely Earth sensing operations each satellite could perform and then
making informed decisions about when to schedule communication windows
based on estimated sensing tasks, data storage capacity, and communication
opportunities.

To determine when to schedule data transfer windows (both crosslink
and downlink) the system must have a clear estimate of when and how much
data will be collected during the Earth sensing activities to be performed. To
address this need, all Earth sensing task fulfillment windows are discretized
and converted into nodes in the same manner discussed in Section 3. Mission
utility is assigned, coordination constraints are relaxed, memory constraints
are removed, and then a longest path algorithm determines the selected route
through the graph for each individual satellite. The resulting route is then
discretized at a fixed time step into a line graph, which represents a reason-
able estimate of the Earth sensing operations that could be performed.

5.2. Communication Window Selection

The heuristic Earth sensing line graph is then combined with the commu-
nication opportunity windows and results in a more complete representation
of all potential mission tasks. The purpose of combining the graphs is to pro-
vide the planning system with an estimate of how mission utility is impacted
by operational decisions. This opportunity cost is valuable when deciding
between conflicting Earth sensing and communication operations and the
proposed approach provides this insight while also reducing the complexity
of the overall mission planning space. With this graph now in place, it is
possible to apply the network flow approach and find a constellation-level
solution for all communication windows within the planning horizon while
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still having a reasonable estimate of the likely Earth sensing operations that
will occur.

An example of a complete graph, for a single satellite, is depicted in
Figure 8. Note that within this graph there are five node types, which are
listed and described below:

1. Backbone Nodes: These nodes are placed in the graph to act as anchor
points only. No tasks are performed on or between these nodes and
thus are assigned zero utility and zero data.

2. Heuristic Data Collection Nodes: These nodes correspond to the satel-
lite collecting data. Edges between subsequent data collection nodes
will have positive utility and positive data acquired.

3. Downlink Nodes: These nodes correspond to the satellite downlinking
data to a ground station. They will have positive utility and negative
data acquired.

4. Crosslink-Transmit: These nodes correspond to the satellite transmit-
ting data to another satellite. They will have non-positive utility and
negative data acquired.

5. Crosslink-Receive: These nodes correspond to the satellite receiving
data from another satellite. They will have non-positive utility and a
positive data acquired.

To avoid oscillating between communication links and sensing operations,
it may be advantageous to have satellites crosslink at most one time per
crosslink opportunity and be limited in the number of times they can down-
link in a downlink opportunity. Without this constraint, it would be possible
for a satellite to select downlink tasks, transition to Earth sensing tasks,
and then return to the downlink window. This may be undesirable in an
operational environment. The constraints that help the system avoid this
behavior are referred to as visit constraints, and they are now added to the
formulation for operational viability. Let ng−v be the number of groups with
visit constraints. This number represents the total number of task groups ng,
including both sensing and communication groups. Allow Ig−v

i be the index
set corresponding to incoming edges for the ith group. Assume that group i
should be visited a maximum of nv

i times with

nv =




nv
1
...

nv
ng−v


 .
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Figure 8: A representative flow for the communication layer in the two-layer network flow
formulation.

The visit constraint matrix can be defined as

Ag−v = [ag−v
ij ] =

{
1 j ∈ Ig−v

i

0 otherwise
,

with the visit constraint defined as Ag−vx ≤ nv. The full optimization prob-
lem then becomes

max
z

uT z

s.t. Dx = b (Flow)

Adataz = bdata (Data)

Ag−clx = 0 (Crosslink)

Ag−vx ≤ nv (Visit)

xi ∈ {0, 1}∀i
0 ≤ yl,k ≤ yl,max ∀ l, k

z =
[
xTyT

]T

. (3)

Note the absence of Agx ≤ 1ng , from the original formulation specified in
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Equation (2). Since the actual tasks have been abstracted within the groups,
the visit constraint addresses the original coordination constraint as well.

5.3. Selection of Earth Sensing Tasks

The approach outlined in the previous sections for the communications
layer will yield a plan for each satellite indicating when to communicate,
either via downlink or crosslink. The next step is to determine when to
perform Earth sensing tasks for each satellite while respecting the selected
communication windows. The graph creation process now combines Earth
sensing opportunity nodes with the previously-solved communication assign-
ments and adds the edges where feasible transitions exist. Note that if an
Earth sensing task node is unable to connect to the required communication
tasks, it is discarded from the graph. Doing so reduces the overall complexity
of the graph and ultimately speeds solution discovery. Solving the optimal
path through the resulting graph, for each vehicle within the constellation,
results in the final plan for all satellites and generates an operational sched-
ule of both Earth sensing and data transfer operations. A visual summary
of this multi-layer planning approach is provided in Figure 9, with Earth
sensing tasks being shown as solid blue nodes and communication windows
being shown as nodes marked with an X. For the sake of simplicity, backbone
nodes are not shown.

6. Results

To evaluate the multi-layer planning approach to the crosslink-enabled
mission concept, a specific scenario is now evaluated. The scenario constel-
lation is comprised of two sets of satellites. The first set is made up of
eight sun synchronous satellites orbiting at an altitude of 550 km and con-
figured in a Walker Delta pattern. These satellites have the ability to collect
and store up to 100 GB of sensing data and also transmit at a rate of 24
MB/sec. The Earth sensing targets are spread roughly evenly across the
Americas and require 2 GB of memory storage space each. An additional set
of eight equatorial satellites orbiting at an altitude of 2,000 km completes
the constellation. These satellites are capable of storing up to 1 TB of data,
transmit and receive at 24 MB/sec, and have excellent access opportunities
to the ground terminals, which are located on land near the equator. A full
list of these ground terminals is provided in Table 4. The described orbital
configuration is shown graphically in Figure 10.
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Figure 9: The graph-based constellation planning process using the two-layer approach.

Planning this scenario over five orbital periods of the sun synchronous
satellites and using the single layer approach without crosslinks enabled,
results in the plots shown in Figure 11. The figure contains four plots which,
from top to bottom, show the time series of the memory state, data collected,
data crosslinked, and data downlinked. Memory state refers to the amount of
data onboard the satellites, data collected refers to the amount of data that
results from performing Earth sensing activities, data crosslinked is the data
sent or received between vehicles, and data downlinked is the amount of data

Table 4: Ground terminal locations for the flight scenario.

Ground Terminal Name Latitude, Longitude

Libreville, Gabon 0.372°, 9.478°
Macapa, Brazil 0.0162°, -51.074°

Manokwari, Papua -0.865°, 134.112°
Nairobi, Kenya -1.300°, 36.935°

Pariaman, Sumatra -0.566°, 100.114°
Quito, Ecuador -0.187°, -78.518°

Santa Rosa, Ecuador -0.619°, -90.445°
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Figure 10: Orbital scenario for the constellation of eight sun synchronous Earth sensing
satellites and eight equatorial communication satellites.

delivered to users on the ground. Individual satellite results are shown in blue
dashed lines (right axis) while the full constellation results are plotted in red
solid lines (left axis). Note that Figure 11 shows no crosslinking occurring
since that functionality is not enabled. It is simply plotted here for continuity
when comparing the next scenario. The key takeaway from these results is
that this constellation is able to collect and downlink approximately 867 GB
of data within the five orbital revolutions.

The next step is to illustrate the capability of adding the crosslink feature
to the constellation and planning it using the two-layer approach discussed
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Figure 11: Results from the constellation planning simulation without crosslink available.

in Section 5. The results illustrated in Figure 12 show the improvement in
data delivery when flying the crosslink-enabled constellation of Earth sensing
and communication satellites. Note, that the figure shows variation in data
crosslinked for individual satellites since some must transmit (decrease data)
and some must receive (increase data). However, the summation across the
constellation remains at 0 MB, since the crosslink data set is conserved.
Data downlinked increased to 1086 GB, up by approximately 220 GB or 110
Earth sensing data sets, within only five orbital revolutions. Extrapolating
this performance results in 661 GB more data delivered every day or up to
242 TB per year when utilizing the crosslink functionality. These results
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provide substantial evidence that the capability could dramatically improve
overall mission utility for Earth sensing missions.

Figure 12: Results from the constellation planning simulation with crosslinks enabled.

The crosslink-enabled constellation was able to improve the amount of
data delivered to the ground by providing more options for the Earth sens-
ing satellites to offload data. Without crosslinking being available, the sun
synchronous sensing satellite performance was downlink constrained. Even
though the crosslinking operations consumed satellite operations time, it of-
fered an effective way for the sensing satellites to free up onboard memory
space for additional imaging, even though an equivalent amount of downlink
time was still required for complete delivery of the data sets to the ground.
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These results demonstrate the flexibility of the two-layer planner to accom-
modate both in-schedule and cross-schedule dependencies. Furthermore, the
results illustrate the potential value of providing the ability to crosslink data
between satellites for more effective delivery to users.

7. Conclusion

This paper has described the operational planning concept for a constel-
lation of crosslink-enabled satellites and offered a solution for addressing the
challenge of planning coordinated operations for a cross-schedule dependent
system. The results discussed are promising and demonstrate the value in
continued research using the two-level approach for proliferated LEO con-
stellations. The problem formulation and solving methods described in this
paper have important implications for cross-schedule dependent problems by
providing a dependable strategy for planning operations across a system of
crosslink-capable agents in a time-extended mission context.

Appendix A. In-Depth Review of Augenstein et al.

The formulation by Augenstein et al. addresses many of the requirements
for a valid GEOINT constellation planning method and also introduces var-
ious interesting, mission-specific constraints to guide the planning system’s
decisions to ensure the mission can be realistically conducted. However, the
formulation does not provide a clear representation of each satellite’s indi-
vidual plan. The mathematical formulation simply organizes the problem in
time for a single agent and does not explicitly provide a tractable method of
determining the optimal schedule for all satellites, collectively comprising the
constellation. While it appears the formulation is used for operating a fleet
of satellites, the literature lacks clear specifics on how this is accomplished
in practice and thus requires a more complete explanation.
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Augenstein et al. mathematically formulate the problem as:

min
xi

∑

i∈Sdl

(
c̃ixi + αdiyi

)

s.t. xi ∈ {0, 1}
yi ∈ R
yi ≥ 0

...

yi ≥ yi−1 − ãixi + b̃i

, (A.1)

where, within the objective function, c̃i represents a heuristic for the oppor-
tunity cost of a downlink task at time step i, xi is the decision variable for
task node selection, α provides a weighting factor on the value of the onboard
data, di is the penalty associated with the data onboard at time step i, and
finally yi is the actual amount of data onboard at the same time step. The
term Sdl, specifying the bound on the summation, represents only the set of
downlink opportunities. The vertical dots represent additional constraints
respecting slew agility, visiting the ground station periodically, and perform-
ing consecutive downlinks when possible. These constraints are specific to
the mission being addressed by Augenstein et al. and do not directly impact
this discussion. However, further detail is provided in [27], and a summary of
the variables used by Augenstein et al. is provided in Table A.5. A high-level
explanation of the terms in the objective function is as follows:

•
∑

i∈Sdl
: The optimization is done purely for the downlink nodes (Sdl)

• c̃ixi: The opportunity cost associated with selecting the ith downlink
node

• αdiyi: Penalty on the data at node i

The final constraint describes the data as a function of the previous node
and the choice of whether or not to collect data at the current node. The
ãi is somewhat more complicated than at face value, and what follows are
details not present in [27]. To describe the full meaning of ãi, the data at
time i can be written in two cases:

yi =

{
yi−1 − α̃i xi = 1

yi−1 + b̃i xi = 0
, α̃i ≥ 0, b̃i ≥ 0.
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In words, yi decreases by α̃i if node i is chosen and increases by b̃i if node i
is not chosen. Since xi is binary, the data could be written as

yi = yi−1 + (1− xi)b̃i − α̃ixi,

which, factoring out xi, can be expressed as

yi = yi−1 − (b̃i + α̃i)xi + b̃i.

Thus, ãi = b̃i + α̃i. So, ãi is actually the sum of the data that could be
obtained if node i were not chosen and the data that would be downlinked
if it were. b̃i is the data that could be obtained if node i were not chosen.
There are a few points that should be made on the formulation, which are
summarized below as follows:

1. The opportunities are sorted in terms of time (i.e., x1 occurs at a time
less than or equal to x2).

2. The formulation appears to be formulated for a single agent as yi, for
one agent should not be related to the value of another agent (i.e., you
cannot simply order the yi in time and relate yi to yi−1 for another
agent).

3. An inequality is used to express yi instead of an equality. Thus, the
amount of data onboard after a downlink opportunity is penalized,
which forces the equality satisfaction at the optimal value (amount
that can be downlinked within the window) if the data is positive. This
also allows the visiting of a downlink node to utilize only a portion of
the downlink capability. If there is less data onboard than could be
downlinked, then the yi ≥ 0 constraint combined with the inequality
constraint will keep the data at or above a zero threshold.

The values for c̃i, ãi, and b̃i are not precisely known but are instead estimated
using a heuristic.
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[32] O. Kondrateva, H. Döbler, H. Sparka, A. Freimann, B. Scheuermann,
and K. Schilling, “Throughput-optimal joint routing and scheduling for
low-earth-orbit satellite networks,” in 2018 14th Annual Conference on
Wireless On-Demand Network Systems and Services (WONS). IEEE,
2018, pp. 59–66.

[33] Y. Wang, M. Sheng, W. Zhuang, S. Zhang, N. Zhang, R. Liu, and J. Li,
“Multi-resource coordinate scheduling for earth observation in space in-
formation networks,” IEEE Journal on Selected Areas in Communica-
tions, vol. 36, no. 2, pp. 268–279, 2018.

[34] K. Cahoy and A. K. Kennedy, “Initial results from access:
an autonomous cubesat constellation scheduling system for earth

32



observation,” in Small Satellite Conference, 2017. [Online]. Available:
https://digitalcommons.usu.edu/smallsat/2017/all2017/98/

[35] A. K. Kennedy, “Planning and scheduling for earth-observing small
satellite constellations,” Ph.D. dissertation, Massachusetts Institute of
Technology, 2018.

33



92

CHAPTER 7

CONCLUSION

The primary objective of a constellation planning system is to efficiently use all system

resources available to accomplish the specified mission. Research into this promising field is

timely due to the tremendous government and industry interest in satellite constellations.

Two specific constellation mission types were studied; that of long-range RPO, and GEOINT

or Earth sensing. These two mission types were consistently studied in our research with the

aim of developing new and tractable methods for addressing both. The accomplishments

realized in our constellation planning and scheduling research span the following:

1. Mathematically formulated the long-range RPO constellation planning problem for

LEO and a planning routine to solve the formulation using a distributed algorithm.

(a) Augmented an existing routine with a J2 orbital model and a mission-relevant

utility function to be maximized within a constrained framework.

(b) Evaluated the formulation and solving method effectiveness in scheduling multi-

ple agents in LEO to service existing RSOs in nearby orbits.

2. Mathematically formulated the GEOINT constellation planning problem and devel-

oped a methodology for solving it optimally using network flow theory, thus providing

a tractable, realistic option for future constellation missions.

(a) Modeled the extended time task allocation opportunities using a directed acyclic

graph.

(b) Applied new constraints to guide the constellation toward global optimality while

respecting individual capabilities and resources for each satellite within the con-

stellation.
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(c) Evaluated the algorithm effectiveness in scheduling multiple agents in performing

an Earth sensing mission with image collection and data downlink tasks only

(ID[ST-SR-TA] problem type).

3. Mathematically formulated the Earth sensing constellation mission with the addition

of cooperative crosslinking between satellite pairs to provide better connectivity and

additional routes for managing data within the constellation.

(a) Extended the ID[ST-SR-TA] formulation to enable cooperation between satellites

and addressed the cross-schedule dependent (XD[ST-MR-TA]) planning problem.

(b) Devised the necessary additional constraints, beyond the in-schedule dependen-

cies, for enabling crosslink cooperation between constellation satellites.

(c) Demonstrated how crosslink-enabled constellation satellites can cooperate in

achieving mission goals.

The research successfully applied a crawl, walk, run approach by first modifying an

existing multi-agent task allocation routine to address the RPO servicing mission, then

developing a planning method for the ID [ST-SR-TA] Earth sensing constellation planning

problem, and finally extending that formulation to address the cross-schedule dependency

problem by incorporating crosslinks, specified as XD [ST-MR-TA]. The results of this re-

search have fully demonstrated the utility and extensibility of the constellation planning

methods developed and illustrated robust constellation planning methods with mission-

realistic applicability. The contributions herein can be leveraged by commercial, civil, and

military constellation systems interested in more effective cooperation.

While the GEOINT constellation planning methodology presented in this document

focuses on a centralized implementation, future research may find a promising extension

in a distributed method that supports better operations and survivability when limited

interaction to each individual satellite might be infeasible or degraded. Such distributed

planning methods would apply to the same systems as the centralized approach but enable

more independent and autonomous operation.
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APPENDIX A

Review of Constellation Planning by Augenstein et. al

Due to the importance of the paper by Augenstein, it now receives a more in-depth

review than the literature previously mentioned. Augenstein et al. formulated the planning

problem and provided a solution to the coupled Earth-sensing and data downlink por-

tions [52]. However, some limitations exist within their formulation and solving approach.

Before evaluating these critically, a comprehensive explanation of their approach is now

provided. The principal goal of the Augenstein paper is to balance data downlink with

image data collection to prevent data from remaining onboard the satellites for extended

periods of time. The basic concept underlying the planning technique relies on a graphical

formulation with graph nodes representing imaging or downlink task fulfillment opportuni-

ties and edges between nodes representing feasible attitude slew transitions between those

tasks [52]. The nodes are separated at discrete times and thus inherently introduce some

sub-optimality but make the problem tractable. A key requirement for the formulation

and solution technique is to generate a flight-worthy solution within a timeframe that sup-

ports the operational needs of the constellation. This timeline required a decoupling of

the image collection and downlink portions of the problem. Decoupling these two elements

improved run time but sacrificed some additional optimality. Two basic heuristics were

used to evaluate imaging opportunities relative to downlink opportunities and therefore in-

form the selected operation on each space vehicle. These heuristics are applied in a 2-layer

fashion with the first layer addressing downlink scheduling in a manner that attempt to

most effectively work around the anticipated imaging tasks. This is done by encouraging

downlinking to occur in such a way that prioritized Earth-sensing opportunities are realized

while also decreasing the amount of image data that remains onboard the space vehicle.
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The mathematical representation of this optimization problem is summarized below as:

min
xi

∑

i∈Sdl

(
c̃ixi + αdiyi

)

s.t. xi ∈ {0, 1}

yi ∈

yi ≥ 0

...

yi ≥ yi−1 − ãixi + b̃i

, (A.1)

where, within the objective function, c̃i represents a heuristic for the opportunity cost of a

downlink task at time step i, xi is the decision variable for task node selection, α provides

a weighting factor on the value of the onboard data, di is the penalty associated with the

data onboard at time step i, and finally yi is the actual amount of data onboard at the same

time step. The term Sdl, specifying the bound on the summation, represents only the set of

downlink opportunities. The vertical dots represent additional constraints respecting slew

agility, visiting the ground station periodically, and performing consecutive downlinks when

possible. These constraints are specific to the mission being addressed by Augenstein et

al. and do not directly impact this discussion. However, further detail about the variables

used by Augenstein et al. is provided in Table A.1. A high level explanation of the terms

in the objective function is as follows:

•
∑

i∈Sdl
: The optimization is done purely for the downlink nodes (Sdl)

• c̃ixi: The opportunity cost associated with selecting the ith downlink node

• αdiyi: Penalty on the data at node i

The final constraint describes the data as a function of the previous node and the choice

of whether or not to collect data at the current node. The ãi is somewhat more complicated
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Table A.1: Notation used for Planning

Variables used by Augenstein et. al

Name Description

xi Binary variable on whether or not to select node i
yi Amount of data on board (not a notion of agent)
di Penalty on data at node i
α Weighting on data
Sdl Set of nodes corresponding to a downlink
c̃i Heuristic for the opportunity cost associated with downlink node i
ãi Heuristic sum of possible data downlinked and the possible data obtained

b̃i Heuristic for the amount of data that could be obtained if node i not chosen

than at face value, and what follows are details not present in [52]. To describe the full

meaning of ãi, the data at time i can be written in two cases:

yi =





yi−1 − α̃i xi = 1

yi−1 + b̃i xi = 0

, α̃i ≥ 0, b̃i ≥ 0.

In words, yi decreases by α̃i if node i is chosen and increases by b̃i if node i is not chosen.

Since xi is binary, the data could be written as

yi = yi−1 + (1− xi)b̃i − α̃ixi,

which, factoring out xi, can be expressed as

yi = yi−1 − (b̃i + α̃i)xi + b̃i.

Thus, ãi = b̃i + α̃i. So, ãi is actually the sum of the data that could be obtained if node i

was not chosen and the data that would be downlinked if it were chosen. b̃i is the data that

could be obtained if node i were not chosen. There are a few points that should be made

on the formulation, which are summarized below as follows:

1. The opportunities are sorted in terms of time (i.e., x1 occurs at a time less than or

equal to x2).

2. The formulation appears to be formulated for a single agent as yi for one agent should
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not be related to the value of another agent (i.e., you cannot simply order the yi in

time and relate yi to yi−1 for another agent).

3. An inequality is used to express yi instead of an equality. Thus, the amount of

data onboard after a downlink opportunity is penalized, which forces the equality

satisfaction at the optimal value (amount that can be downlinked within the window)

if the data is positive. This also allows the visiting of a downlink node to utilize

only a portion of the downlink capability. If there is less data onboard than could be

downlinked, then the yi ≥ 0 constraint combined with the inequality constraint will

keep the data at or above a zero threshold.

The values for c̃i, ãi, and b̃i are not precisely known but are instead estimated using

a heuristic. These heuristics are determined using dynamic programming which provides

values for the opportunity cost, c̃i, and the amount of data that could be acquired at each

node, b̃i and were demonstrated to result in a tremendous improvement for an operationally-

valid constellation schedule. The research in this document expands on the contributions

from Augenstein et al. and introduces new methods to address some of the limitations.
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APPENDIX B

Integer Program Solution Techniques

The Mixed-Integer Linear Program (MILP) formulation provides an effective method

for modeling the optimization problems of interest to this research. The integrality of all de-

cision variables within the optimization space allow direct evaluation of the overall objective

function by selecting specific combinations of these variables. The approach of evaluating all

possible permutations of the decision variables, meeting the specified constraints, is referred

to as full or complete enumeration. While this approach can theoretically identify the op-

timal solution to the specified problem, actually doing so in practice is likely prohibitively

expensive in terms of computation time. This is due to the fact that a problem with n

integer variables with m values has a total of mn possible results to evaluate [65]. Such a

daunting task, thus demands a more efficient method for arriving at an optimal solution.

This appendix provides a brief explanation of some traditional methods and approaches

for solving MILPs. These include the following:

1. Branch and Bound

2. Cutting Plane

3. Branch and Cut

Each of these methods tackles the problem in a slightly different way but each of them

attempts to divide, reduce, or in some other way, simplify the problem being solved with

the intent of arriving at the optimal solution in an efficient manner.

B.1 Branch and Bound

The branch and bound technique is a powerful method that sequentially breaks the

original problem into smaller subproblems which are methodically solved, evaluated rela-

tive to each other, and potentially selected or eliminated based on that evaluation. This
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approach provides a systematic method for progressively reducing the complexity of the

optimization space to arrive at a final optimal solution. The problem is traditionally repre-

sented graphically as an inverted tree with a root node that branches into other nodes that

refine the problem into smaller and smaller subproblems. Each node in this structure rep-

resents a subproblem with each subsequent branch representing a constraint. The process

begins at the root node by removing the integrality constraints of the original problem and

solving this relaxation to yield the optimal solution. While unlikely, if the initial solution

to the relaxed problem meets all constraints of the original problem (including the integer

constraints), the solution is the optimum for the problem. However, if the solution to the

relaxed problem yields a fractional result in one ore more of the variables normally required

to be integral, then the relaxed problem is branched into two nodes representing subprob-

lems. This portion of the process is referred to as separation since it functionally separates

the previous solution into two distinct areas for further consideration. This branching is

performed in such a way as to reduce the complexity of the problem. For example, if the

solution to the relaxation yields a value of 3.8 for a variable x, then branching on this

variable would yield the following two constraints:

x ≤ 3

x ≥ 4

(B.1)

This branching then provides two new subproblems (original relaxation problem with ad-

ditional constraints) for evaluation and comparison to other existing branches and their

results. Throughout this branch and bound process, the objective function is evaluated at

each node and those meeting the integrality constraints become candidate solutions and set

the lower bound. The incumbent solution is determined by the current best integer solution

and is maintained throughout the process to provide one method of pruning or fathoming a

given node. The upper bound of the search is determined by the best solution to the relaxed

problem and can be used to provide an upper bound on the optimum while also informing



107

the proximity of the incumbent solution to this upper bound. The difference between the

upper and lower bounds is referred to as the gap. Pruning, or fathoming, of a node can

occur for any one of the following reasons:

1. Infeasibility - the branch lies outside of the space specified by the relaxed constraints.

2. Bound - the solution found is not better than the current incumbent solution. Note

that for maximization problems, the upper bound is determined by the solution to

the relaxed problem while the lower bound is determined by the best integer solution.

3. Candidacy - the solution meets all constraints including the integrality constraints so

no further branching occurs.

Branch and Bound Example

To help the branch and bound explanation, the approach described above is now applied

to the following problem, as an example:

max z = 2x+ 3y

s.t. x+ 2y ≤ 3

4x+ 5y ≤ 10

x, y ∈ {0, 1}

. (B.2)

For visualization purposes, this problem is illustrated on the left in Figure B.1 with the

constraints applied, and the objective function shown. The yellow area represents the

feasible region while the black dots represent the integrality constraint for the problem.

Relaxing the problem by removing the integrality constraint allows for a direct solve of the

optimal point, shown on the right side of Figure B.1. The resulting solution of (x, y) =
(
5
3 ,

2
3

)

generates an objective value of z = 16
3 ≈ 5.33 and then allows for subsequent branching. In

this example, the variable x = 5
3 ≈ 1.67 is first branched by applying additional constraints

of x ≤ 1 and x ≥ 2, as illustrated in Figure B.2.
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Fig. B.1: Plotted example branch and bound problem showing constraints, feasible region,
and objective function upward trend. Left shows the original MILP while the right shows
the relaxation and associated optimal point.

Fig. B.2: First branching applied on variable x.
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The process continues by finding the solution after adding in the additional constraints

specified by the branches. At node 2, this results in an objective value of z = 5 with x = 1

and y = 1. This solution meets all constraints including the integrality constraints, making

it a candidate solution. Upon further inspection, this result is the optimal solution to the

original integer problem. However for illustrative purposes, further branching continues for

this example and is summarily illustrated in Figure B.3. At node 3, branching is applied to

y since x = 2 (integer value) in that solution. That branching results in constraints being

added to the problem with y ≥ 1 (node 4) and y ≤ 0 (node 5). The branch to node 4 results

in an infeasible solution and is thus fathomed, or pruned. At node 5, y has two constraints

present which force y = 0 which intersects the x ≥ 2 constraint at point (x, y) = (2, 0).

This point results in an objective value of 4 and is therefore fathomed due to bound.

This example has directly illustrated the key concepts of branch and bound. To allow

for ease of plotting, only two variables were present in the example. In many real-world

applications there may be a large number of variables which precludes identifying a solution

via plotting. However, the same approach illustrated can be applied to those problems with

potential determination of an optimal solution that meets all specified constraints.

Branch and Bound Summary

In summary, the branch and bound technique is capable of efficiently breaking the

original integer program into more refined and tractable subproblems that are easier to solve

and evaluate based on a set of defined rules. These subproblems, when combined, result in

the original problem but allow for more effective management of problem complexity. This

technique is foundational to many of the approaches for solving integer linear programs.

B.2 Cutting Plane

Similar to the brand and bound approach from the previous subsection, the cutting

plane method is used to reduce the feasible region of the relaxed ILP with the goal of

improving the time required to identify the optimal solution to the original problem. A

cutting plane is a constraint that is added to the original problem that separates a fractional
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Fig. B.3: Visual summary of branch and bound approach for the example shown in Equation
B.2.
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Fig. B.4: Illustration of the original feasible region (blue) defined by linear constraints, the
applied cuts (yellow lines), and the resulting complex hull (green).

solution (resulting from a relaxation) from the integer candidates. This means that this

cut will violate the relaxed LP but not any integer feasible solution. Conceptually, the

cutting plane method sequentially removes sections of the feasible region from the ILP

relaxation by applying cuts with the intent of making the optimal integer solution become an

extreme point within the space. Doing so creates a scenario where the simplex algorithm can

efficiently drive toward the optimal solution by evaluating the vertices created by applying

the cuts. In the application of these cuts, no integer solutions are removed but the feasible

region is reduced. It is possible to reduce the overall feasible region using cuts until only the

feasible hull of the solution space remains. This concept is illustrated in Figure B.4, with

the original feasible region in blue, the applied cuts in yellow, and the resulting convex hull

highlighted in green. Reducing the feasible space to only the convex hull allows the simplex

algorithm to explore the space more efficiently on its way to identifying the optimal integer

solution.

The primary difference between the branch and bound and cutting plane methods is in

how the constraints, or cuts, are generated. The foundational methods are the mixed and

fractional cutting plane techniques developed by Gomory. These methods both belong to
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the dual cutting plane class and provide robust approaches for reducing the feasible region

and finding the optimal solution. The fractional cutting plane method requires that the

starting integer program contain all integer coefficients. This ensures that all slack variables

and added constraints are guaranteed to be integer and non-negative. The basic approach

is outlined below:

1. Relax the linear program and find the optimal solution using the simplex method.

2. Select a source row from the optimal tableau of step 1 and derive a cut constraint.

3. Apply the cut constraint and resolve the optimization of the augmented linear pro-

gram.

4. Check the integrality of the resulting solution. If the integrality constraints are met,

the problem is solved. Otherwise return to step 2.

The approach mentioned covers the basics but there are several approaches that exist for

generating cuts and some fundamental requirements about when to use them. Additional

information regarding these methods and cut types is provided in the following subsection.

Cutting Techniques

Several cut generation techniques exist but all of them convert constraints into cuts

that help reduce problem complexity. The main techniques used in generating cuts are the

following:

1. Rounding Technique - often used in model pre-processing to generate stronger cuts.

2. Disjunction Technique - most common technique for generating cuts for problems with

both integer and continuous variables. These cuts remove only fractional solutions

with valid cuts and do not remove integer solutions.

3. Lifting Technique - most often performed on binary (0, 1) problems to strengthen valid

inequalities.
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Fig. B.5: Illustration of a disjunctive cut that is feasible for the post-branching feasible
regions but not the original relaxation of the integer program.

These cut generation methods will now be discussed in additional detail. For rounding

techniques, the intent is to strengthen an existing constraint and is thus often used during

pre-processing [65]. As a simple example, consider the case of a problem with a constraint

specifying a fractional upper bound for a particular integer variable (e.g. x ≤ 5.7). Since

this variable is constrained to be an integer, it is possible to re-write the constraint to be

x ≤ 5. Similarly, for the case when a variable is constrained to be both an integer and

a lower limit, the proper rounding can be performed such as x ≥ 7.3 ⇒ x ≥ 8. This

cut generation method can also be applied to the case where a common divisor exists for

a constraint of all integer coefficients. For example, the constraint 2x + 6y ≤ 10 can be

divided by 2 to yield a stronger cut as x+ 3y ≤ 5.

The disjunctive cut generation technique is a common technique often used on problems

with both integer and continuous variables. For a cut to be a disjunctive cut it must be

valid for the feasible regions resulting after a branching operation of an integer variable,

but not necessarily for the relaxation of the original integer program [65]. An example of a

disjunctive cut is illustrated in Figure B.5. This cut technique is key to the branch and cut

solution approach.

The intent of Lifting techniques is to strengthen valid inequalities within an integer

program. This is accomplished by first lifting these constraints into an extended space
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using multiplication and then projecting them back to the original space for application.

The multiplication is performed on a variable and its complement. These techniques are

most often used for binary integer programs and additional details can be found in [66].

Cut types are discussed in the next subsection.

Cut Types and Application

A variety of cuts exist and are used under specific circumstances. A brief list and

summary of each of these main types is provided below:

• Pure Integer Variable Problems

– Gomory Fractional Cut : This cut is generated using the simplex tableau to

find an optimal solution. If the solution results in fractional values for the basic

variables, a cut can be generated by arbitrarily selecting a row from the tableau,

writing it in equation form, separating the integer and non-negative parts, and

finally extracting the non-basic variable equation for re-application. An example

of this common cut is shown in Section B.2.

– Chvatal-Gomory Cut : This cut is very similar to the Gomory fractional cut

and is generated by multiplying a scalar to a set of constraints, combining them,

and then applying a floor function for maximization problems or a ceiling func-

tion for minimization problems. This combination of existing constraints can

strengthen them.

– Pure Integer Rounding : This cut divides the constraint coefficients and RHS

by a common integer value and then applies a floor or ceiling rounding for maxi-

mization and minimization problems, respectively. This method often results in

relatively weak cuts but is often used in pre-processing.

– Objective Integrality Cut : This cut can be used when the coefficients on the

LHS of the constraint equation are all integers. When this occurs the objective

value may be set to an integer value via rounding (floor function for maximization
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problems and ceiling function for minimization problems). This is allowed since

the LHS coefficients are integers, and thus the RHS objective function must also

be.

• Mixed Integer Variable Problems

– Gomory Mixed Integer Cut : This cut is used when some variables are integer

while others are continuous. It is generated by solving the optimal tableau,

sorting continuous variables into positive and negative coefficient groups, along

with integer variables into those less than or equal to, and greater than the

relative objective value. These terms receive specific coefficients based on these

groups which are then combined for the mixed integer cut.

– Mixed Integer Rounding (MIR): MIR cuts are generated by applying integer

rounding on the coefficients of integer variables and the right-hand side of a

constraint.

• 0-1 Binary Knapsack Set Problems

– Knapsack Cover : A knapsack minimal cover is a subset of the variables of

the inequality such that if all the subset variables were set to one, the knapsack

constraint would be violated, but if any one subset variable were excluded, the

constraint would be satisfied.

– Lifted Knapsack Cover : This is used to strengthen knapsack cover inequali-

ties. Finding the appropriate lifting coefficients will improve the strength of the

knapsack cover.

– Generalized Upper Bound (GUB) Cover : This constraint is formed by

selecting variables from the specified constraints so that no variables are the

same, adding them together, and forming a new constraint.

• Binary Coefficients and Binary Variables Problems
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– Binary Cuts: This cut is often used for network and graph problems and

relies on a maximum clique. A clique is a relationship among a group of binary

variables such that at most one variable in the group can be positive in any

integer feasible solution. A maximal clique can be converted into a constraint

that often dominates the constraints set by the initial problem constraints and

speeds the solution discovery.

• Continuous Variables with Variable Upper Bounds Problems

– Flow Cover Cuts: Applied to problems with variables having upper bounds

from 0 and greater and that are associated with binary variables. Continuous

variables are modeled as in-flows and out-flows to a node with the binary variables

being whether flow is on or off. Similar to a knapsack constraint which can be

used to generate a cover constraint.

Cut Example

To complete the explanation of the cutting plane approach, the Gomory fractional

cutting method is now applied to the following problem (same as the branch and bound

example in Section B.1):

max z = 2x+ 3y

s.t. x+ 2y ≤ 3

4x+ 5y ≤ 10

x, y ∈ {0, 1}

. (B.3)

For visualization purposes, this problem is illustrated on the left in Figure B.6 with the

constraints applied, and the objective function shown. The yellow area represents the

feasible region while the black dots represent the integrality constraint for the problem [67].



117

Fig. B.6: Plotted example problem showing constraints, feasible region, and objective func-
tion upward trend. Left shows the original ILP while the right shows the relaxation and
associated initial optimal point.

Table B.1: Optimal tableau 1 for the relaxed ILP of Equation B.3.

x y s1 s2 RHS

y 0 1 4/3 -1/3 2/3
x 1 0 -5/3 2/3 5/3

-z 0 0 -2/3 -1/3 -16/3

The solution search process begins by applying the simplex method to the relaxed

problem and finding the optimal point. Performing the simplex method on the problem

results in the tableau captured in Table B.1, with variables s1 and s2 being slack variables.

Since both rows of the optimal tableau in B.1 have a fraction in the right hand side (RHS),

an integer solution was not found. Thus, a cut is applied by selecting a row and writing it

in equation form as:

y +
4

3
s1 −

1

3
s2 =

2

3
(B.4)

In generating the cut, equation B.4 is separated into integer and non-negative parts.

Since the slack variables both have fractional coefficients, an integer is generated for them

which when combined with the resulting fractional portion, equal the original fractional

coefficient. This results in the following equation:
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y + s1 − s2 +
1

3
s1 +

2

3
s2 =

2

3
(B.5)

Note that summing the coefficients of s1 results in a value of 4
3 while the summation of the

s2 coefficients results in a value of −1
3 , which match the original coefficients in equation B.4.

This is done to ensure integer values exist for every associated fractional value such that

the cut separates them. Now we can separate the integer portion into its own equation as

well as the non-negative portion. Doing so yields two equations as:

y + s1 − s2+ ≤ 0 (B.6)

1

3
s1 +

2

3
s2 ≥

2

3
(B.7)

Equation B.6 shows ≤ 0 because the lower integer (floor function) of 2
3 is 0. Similarly, this

requires that the fractional portion of the equation be ≥ 2
3 . Now this cut can be applied to

the problem but before doing so, it is possible to visualize the cut by expressing s1 and s2

in terms of x and y. This is possible by replacing the slack variables, s1 and s2, with their

equivalents from the starting tableau. Performing that substitution yields the following:

y + (3− x− 2y)− (10− 4x− 5y) ≤ 0 ⇒ 3x+ 4y ≤ 7 (B.8)

Applying this new constraint results in a reduced feasible area without removing any of the

integer solutions within that space. The impact of this new cut is illustrated in Figure B.7.

The next step in the process is to add the cut to the simplex tableau and re-solve. The new

augmented tableau is shown in Table B.2 with the final tableau shown in Table B.3. Since

all values in the RHS column are integer, this represents the final solution of (x, y) = (1, 1).

Cut Summary

In summary, the goal of the cutting plane method is to apply constraints that separate

the fractional solution (from the MILP relaxation space) from all integer constraints, reduce
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Fig. B.7: Resulting impact to the feasible region after applying the first cut.

Table B.2: Starting tableau resulting from the application of the first cut to the relaxed
ILP of Equation B.3.

x y s1 s2 s3 RHS

y 0 1 4/3 -1/3 0 2/3
x 1 0 -5/3 2/3 0 5/3
s3 0 0 -1/3 -2/3 1 -2/3

-z 0 0 -2/3 -1/3 0 -16/3

Table B.3: Final tableau resulting after optimizing based on the applied cut for the relaxed
ILP of Equation B.3. Note that the sign of the slack variable coefficients indicate this is
the optimal solution.

x y s1 s2 s3 RHS

y 0 1 3/2 0 -1/2 1
x 1 0 -2 0 1 1
s2 0 0 1/2 1 -3/2 1

-z 0 0 -1/2 0 -1/2 -5
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the feasible region, and generate additional vertices that can be tested for optimality using

the simplex method. This process can be augmented with the branch and bound technique

to generate a very efficient method for solving linear programs. This combination is briefly

explained in the following subsection.

B.3 Branch and Cut

The branch and cut method blends the advantages of both the branch and bound and

the cutting plane methods. Branch and bound allows a problem to be broken into distinct

subproblems for solving and evaluation while the cutting plane method essentially tightens

the relaxations that are applied to the problem to ease solving. The branch and bound

method by itself is reliable but can be slow in arriving at a solution. The cutting plane

method by itself has limited application except for very simple problems but it is fast in

generating cuts. Combining the two approaches leverages the best aspects of each method

and results in a powerful solution technique for solving integer linear programs. The basic

approach is to relax the original integer program, solve it, determine valid cuts that reduce

the feasible region, then apply those cuts. Once the generation and application of new cuts

becomes less effective, execute a branching operation and repeat the process. This general

procedure is followed until the optimal solution is identified. Additional details on the

branch and bound and cutting methods are provided in Sections B.1 and B.2, respectively.
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