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Abstract 

Investing in children's well-being and supporting high-quality pre-school education is a significant 

component of its promotion (ECE). All children have the right to participate. ECE teachers' thoughts 

about children's participation were examined to see if they were linked to children's perceptions of 

their participation. On the other hand, current studies focus on a single categorization method with 

lower overall accuracy. The findings of this study provided the basis for the development of an 

ensemble machine learning (ML) approach for measuring the participation of children with learning 

disabilities in educational situations that were specifically developed for them. Visual and auditory 

data are collected and analyzed to determine whether or not the youngster is engaged during the 

robot-child interaction in this manner. It is proposed that an ensemble ML technique (Enhanced 

Deep Neural Network (EDNN), Modified Extreme Gradient Boost Classifier, and Logistic 

Regression) be used to judge whether or not a youngster is actively engaged in the learning process. 

Children's participation in ECE courses depends on both the quantitative and qualitative 

characteristics of the classroom, according to this research. 
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1 Introduction 

Educational technology includes computer-based learning. Moreover, educational technology combines 

resources other than computers to maximise each resource's unique traits and benefits (Ninaus, M., et 

al., 2019), even in childhood education. Besides computers, interactive whiteboards and programmable 

toys are commonly employed in childhood education. Childhood education may include game consoles 

and robots (Morgan, P. L., et al., 2012). Artificial Intelligence techniques have been used in computer-

based learning to improve learning outcomes. Traditional CAI systems rely on shallow representations 

of the teaching domain, student data, and pedagogical practices. They struggle to successfully adapt to 

the learning process due to inadequate adaptability and learner evaluation. Intelligent Educational 

Systems (IESs) use AI techniques and mechanisms (Ingersoll, B., et al., 2006). The purpose is to emulate 

learners and knowledge about the teaching subject (Cuayáhuitl, H, 2019). 

Like Intelligent Educational Systems (computer-based), Intelligent Robots are a standard paradigm 

of Artificial Intelligence in education (McConnell, S. R. (2000)). Educational robots have advantages 

over computer-based learning methods. Educational robots are self-contained, mobile, and diverse. They 

may feel emotions and react to human relationships. Robots provide unique engagement opportunities 

that foster bonding with young children (Sallin, A. (2021)). Some studies demonstrate that young 

children treat robots more like friends than machinery or toys. The new study intends to add to past 

research by measuring children's engagement with the social robot NAO (Vartiainen, H., et al., 2020). 

The experiments involved ten youngsters, each of whom was given a scenario by a child psychologist. 

Section 2 describes the recommended technique. Section 3 discusses the findings. Section 4 concludes 

and plans future work. 

2 Proposed Methodology 

This study presented an ensemble ML-based approach to measuring the involvement of children with 

learning disabilities in properly prepared instructional scenarios. The suggested methodology's actual 

procedure is (1) the use of multimodal information comprised of visual and aural modalities, and (2) the 

use of an ensemble ML technique (EDNN, Modified XG Boost, and Logistic Regression) that offers a 

conclusion regarding the child's involvement state. 

 

Figure 1: The Process of the Children Engagement with Robot using Ensemble ML 
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Dataset Formulation 

In ten scenarios, the studies involved ten youngsters, two girls and eight boys, ages 9 to 10 (Table 1). 

This is done in a classroom with children, the NAO robot, and a child psychologist at the back of robot. 

The robot must also face the child for the speech recognition module to perform correctly, as the 

microphones are aimed at the youngster. The video recordings were used to create an 819-sample dataset 

with 11 characteristics per sample, in which 99 samples represented engaged children, while 720 

samples represented non-engaged. After manual annotation, competent child psychologists determined 

the ground truth data. 

Table 1: Educational Scenarios’ Attributes 

Scenario Types of Activities Included 

S1 Meet/greet, text decoding, phonology (de)composition, memory, and robot-child relaxation 

game 

S2 Meet/greet, phonetic discrimination, text reading, decoding, and comprehension 

S3 Meet/greet, story listening and telling, and sentence structuring 

S4 Text comprehension and visual representation 

S5 Phonemic addition, sentence playback from memory, and robot-child relaxation game 

S6 Meet/greet, sentence playback from memory, and reading enhancement 

S7 Meet/greet, phonetic awareness, and robot-child relaxation game 

S8 Meet/greet, acoustic vocal discrimination, and acoustic syllable discrimination 

S9 Memory enhancement and text decoding 

S10 Text reading and robot-child relaxation game 

Multimodal Sensing 

The social robot's sensing capabilities determine the sort of sensory data processed to determine the 

child's involvement state during the contact. This study uses the well-known NAO robot, but other social 

robots might also be employed. The robot has two identical RGB video cameras on the forehead and a 

microphone, allowing it to offer visual and auditory sensing.  

 

Figure 2: Visual Sensing Retrieved Data. (a) Body Pose Identification. (b) Facial Landmark 

Identification 
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1. Visual Sensing: These skills of NAO robots allow it to capture video frames of the child's body 

and face. The library extracts the body stance from each video frame, comprising of 25 key points 

(2 on torso, six on hands, 12 on legs, and five on head), as shown in Fig.2 (a). Using the Open Face 

library, 68 facial landmarks are retrieved from the child's face (refer to Figure 2(b)). Facial Action 

Coding System (FACS) uses evaluated facial landmarks to describe a child's emotional state. 

Finally, the Open Gaze library detects the child-robot eye contact.   

2. Audio Sensing: At the time of communication with the child, the robot must always face the child 

to capture and evaluate the child's speech and provide other information about the child's 

involvement level. 

Most of the visual elements listed above are estimated by monitoring and evaluating retrieved vital 

points. For features 3 and 7, the most frequent condition (0 or 1) in the time window is chosen. If the 

child is not speaking, verify if the voice volume is 350 RMS or higher, and the mean voice level. A 

feature vector FV R11 is allocated to each 60-second video frame. The collected characteristics from 

instructional situations are utilized for training the ML technique to predict the child's involvement. 

Ensemble-based ML Approaches 

An ensemble ML classifier is used to solve a standard two-class classification issue. Ensemble 

algorithms have established records on complicated datasets (Jonnalagadda, A, 2022). Three ML-based 

classifiers are utilised here to classify the data. The EDNN, MXGB, and Logistic regression models are 

merged to produce a prediction technique (ensemble approach). Finally, display the voting-based 

classification result. 

EDNN 

Deep Learning has been shown to be useful in creating correct predictions from complex data sources. 

Because these parameters are chosen based on the users' experiences and/or trial and error, an overfitting 

problem is introduced in the process, which is a big difficulty. A computational technique can be used 

to automate and minimize errors in this procedure. It used fuzzy inference to reduce the problem. Fuzzy-

inference systems can employ responsive neurons to categorize desirable aspects. 

Integration with Fuzzy Inference System 

Complex non-linear challenges can be simulated using fuzzy inference techniques. Rule-based systems 

offer the advantage of being influenced by subjective data. An analyst can use this to improve 

categorization results or change the system's behaviour. This feedback bias can also be employed to 

accelerate autonomous system learning while retaining stability. The DL features will be further 

processed by FIS, allowing the system to simulate human thinking and providing a way for biassing the 

system with analyst feedback. To train the system, both feature vector inputs and outputs must be valid. 

The benefit of this approach is that these fuzzy rules describe the fuzzy system's behaviour. The learning 

algorithm block analyses the fuzzy inference block's input pattern. Adjusted system weights are returned 

to the system, automatically changing prediction behavior and allowing the system to adapt. 

Assume that the rules include three fuzzy if-then rules of Takagi and Sugeno's kind. 

Rule 1: If x is A1, y is B1, and z is C1 then f1=p1x+q1y+t1z+ r1, 

Rule 2: If x is A2, y is B2 and z is C2 then f2=p2x+q2y+t2z+ r2, 

Rule 3: If x is A3, y is B3 and z is C3 then f3=p3x+q3y+t3z+ r3, 



An Ensemble-based Machine Learning Model for 

Investigating Children Interaction with Robots in Childhood 

Education 

Doris Fuster-Guillén et al. 

 

64 

Modified Extreme Gradient Boost (MXGB) Classifier 

Extreme Gradient Boosting (XG Boost) is a ML algorithm for regression and classification issues based 

on the Gradient Boosting Decision Tree (GBDT). Firstly, define the second-order approximation of 

additive tree boosting. The amount of data is m, and the amount of features is n. The raw forecast is zi, 

and the possibility recognition is (y I) ̂= σ (z i), in which σ(.) represents the sigmoid function. Remember 

that the (y i ) ̂ in their analysis is denoted as z here. The accurate label is characterized by yi, and the 

parameters for the two-loss functions are α and γ. The gradients/Hessians are documented in a merged 

format independent of yi, to assist vectorization in other related applications. 

According to the additive learning objective used in practice is: 

ℒ(𝑡) = ∑ 𝑙 (𝑦𝑖 , 𝑧𝑖
(𝑡−1) + 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡)𝑛

𝑖=1         (1) 

In which t denotes the t-th iteration of the training process. Employing second-order Taylor expansion 

on equation 1, will obtain: 

ℒ(𝑡) ≈ ∑ [𝑙 (𝑦𝑖 , 𝑧𝑖
(𝑡−1) + 𝑔𝑖𝑓𝑡(𝑥𝑖)) +

1

2
ℎ𝑖(𝑓𝑡(𝑥𝑖))2 + Ω(𝑓𝑡)𝑛

𝑖=1     (2) 

∝ ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +𝑛
𝑖=1

1

2
ℎ𝑖(𝑓𝑡(𝑥𝑖))2] + Ω(𝑓𝑡)    (3) 

Because XG Boost does not automatically differentiate, manual differentiation is required. The 

resulting expressions can also be used in other ML projects. Both loss functions employ sigmoid 

activation, and the derivatives use the following fundamental characteristic of the sigmoid: 

𝜕𝑦̂

𝜕𝑧
=

𝜕𝜎(𝑧)

𝜕𝑧
                (4) 

= 𝜎(𝑧)(1 − 𝜎(𝑧))    (5) 

= 𝑦 ̂(1 − 𝑦 ̂)              (6) 

Distraction Population Factor (DPF)  

Apart from the regularised objective, these strategies help prevent overfitting. After each phase of tree 

boosting, the Distraction population factor is raised by a factor 〖RAw〗 j^*. 

For a fixed structure q(x), calculate the best weight 𝑅𝐴𝑤𝑗
∗of leaf j by 

𝑅𝐴𝑤𝑗
∗ = −

∑ 𝑔𝑖𝑖∈𝐼𝑗

∑ ℎ𝑖+𝜆𝑖∈𝐼𝑗

          (7) 

In which ∈ is an approximation factor. Here each data point is weighted by hi which denotes the 

weight, can rewrite Eq (8) as 

∑
1

2
ℎ𝑖(𝑓𝑡(𝑥𝑖) − 𝑔𝑖 ℎ𝑖)⁄ 2𝑛

𝑖=1 + Ω(𝑓𝑡)  (8) 

Describe 𝐼𝑗  =  {𝑖|𝑞(𝑥𝑖)  =  𝑗} as the instance set of leaf j. And it can rewrite as Eq (10) by expanding 

Ω, 

ℒ(𝑡) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +𝑛
𝑖=1

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡)              (9) 

ℒ(𝑡) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +𝑛
𝑖=1

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] +
1

2
λ ∑ wj

2T
j=1      (10) 

Logistic Regression (LR) 

The logistic regression design is chosen because it is widely used in data mining and ML domains. For 

example, this study evaluated risk factors for provided data and predicted the possibility of happenings. 
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When dealing with two-category concerns (i.e., just two output types representing each category), 

logistic regression is commonly used to calculate the chance of each classification event occurring. 

Below is a logistic regression framework: 

𝑝𝑟𝑜𝑏(𝑌 = 1) =
𝑒𝑧

1+𝑒𝑧        (11) 

In which Y denotes to binary dependent variable (Y is equal to 1 if an event happens; Y=0 otherwise), 

e stands for the foundation of natural logarithms, and Z means with constant β0, co-efficient βj and 

predictors Xj, for p predictors (j=1,2,3,.....,p). 

3 Results and Discussion 

Experiments were set up to evaluate the proposed methodology's performance. The studies used the 

scikit-learn ML Library for Python 2.7. The tests were done on a system with an Intel i7-6700HQ CPU, 

8 GB DDR4 RAM, and a GTX 960M GPU. 

Table 2: Performance Comparison Table for Suggested and Conventional Approaches 

Metrics RF SVM EMLM 

Precision 79.24 81.57 87.67 

Recall 72.15 75.68 89.27 

F-measure 86.47 89.62 92.59 

Accuracy 68.54 81.57 94.21 

 

Figure 2: Precision and Recall Results between the Suggested and Conventional Approaches 

This method outperforms the present classifier in terms of precision and recall, as shown in Figure 

2. The findings show that the proposed algorithm works quite well. So the presented method will 

outperform other classifiers developed on earlier versions. 
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Figure 3: Accuracy and F-measure Results between the Suggested and Conventional Approaches 

Figure 3 compares the experimental, and EMLM learning projected results using RF and SVM 

approaches. The results show that ensemble learning may considerably increase prediction performance 

in aamulti-label formulation prediction. so, the suggested algorithm is effective than the existing one. 

4 Conclusion 

This paper tackled detecting a child's engagement with a social robot in two-way intelligent 

communication. Using an ensemble ML technique, it was solved as a two-class categorization issue. To 

explain the child's behavior, the suggested methodology uses multimodal data (visual and auditory). The 

basic concept that a child with learning challenges is diagnosed by treating body and head positions, 

facial expressions, eye contact, and speech was approved. Thus, the suggested approach outperforms the 

conventional strategy in terms of accuracy. 
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