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Introduction 
 
China looms large in the global landscape of artificial intelligence (AI) 
research, development, and policymaking. Its talent, growing technological 
skill and innovation, and national investment in science and technology have 
made it a leader in AI. 
 
Over more than two decades, China has become deeply enmeshed in the 
international network of AI research and development (R&D): co-authoring 
papers with peers abroad, hosting American corporate AI labs, and helping 
expand the frontiers of global AI research. During most of that period, these 
links and their implications went largely unexamined in the policy world. 
Instead, the nature of these connections was dictated by the researchers, 
universities, and corporations who were forging them. 
 
But in the past five years, these ties between China and global networks for 
R&D have come under increasing scrutiny by governments as well as 
universities, companies, and civil society. Four factors worked together to 
drive this reassessment: (1) the growing capabilities of AI itself and its 
impacts on both economic competitiveness and national security; (2) China’s 
unethical use of AI, including its deployment of AI tools for mass surveillance 
of its citizens, most notably the Uyghur ethnic group in Xinjiang but 
increasingly more widespread; (3) the rise in Chinese capabilities and 
ambitions in AI, making it a genuine competitor with the U.S. in the field; and 
(4) the policies by which the Chinese state bolstered those capabilities, 
including state directed investments and illicit knowledge transfers from 
abroad. 
 
Taken together, these concerns led to intense scrutiny and new questions 
about these long-standing ties. Is cooperation helping China overtake 
democratic nations in AI? To what extent are technologists and companies in 
democratic nations contributing to China’s deployment of repressive AI tools? 
 
This working paper considers whether and to what extent international 
collaboration with China on AI can endure. China has been a subject of 
discussions among the government officials and experts participating in the 
Forum for Cooperation on AI (FCAI) over the past two years. The 2021 FCAI 
progress report identified the implications of China’s development and use of 
AI for international cooperation.1 The report touched on China in connection 
with several of the recommendations regarding regulatory alignment, 
standards development, trade agreements, and R&D projects but also focused 
on Chinese policies and applications of AI that present a range  
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of challenges in the context of that nation’s broader geopolitical, economic, 
and authoritarian policies. A roundtable discussion on December 8, 2021 
presented these issues to FCAI participants more fully and elicited their views.  
 
This paper expands and distills this work with a focus on the scope, benefits, 
and prospective limits of China’s involvement in international AI R&D 
networks. In Part I, it presents the history of China’s AI development and 
extraordinarily successful engagement with international R&D and explains 
how this history has helped China become a global leader in the field. Part II 
shows how China has become embedded in international AI R&D networks, 
with China and the United States becoming each other’s largest collaborator 
and China also a major collaborator with each of the other six countries 
participating in FCAI. This collaboration takes place through multiple 
pathways: enrollment at universities, conferences, joint publications, and work 
in research labs that all operate in various ways to develop, disseminate, and 
deploy AI. 
 
Part III then provides an overview of the economic, ethical, and strategic 
issues that call into question whether such levels of collaboration on AI can 
continue, as well as the challenges and disadvantages of disconnecting the 
channels of collaboration. The analysis then looks at how engagement with 
China on AI R&D might evolve. It does so primarily through a U.S.-focused lens 
because the U.S., as by far China’s largest competitor and collaborator in AI, 
provides an umbrella and a template for countries and FCAI participants that 
also collaborate with China on AI R&D and face many of the same issues. 
Moreover, measures to respond to the challenges China presents are more 
likely to be effective in coordination than in isolation. Recent U.S. export 
controls on semiconductors and the technologies used to manufacture them 
have laid bare the critical role of countries such as Japan and Korea. For now, 
the U.S. government is able to force foreign compliance through 
administrative measures, such as the foreign direct product rule, but these 
mechanisms may be made moot if foreign manufacturers engineer U.S. 
technology out of their supply chain. This paper deals with cooperative 
research rather than hardware supply chains, but similar dynamics exist 
across these domains. Accordingly, this paper is not just about collaboration 
with China but also about collaboration in relation to China.  
 
The U.S., other governments participating in FCAI, and their partners are not 
the only actors in this drama. What AI R&D with China looks like going forward 
will also be determined by what China does. China's intensifying push for 
technological self-reliance has accelerated China's disengagement from the 
international technology ecosystem in certain respects, while so far keeping it 
deeply enmeshed in other international research networks. The future 
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trajectory of this engagement will depend heavily on actions taken by the 
Chinese government and the Chinese Communist Party. 
 
In light of the issues presented by these changes, the paper proposes 
rebalancing AI R&D with Chinese researchers and institutions through a risk-
based approach. Going forward, such collaboration will require a clear 
assessment of the costs and benefits, aiming to maximize the benefits of an 
open research environment and strong international links with the risks 
presented by AI R&D with China. Adopting an appropriately risk-based 
approach often will not counsel complete disengagement with China on AI 
R&D and instead require a rebalancing that takes into account the various 
vectors for knowledge transfer. Crucially, governments need to work 
collaboratively with each other and with companies, universities, and research 
labs to inform the assessment of the risks and understand the benefits of AI 
R&D with China. A failure to build these partnerships into the risk-assessment 
process could lead to bad outcomes that mismeasure risks and benefits, 
leaving the U.S. worse off. 
 
The table below summarizes for each pathway of collaboration discussed in 
Part II (1) the costs and benefits discussed in Part III and (2) the 
recommendations for risk mitigation strategies and international cooperation 
needed for the rebalancing in each network to be globally effective. The 
benefits, risks, and challenges vary for each pathway of collaboration; as a 
result, enrollment of foreign students and dissemination of knowledge 
through publication and conferences should continue with limited exceptions, 
while active research collaborations call for more significant restraints on the 
part of individual researchers and institutions, informed and guided by 
governments. 
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AI R&D Networks Costs Benefits Risk Mitigation Strategy Role for International 
Cooperation 

Joint U.S.-China 
AI publications 

Exposure to 
knowhow 
(beyond what is 
gained from 
merely reading 
the publication) 
that can be used 
to advance 
China’s AI 
capability in 
ways that is 
detrimental to 
U.S. values, 
economics, or 
national security 

Access to AI 
knowledge in 
China that 
supports U.S. 
innovation 
 
Opportunity to 
understand the 
pace and focus of 
AI R&D in China 
 
Research 
relations can lead 
to graduate study 
at U.S. universities 

Develop an approach to 
screening joint research 
that takes into account 
whether it provides 
Chinese researchers with 
new information that 
they would not obtain on 
their own; whether the 
Chinese partner is 
affiliated with the 
Chinese military (i.e., 
Seven Sons of National 
Defense); and taking 
account of the potential 
applications of the 
research 
 
  

Alignment with key AI 
powers (EU, Japan, U.K., 
and others) is needed to 
prevent U.S. action merely 
leading to Chinese 
researchers increasing 
joint publications with AI 
researchers in third 
countries 

International AI 
conferences 

Chinese 
researcher 
access to 
cutting-edge AI 
developments in 
the U.S. 

Provides U.S. 
researchers with 
insights into AI 
developments in 
China  
 
Opportunity to 
understand pace 
and focus of AI 
R&D in China  
 
Networking  
  
  

Focus narrowly on 
screening out bad actors 
from conferences to limit  
access to the types of AI 
knowledge and networks 
gained from participating 
in conferences.   

Top AI conferences are 
global, requiring 
international alignment  

Enrollment in 
computer science 
and other AI-
adjacent 
programs at U.S. 
universities  

Hands-on 
training of 
technical 
researchers and 
engineers, many 
of whom will 
stay in the U.S. 
but some of 
whom may 
return to China 

Economic gains 
for the university  
 
Opportunities for 
research that 
benefit 
students/faculty 
 
Exposing Chinese 
AI talent to U.S. 
values and 
opportunity  

Principles on joint AI 
research to guide 
universities on how to 
screen out high risk 
students (e.g., from the 
CCP)  
 
Work with law 
enforcement to identify 
bad actors 
 
Increase opportunity for 
Chinese 
students/researchers to 

Alignment with other 
universities in the West 
needed to address leakage 
(i.e., high-risk Chinese 
students studying at non-
U.S. universities) 
 
International cooperation 
on a common approach to 
research principles 
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remain in the U.S. post-
graduation (i.e., provide a 
clear path to permanent 
residency and 
citizenship) 

Open publication 
of AI research 

Access to 
cutting-edge AI 
research 
 

Access of U.S. 
researchers to AI 
developments in 
China 
 
 

Curtailing open 
publication likely not 
feasible and inconsistent 
with broader U.S. 
support for an open 
internet 

 

U.S. Private 
sector labs in 
China/China 
private sector 
labs in the U.S. 
 

Training and 
access to 
commercially 
sensitive AI 
knowledge  
 
Requirements 
for technology 
transfer  

Close 
engagement with 
top Chinese AI 
researchers 
 
Increased 
understanding of 
Chinese AI 
ecosystem 
 
Test and trial AI 
products in China 
to measure 
commercial 
impacts 

Limits on types of AI 
research that can be 
conducted 
 
Cooperation with U.S. 
law enforcement to 
address risk of theft of 
AI knowledge  
 
Support international 
rules on technology 
transfer requirements  

Work with partners to 
agree to rules prohibiting 
technology transfer 
requirements (e.g., non 
source code requirements 
in trade agreements) 
 
International cooperation 
to address risk of IP theft 

 
 

We also recommend establishing an institution that can facilitate information 
sharing amongst government, academia, and civil society on risks from 
international AI collaboration with China. This information would inform the 
risk-based analysis that will need to underpin any rebalancing of AI R&D 
networks with China. 
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China’s role in international AI 
R&D 
 
"Science is the most international field in the world today,” the editor of 
Scientific American said last year. International scientific collaboration 
affords opportunities to share project costs, resources, and expertise. These 
opportunities are especially important when it comes to AI R&D because, for 
reasons described in the FCAI progress report, R&D in AI is especially 
collaborative. Moreover, joint research can have higher impact, as the outputs 
are more accepted globally, and it provides greater access to new ideas.2 
Indeed, research shows that scientific publications that are the result of 
international collaborations are more highly cited than less collaborative 
ones.3 As a result of all these factors, collaboration in AI R&D across 
disciplines, organizations, and international borders is extensive. 
 
China has made the most of the system of international scientific 
collaboration through collaborative research, study abroad, monitoring of 
international publications, hosting foreign technology labs, and technology 
transfer by a variety of means.4 This section explores how this has especially 
been the case with respect to R&D on AI, helping China to become a global 
leader that is deeply embedded in the R&D ecosystems of the U.S. and other 
AI leaders around the world. 
 
25 years of Chinese AI development 
 
A full exploration of how China has become a leader in AI requires a brief 
review of the history of Chinese AI development and what role international 
cooperation has played in that process. The following outlines how Chinese 
researchers and AI developers have benefited from all the ways that AI R&D 
occurs, with a focus on studying abroad, online publication of AI papers, joint 
publication with overseas researchers on AI, and employment in U.S.-owned 
AI labs in China. 
 
The Chinese Communist Party has long taken a techno-nationalist view of 
state power.5 But in the nearly three decades of Mao Zedong's reign, the 
country’s adversarial relationships with the world’s leading scientific powers 
forced China to seek technological strength from within, leading to a highly 
isolated science and technology ecosystem. But with the beginning of China's 
"reform and opening" period in the late 1970's, China began to systematically 
engage with the international science and technology community as a means 
of absorbing the key technologies and knowhow needed to modernize China's 
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economy and military. That international engagement included sending 
Chinese scholars abroad, making foreign technology transfer a prerequisite 
for market access, systematically monitoring global scientific progress, and 
outright theft of intellectual property, among other tactics.  
 
China's pursuit of AI development has followed some of these same 
trajectories, but it has also been driven heavily by more organic academic and 
business exchanges. Researchers in China have been working on AI for 
decades, but for most of that time, they remained far behind the global cutting 
edge. China’s Cultural Revolution (1966-76) dramatically weakened the 
country’s intellectual and scientific community, and its knock-on effects 
continued strongly through the 1990s. Chinese universities lacked the 
infrastructure for cutting-edge research, and China had few technology 
companies with the resources to pour into knowledge-intensive R&D. 
 
The country’s AI ecosystem got a boost in 1998 when Microsoft CEO Bill 
Gates decided to open a research lab in Beijing. The lab, known as Microsoft 
Research Asia (MSRA), was led by Kai-Fu Lee, a Taiwan-born AI researcher 
who had worked on cutting-edge speech recognition technology at Apple in 
California before joining Microsoft. MSRA quickly became a hotbed for AI 
work and a magnet for talented Chinese researchers. Many of those 
researchers would go on to lead technical teams at China’s internet giants and 
create some of China’s most influential AI startups.6 By 2004, the MIT Tech 
Review had crowned MSRA “the world’s hottest computer lab.”7 
 
Despite that early promise, Chinese progress in AI and related fields still flew 
under the radar of most foreign governments. The real-world use cases of AI 
remained limited, and Chinese technology companies were not viewed as true 
competitors with their international peers. Over the following decade, both of 
those things changed. 
 
Beginning around 2012, several factors converged to accelerate China’s AI 
development. Deep learning—a machine learning (ML) technique for 
constructing more powerful neural networks—exploded, opening up countless 
new applications in everything from autonomous vehicles to facial recognition 
and other imaging. As one of the few countries to foster its own homegrown 
internet giants—home to large pools of engineering talent, training data, and 
computing power—China was in a strong position to advance deep learning 
and apply it to existing products as well as further research.8 China’s vast 
population provided sources of data on the massive scale needed to train 
these neural networks, and China’s internet companies were able to exploit 
this data to develop and deploy new products on a scale that enabled them to 
become powerful and innovative national champions. 
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Chinese private sector interest in AI continued to grow through the mid-2010s, 
with high-quality research ramping up and dozens of new startups applying 
the technology to different market niches. Much of that excitement was 
homegrown, but it also frequently intersected with, or was inspired by, the 
remarkable achievements of international AI labs. Some of China’s top AI 
startups in computer vision, autonomous vehicles, and speech recognition 
were founded by technologists who had returned home after studying or 
working abroad.9 Overseas, Baidu turned heads in 2014 when it hired Andrew 
Ng,10 a deep learning pioneer at Stanford and founder of the Google Brain 
team, to be its chief scientist. Ng helped build out Baidu’s footprint in Silicon 
Valley and bolster its reputation as a hub for AI research.  
 
With momentum building in Chinese companies and AI becoming a 
mainstream technology worldwide, the Chinese government formally entered 
the fray in July 2017. The State Council released its New Generation Artificial 
Intelligence Plan,11 which laid out high-level goals for the country’s AI 
capabilities, including making China “the world’s primary AI innovation center” 
by 2030. This ambitious target led many in the U.S. and European business 
communities to begin taking China seriously as a competitor in the field. 
 
The most direct impacts were felt within China, where the plan acted as a 
tremendous catalyst for AI activity by all aspects of the Chinese bureaucracy 
and business community.12 Local officials subsidized AI startups, purchased 
AI-powered products, and partnered with technology companies on pilot 
projects. Private investment surged in China’s AI industry,13 and firms across 
the country rebranded themselves as “AI companies.” Much of this spending 
turned out to be wasted and many of these projects failed, but the sheer 
amount of new activity also proved effective in rapidly growing China’s AI 
ecosystem and giving its scientists and companies the resources and runway 
to experiment with new models. 
 
Looking to piggyback on the momentum in China, several leading AI 
institutions followed in Microsoft Research's footsteps by straddling the U.S. 
and Chinese AI ecosystems, drawing on technical talent and funding in both 
countries. In December 2017, Google announced the creation of a new AI lab 
in Beijing,14 and in 2018, the Massachusetts Institute of Technology formed a 
five-year collaboration with Chinese speech recognition giant iFlyTek.15 At 
least in the case of Microsoft, this strategy continued to yield major dividends 
in terms of research output. According to one 2018 study, the Microsoft 
Research Asia lab produced nearly one third of Microsoft's most-cited AI 
research papers globally.16 
 
 



CAN DEMOCRACIES COOPERATE WITH CHINA ON AI RESEARCH? | REBALANCING AI RESEARCH NETWORKS 

Brookings Institution 10 

Comparing and contextualizing Chinese AI capabilities   
 
Where does China stand today in terms of AI capabilities? A full accounting of 
comparative capabilities is beyond the scope of this brief, but a survey of key 
indicators provides a sketch. We begin by dividing AI capabilities into two 
categories: commercial applications and basic research, with the latter having 
more straightforward methods of measurement. 
 
Looking at commercial applications, in 2021, China ranked second behind the 
United States in both newly funded AI companies and private sector AI 
investment.17 Zooming in on top AI startups, as of 2020, China accounted for 
three of the top 10 most valuable AI startups globally,18 with the U.S. 
accounting for the other seven. Two of those Chinese startups—Megvii and 
SenseTime—are computer vision companies that have been blacklisted by the 
U.S. Commerce Department for their alleged role in human rights violations in 
Xinjiang.19 Looking at AI patents,20 of the top 20 companies by AI patents 
granted, 10 are headquartered in the U.S. and five are headquartered in China, 
with the remaining five in Japan, South Korea, Germany, and the Netherlands.  
 
Though all of these indicators give some sense of national capabilities in 
commercial AI applications, they are only small windows into a far more 
complex reality: tens of thousands of companies directly or indirectly apply AI 
to upgrading their businesses. A best guess description of that reality might 
be to say that the United States likely leads the world in most commercial AI 
applications but that China is not far behind on the whole and leads in certain 
categories. Many of China's most common AI applications are currently in 
surveillance and public security, but some of these are beginning to shift 
toward broader uses of the technology to upgrade China's industrial and 
agricultural economies.21,22 
 
Looking at AI research capabilities, China has risen to match or exceed the 
U.S. in the quantity of high-quality research but still lags behind the U.S., and 
arguably the EU and U.K., in the kinds of paradigm-shifting breakthroughs that 
have reshaped the field. The most common way to assess research 
capabilities is the publication of academic papers, often using either citation 
totals or acceptance at elite AI conferences as a filter for quality. Looking at 
citations, one study by the Center for Security and Emerging Technology 
(CSET) looked at the top 1% most-cited AI research papers,23 finding that 
China surpassed the EU in 2016 and the U.S. in 2019 (data for 2020 and 2021 
was not published). Looking at different subfields of AI, that study found 
China leading substantially in computer vision research, trailing the U.S. by a 
wide margin in natural language processing and essentially tying with both the 
U.S. and EU in robotics research. These numbers are helpful for assessing the 
broad base of high-quality AI research output, but the huge quantity of papers 
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in the sample (1.73 million AI papers over 10 years) means that even the top 
1% still totaled over 17,000 academic papers, many of which are highly cited 
but not necessarily "game-changing" in any given field. 
 
Another way to measure high-quality AI research output is to look at which 
papers gain acceptance to the most elite and selective AI conferences. 
Studies using AI conference acceptances may give a better picture of the truly 
elite research papers in a given year, but they also introduce new potential 
biases to the selections. In different studies of top AI conferences,24,25 the 
United States and the European Union perform better, with the U.S. usually 
leading by a wide margin, and China often on par with the EU. These studies 
classify researchers by their current affiliation, but it is worth noting that 
researchers originally from China comprise a very large portion—27% 
according to one study—of those doing this elite AI research at American 
institutions.26 
 
When it comes to game-changing breakthroughs—the rare advances that 
substantially alter the direction or trajectory of the field—most observers both 
in and outside of China agree that the majority of these come from the U.S. 
and a handful of democratic allies: Canada, the U.K., and the EU. The pioneers 
of deep learning all live and work in Canada and the U.S., the same countries 
where key innovative follow-ups such as recurrent neural networks and 
generative adversarial networks were developed. More recently, major 
advances such as transformers and novel applications like large language 
models have also been pioneered in the United States. Researchers in China 
have contributed some game-changing breakthroughs of their own—one of 
which will be described later in this paper—but thus far have tended to be fast 
followers when it comes to these types of advances. 
 
 
 
 
 
 
 
 
 
 
 
 
 
None of these single studies can definitively describe the state of China's AI  
research capabilities, but, taken together, they resonate with the broad 
assessments of many leading AI researchers in both China and the United 
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States: while China produces a huge amount of very good AI research, 
American companies and universities are still the driving force behind most of 
the game-changing breakthroughs of recent years. 
 
Tensions grow 
 
The development of China into a global leader on AI will affect AI development 
globally, including how AI is used and in what context and the values that AI 
systems reflect. This impact of China’s AI capacity is also happening at a time 
of growing strategic competition with the U.S., EU, and other democratic 
countries that are leaders in AI. The dual-use nature of AI also means that 
leadership in AI will strengthen military capacity and raise national security 
concerns.  
 
These developments, paired with the PRC government's demonstrated 
willingness to use AI in unethical ways, are of particular concern for 
democratic nations. This has been particularly the case with China’s use of AI 
to boost its surveillance capacity. The Chinese government had long made 
surveillance of its population a high priority, but for decades, the actual 
identification of individuals required human eyes and ears to understand the 
materials. The advent of more accurate facial and speech recognition 
changed that requirement, allowing computer vision algorithms to sift through 
thousands of hours of footage to identify or track individuals. This 
phenomenon took hold most dramatically in China’s western region of 
Xinjiang, where the government was executing a sweeping campaign of mass 
detention and cultural repression targeting Uyghurs and other Muslim 
minorities. Beginning around 2016-2017, Xinjiang turned into a “frontline 
laboratory for surveillance.”27 The public security apparatus began using AI to 
identify and monitor Uyghurs,28 over a million of whom are estimated to have 
been detained in “re-education camps.”29 Elsewhere in China, facial 
recognition was used to catch alleged criminals at beer festivals and pop 
concerts and to build “smart cities” that optimized traffic flows.30,31 Much of 
the deployed surveillance technology turned out to be less high-tech than 
advertised—often lacking an actual AI backend—but its omnipresent nature 
and accompanying repression gave a glimpse into the dangerous possibilities 
of an authoritarian state with access to AI tools. 
 
As Chinese AI capabilities have grown, U.S.-China tensions have deepened,32 

ethical questions mounted,33 and international AI R&D began to fray. For 
instance, after less than two years, the MIT-iFlyTek partnership was canceled 
over human rights concerns.34 By 2020, the big ambitions for the Google AI lab 
in Beijing had largely fizzled out, and in 2021, IBM closed a long-running 
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research lab in Beijing.35 And in spring of 2022, Microsoft Research Asia 
reportedly stopped accepting interns from Chinese universities with deep ties 
to the military.36 At a macro scale, co-authorship of AI research papers 
between U.S. and Chinese institutions peaked in 2019,37 though it remains 
unclear whether this is a short-term disruption or indicative of an enduring 
change.  
 
Chinese students and researchers in the U.S. have also increasingly come 
under government scrutiny. In 2018, President Trump and his advisers 
reportedly debated whether to ban all Chinese students from entering the U.S. 
but eventually decided against the proposal.38 Instead, the Trump 
administration shortened the duration of visas for Chinese graduate students 
in certain STEM fields,39 causing many Chinese students to be stranded back 
in China for months or even years while waiting on those renewals. That same 
year, the U.S. Department of Justice launched the "China Initiative," a program 
intended to crack down on economic espionage and other forms of 
technology transfer, particularly in universities. Though it notched a few major 
convictions, the program also resulted in the wrongful indictment and 
eventual acquittal of prominent Chinese and Chinese American 
professors.40,41 A 2021 study found that 42% of scientists of Chinese descent 
in the U.S. reported feeling racially profiled by the U.S. government,42 with 
many of them choosing to curtail projects that involved Chinese collaborators. 
In the spring of 2022, the Department of Justice terminated the China 
Initiative.43 
 
Meanwhile, in China, the government began ratcheting up its control over 
Chinese technology companies, including some of its AI juggernauts. In April 
2021, the Chinese government took a 1% stake and a board seat in the key 
Chinese corporate entity for Bytedance,44 owner of China's leading AI-driven 
social media app Douyin. These increases in government influence over 
management of private, AI-focused companies, coupled with a series of 
regulations on the development and deployment of AI algorithms, portend an 
emerging AI governance framework in China that has altered the political and 
ethical calculus around potential international AI collaboration with Chinese 
entities. 
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AI R&D networks and 
pathways of collaboration 
 
The following outlines global networks of AI R&D collaboration and China’s 
role within it. As China’s trajectory of development in AI shows, China utilized 
multiple AI R&D networks to acquire and develop AI knowhow. These 
pathways of collaboration work independently and together to develop, 
disseminate, and deploy knowledge about AI. For instance, the huge growth in 
Chinese students studying postgraduate computer science courses at U.S. 
universities provided knowledge as well as opportunities to build relationships 
with U.S. researchers that in turn led to joint publications and employment in 
academia and the private sector. U.S. companies that opened AI labs in China 
hired Chinese talent, including some with degrees from U.S. universities, who 
went on to work at Chinese companies to support their own AI R&D efforts.  
 
As outlined, the economic, security, and moral tensions with China over its 
development and use of AI require assessing how AI R&D networks work and 
to what extent AI R&D collaboration with China should continue. The often 
blurry and sometimes shifting boundaries between the PRC government and 
Chinese universities, research labs, and companies further complicate 
potential AI R&D with partners in China. And Russia's invasion of Ukraine, 
paired with the earlier Russia-China joint statement on cooperation in areas 
including AI, has further raised the stakes on these questions. 
 
Any rebalancing of AI R&D with China needs to consider all of these 
interconnected AI R&D networks and the interactions among them holistically 
and globally. Moreover, the sprawling and diverse networks of AI R&D offer 
numerous paths for disseminating knowhow across the globe. As a result, 
should the U.S. or any other country act unilaterally to rebalance AI R&D with 
China, leakage will occur in the absence of international cooperation and 
alignment. This section looks more closely at the various pathways of 
collaboration and the extensive role of China and Chinese researchers in 
these networks.  
 
Enrollment at universities 
 
International students are now significant majorities across all graduate level 
science and engineering programs at U.S. universities. In the computer 
sciences, international students accounted for 72% of full-time students in 
2019, up from 62% in 2009. Figure 1 shows that international students 
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comprise a large majority of graduate students in computer and information 
sciences at U.S. institutions.  
 
Figure 1: Computer and information sciences: Full-time U.S. and international 
graduate students, 1998-2019 
 

 
 
Source: National Science Foundation, survey of graduate students and 
postdoctorates, National Foundation for American Policy calculations.  
Note: U.S. students include lawful permanent residents. 

 
These international students contribute the ideas, knowhow, and workforce 
that make the U.S. a center of innovation and scientific research.45 The 
presence of international student enrollment supports interconnection 
between overseas and U.S. research communities, including in AI. Industry 
relies heavily on these international students as a source of high-level 
technical talent. 
 
The 2019 National Science Foundation’s Science and Engineering Indicators 
for international graduate student enrollment in 2017 and 2018 respectively 
showed 14,680 and 16,990 computer science students from China.46 In both, 
only India sent more computer science graduate students to the U.S., and only 
Chinese engineering graduate students outnumbered Chinese computer 
science students. At the doctoral level, China leads in the cumulative number 
of U.S. doctorate recipients in computer sciences from 2001 to 2020 with 
6,408.  
 
This diaspora of technical talent from China made a major impact on top-tier 
AI research in the U.S. and around the world. In one study looking at 
researchers invited to present their research at an elite global AI conference, 
nearly one third of all the researchers at the conference had completed their 
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undergraduate studies in China.47 This showed China to be the largest global 
source of top-end AI research talent, followed by the United States, the 
European Union, and India. This talent has had an enduring impact on AI R&D 
outside of China: the majority (54%) of these Chinese researchers chose to 
attend graduate school in the U.S., and the country proved to be a sticky 
location for them. The large majority (88%) of these Chinese researchers who 
attended graduate school in the U.S. went on to work in the U.S. and publish 
cutting edge research there, as shown in Figure 2. 

 
Figure 2: More of China’s top AI talent ends up in the U.S. than anywhere else 
 

 
 
Source: New York Times from data in The Global AI Talent Tracker (MacroPolo, 
2020).48  
 
This pipeline of research talent may attenuate, however. More recent data on 
enrollment of Chinese students in graduate education shows significant 
declines. Again, according to NSF data, Chinese student enrollment in 
computer science in the U.S. was at 14,780 in 2020,49 a 15% decline. This 
decline likely largely reflects the impact of COVID-19 and restrictions on travel. 
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However, further declines are expected due to ongoing COVID-19 restrictions 
in China, as well as the impact from the Trump-era Presidential Proclamation 
(PP10043), which restricts access to U.S. universities of Chinese graduate 
students who receive funding from or who have been employed by, studied at, 
or conducted research on behalf of an entity that implements the China 
military-civil fusion strategy, a potential very broader range and number of 
students.50     
 
A likely secondary effect of PP10043 will be to chill application to the U.S., 
increasing application by Chinese graduate students to universities in the U.K., 
Canada, Australia, to name some alternative research leaders.51 Other 
countries’ own concerns about China, especially when it comes to AI, and 
China’s policies may diminish this flow of Chinese students more broadly. 
Given the scale of Chinese international study, the flow will almost certainly 
continue at significant levels even in computer science and study related to 
AI. 
 
Co-authorship of AI publications 
 
Publication of research results is a central feature of higher education, 
especially at the graduate level. The involvement of international students in 
the pipeline of researchers, as well as wide interest in AI across many 
countries and research institutions, serves to broaden AI R&D across authors 
of multiple nationalities and affiliations. These collaborations operate to 
disseminate knowledge both through participation and through publication. 
Such collaborations can elevate the quality of the research itself by involving 
the best available talent to sharpen and improve the research product. 
Empirical studies have found that papers co-authored by researchers from 
different countries receive significantly higher citation counts.52  
 
In terms of total output of AI research papers in 2020—not filtered for quality 
of publications—China leads all other countries and the EU (with the U.K. still 
included in the latter) (Figure 3). While collaboration makes up a substantial 
share of that output (12%), China would remain the leader in total publications 
even if all of its international collaborations were removed from this data. 
Second and third in total research output are the EU and U.S., both of which 
collaborate internationally on approximately half of all papers. Compared with 
other FCAI countries, Japan appears to contain a relatively insular AI research 
community, while Australia, Canada, and Singapore all see high levels of 
international collaboration with both China and FCAI countries.  
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Figure 3: Number of AI papers by country and co-authorship type, 2010-2020 
 

 
 
Source: Emerging Technology Observatory's County Activity Tracker: Artificial 
Intelligence53 
 
When it comes to collaboration between China and other AI leaders, U.S.-
China collaborations led the way, but AI research collaboration with China was 
by no means a uniquely American phenomenon. Appendix A shows the levels 
of collaboration between each country (or union) participating in FCAI with 
each other as well as with China. The tables in Appendix A show that the U.S. 
is the top collaborator for Australia, Canada, China, the EU, and Japan. For the 
U.S. and Singapore, China is the top partner, with Chinese co-authors 
contributing to just over one third of all of Singapore's AI research papers and 
appearing on 15% of all U.S. AI publications.  
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Figure 4: Country co-authorship over time (United States) 
 

 
 
Source: Emerging Technology Observatory's Country Activity Tracker: Artificial 
Intelligence54 
 
Figure 5: Country co-authorship over time (China) 

 
 
Source: Emerging Technology Observatory's Country Activity Tracker: Artificial 
Intelligence55 
 
Between 2010 and 2021, the number of AI research papers that include an 
author in both China and America more than quadrupled, rising to 9,458 in 
2021.56 This is triple the number of research papers from the next most 
frequent country-to-country collaborators, the United Kingdom and the United 
States. The massive scale of U.S.-China collaborative research reflects that 
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the two countries are the largest producers of AI research, as well as the 
connections forged by individuals who have worked or studied in both.  
 
Chinese researchers also collaborated with their peers across the globe, 
ranking in the top three partners for many countries alongside the United 
States and the EU. The additional tables in Appendix show the total volume of 
AI research papers from each of the FCAI countries (the U.S., Australia, Japan, 
Singapore, Canada, and the EU) from 2010 to 2021 and the shares of those 
papers that involve international collaboration with each other FCAI 
participant. 

  
Taken together, the data reveals AI R&D networks that are highly international 
and deeply interconnected among all AI leaders.  
 
Online publication of AI research 
 
The explosion of progress in the AI field during the past 10 years and global 
dissemination of AI knowledge (regardless of whether it was developed 
collaboratively or not) has been accelerated by an evolution of research norms 
toward early publication online in open-source repositories. Instead of waiting 
through the extended peer review to print new research in expensive 
academic journals or present them at exclusive conferences, AI researchers 
often immediately upload "pre-prints" of their academic articles to open online 
repositories like arXiv (pronounced "archive") that do not require peer review.57 
Free and publicly available pre-prints of AI papers have gained popularity, with 
over 50,000 such papers uploaded in 2021 alone.58 
 
This rapid open-source dissemination is particularly important in AI subfields 
such as computer vision and natural language processing, where new 
performance records are often set on a monthly or even weekly basis, 
incentivizing scientists to document their moment at the global cutting edge. 
It allows them to immediately plant a stake for results that break existing 
records for AI performance on established benchmarks or novel ways of 
processing training data or wiring neural networks.59 In many cases, the 
authors of these papers even include the code they used to implement the 
ideas from the paper,60 as well as the data it was trained on, making 
replication even easier.  
 
Even for more deliberate and peer-reviewed academic AI conferences, all 
papers selected eventually are posted publicly on the conference websites. 
For example, any AI researcher around the globe can gain access online to 
over 30 years of papers from one of the top conferences on neural networks 
and machine learning.61 In recent years, several major ML conferences have 
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begun asking authors to either include the code they used or justify why they 
aren't including it.62  

 
There are some areas of research involving process knowledge where more 
hands-on training is required. These often focus on hardware-heavy aspects 
of research, such as the construction of computer clusters for training large AI 
models. But many AI research papers published today contain the full scope 
of new knowledge generated and are rapidly digested and applied by 
researchers and engineers around the world. The result is a global accelerated 
feedback loop for AI research, one in which researchers across the globe are 
both contributing to and building off of each other's work in real time. 
 
There are some notable exceptions to the norm of open publication. Within 
companies, when R&D moves from the research stage into actual product 
development, the work often remains proprietary. Similarly, when AI scientists 
do highly applied research for military or government clients, that work is 
subject to existing and often highly restrictive limitations on both who can do 
the work and how it can be described in public.  
 
There is also an emerging—and highly controversial—trend in some circles 
away from open-source release of AI R&D that is worth noting here. This is a 
limited move toward "staged release" or "limited release" of certain very large 
or powerful AI models to limit dissemination of otherwise open foundational 
research. 
 
The most prominent example is the choice by the leading research lab OpenAI 
in February 2019 not to release the full version of its most novel and powerful 
neural network language model, GPT-2. Instead, it released a much smaller 
version of the model.63 Over the next nine months, OpenAI steadily released 
larger versions of the model while researchers around the world explored 
ways the model might be misused by bad actors (such as generating fake 
news or automating abusive content on social media) and ways of mitigating 
these harms. Once it was satisfied, they could be mitigated, and OpenAI finally 
released the full 1.5 billion parameter model. Yet, when OpenAI released its 
follow-up model, GPT-3, it chose to simply describe the model in a research 
paper and then offer limited access for paying users.64 
 
Staggering the release of GPT-2 and not publicly releasing GPT-3 were 
controversial decisions within the AI community. Many leading researchers 
criticized the move as a publicity stunt, highlighting just how strong the push 
for open publication and access remains.65 In response, Meta's AI research 
team decided to build a comparable large language model—called OPT—and 
in May 2022 the company released it for free to the public.66 Some other 
researchers, however, saw value in experimentation with forms of staged or 
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limited release of large models that have the potential for misuse by bad 
actors. In a major paper on very large and powerful AI models (often called 
"foundation models"),67 dozens of researchers at the Stanford Institute for 
Human-Centered Artificial Intelligence outlined recommendations on how 
staged-release programs could be tied to independent auditing of models to 
predict and mitigate misuse of the technology. 
 
Conferences 
 
Conferences provide another pathway for dissemination of information about 
AI R&D through presentation of research, publication, and exchanges of ideas 
among participants. The emergence of pre-print publication has reduced 
some of the significance of presentations, but, as conference attendees in 
many fields are rediscovering with the re-emergence of in-person events in the 
wake of some COVID-19 restrictions being lifted, there is added value in 
personal contacts. They provide social learning, additional information that 
may not be reflected in publications, and professional networking that may 
lead to new collaboration or R&D. 
 
Data on conferences provide information about networks of AI R&D: 
researchers and research teams, subjects of research, and gauge of quality 
according to selectivity or reputation of the conference. Looking at recent and 
future locations for 16 major AI conferences (including locations for which 
conferences were switched to virtual events due to the pandemic),68 the 
United States leads in hosting by a wide margin. Out of 16 AI conferences, the 
United States is scheduled to, or has hosted, eight at least once and several 
others multiple times. Of the same grouping, Canada has hosted six (hosting 
twice for only one conference), and China has hosted five.  
 
Another pair of analyses, examining accepted papers at NeurIPS 2020 and 
ICML 2020,69,70 reflects how conferences can be valuable connectors. These 
found both the United States and China stood out from other countries in that 
multiple private companies contributed papers alongside academic 
institutions. For the U.S., top private institutions include Google, Microsoft, 
and Facebook, and for China, Tencent, Alibaba, Baidu, and Huawei submitted 
papers that were accepted to these conferences. 
 
US private sector labs in China/Chinese private sector labs in the US 
 
The foregoing contribution of Chinese and American companies to the 
NeurIPS and ICML conferences is just one example of the indispensable role 
that private companies play in AI R&D networks as funders, employers, 
collaborators, and research hubs. Companies establish AI labs for a variety of 
reasons, especially access to talent, proximity to customers, access to 
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markets, and cost savings.71 According to a CSET paper, which focused on the 
global R&D activities of Amazon, Apple, Facebook, Google, IBM, and Microsoft, 
the majority of these companies’ AI labs (68%) are outside of the U.S., located 
mostly in Europe (mainly the U.K. and France), as well as Israel and China 
(approximately 10% of total AI labs in each).72 Baidu for the past decade has 
maintained a significant outpost for the company in Silicon Valley, partly as a 
way of working with top technical talent based in the United States. 

As ethical, competitive, and geopolitical concerns about China and AI 
development have heightened in recent years, however, these 
interconnections have come under increased scrutiny. Some have argued that 
the national security risks to the U.S. of having U.S. companies with AI labs in 
China is now too great to justify any presence in China at all and that hostile 
governments can access technological developments, enabling catch-up with 
the U.S. on AI.73,74 Indeed, as discussed in the section above on China’s AI 
development, Google and other American institutions have closed down 
initiatives, and several other Chinese technology firms have set up AI labs in 
the U.S. While several have been quietly shuttered in recent years, some labs 
in both countries remain. 

The existence of such labs creates both thorny tradeoffs in terms of ethics 
and international technology competition and questions that often don’t have 
clear-cut answers. For a window into what these tradeoffs look like in practice, 
we examine a case study centered on the most-cited AI research paper of the 
past decade. We will look briefly at the paper, the institution, and the 
researchers themselves. 

In 2015, a group of researchers at Microsoft Research Asia (MSRA) in Beijing 
published a paper titled “Deep Residual Learning for Image Recognition”—
ResNet for short. ResNet introduced a novel technique for stacking more 
layers on a neural network, making deep learning “deeper” and turbocharging 
its accuracy. It accelerated progress in domains such as image recognition, 
natural language processing, and speech recognition. ResNet’s simplicity and 
wide applicability meant that over the next seven years, it would accumulate 
over 100,000 citations, making it not just the most-cited paper in AI, but the 
most-cited paper in any field during that time.  

Since its founding in 1998, MSRA has been a source of top talent for 
Microsoft and a training ground for many top Chinese technology 
entrepreneurs and AI scientists. Of the four scientists who co-authored 
ResNet, all were educated in China and Hong Kong before joining Microsoft. 
Since publishing the paper, all four have departed MSRA and taken their 
talents elsewhere. The celebrated lead author joined Facebook in 2016 and 
remains there as of 2022. Two others joined Megvii, a computer vision start-
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up which has drawn U.S. sanctions for supporting China’s surveillance 
apparatus in Xinjiang. The fourth co-founded a Chinese autonomous vehicle 
startup, Momenta, before joining NIO, an electric vehicle firm.  
 
Looking at the people, institutions, and ideas involved in ResNet, we see a 
mixed bag of beneficiaries and a lot of thorny tradeoffs. While Microsoft may 
have enjoyed a small first-mover advantage due to in-house development, 
ResNet’s techniques were published openly and rapidly applied by researchers 
and engineers across the globe. Those applications included everything from 
major advances in predicting protein structures to the smothering surveillance 
of ethnic minorities and political dissidents. After publication, the paper’s 
authors went to work for both American and Chinese companies in industries 
both promising and deeply problematic. 
 
From the perspective of geopolitical technology competition, exploring 
historical counterfactuals further complicates the picture. What if Microsoft 
had never opened its lab in Beijing? This would have slowed global AI 
advances and hurt Microsoft, but it likely would have hurt China far more. 
Back in 1998, China’s local AI ecosystem was practically nonexistent, and 
without MSRA, it would have taken longer to get off the ground. 
 
But what if concerns over Chinese competition led U.S. policymakers to close 
MRSA in 2014? The authors might have transferred to Microsoft headquarters, 
where they would perfect and publish ResNet. They could have left Microsoft 
and begun working at Baidu’s Institute of Deep Learning or even a Chinese 
research lab tied to the government or the People’s Liberation Army, where 
open publication of such a breakthrough wouldn’t be guaranteed. In some 
versions of that alternate timeline, ones in which researchers are pushed from 
an open U.S. lab to a closed Chinese one, the Chinese state could have gained 
exclusive access to one of the most powerful new methods in machine 
learning. It is highly unlikely that advance would have remained locked up in 
China permanently, but the possibility of the Chinese state getting years of 
head start applying such an advance should give pause to the notion that 
shutting down all U.S. labs in China is in U.S. interest.  
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Rebalancing AI R&D 
collaboration with China: A 
risk-based approach   
 
The combination of China’s deep integration into global AI R&D networks with 
the growing ethical and national security concerns about China’s development 
and deployment of AI presents the U.S. and FCAI participants with the difficult 
task of rebalancing these networks. Some long-standing forms of AI R&D with 
Chinese partners—whether through collaborative research or hardware 
supplier relationships—now appear politically, ethically, or legally untenable. 
The conventional wisdom within parts of the technical community that 
scientific AI research should have no borders must be re-examined and 
adapted to consequential shifts in the power and potential applications of the 
underlying technology. We use the term “rebalancing” to express an approach 
that does not simply cut out China from these AI R&D networks altogether but 
that recognizes that business as usual with China is unsustainable. 
 
Nevertheless, the risks from AI R&D with Chinese researchers should not lead 
to a wholesale severing of AI R&D networks between Chinese researchers and 
the U.S. and other democratic countries. This argument against a total 
decoupling of AI research isn't rooted in vague appeals to the win-win nature 
of all scientific collaboration. Instead, it derives from an assessment of the 
current realities of international AI R&D networks, how AI knowledge 
disseminates. and the ongoing benefits for the U.S. 
 
Balancing these competing considerations in AI R&D with China should not be 
left entirely to the decisions of individual scientists, universities, or 
corporations. Their decisions require careful consideration of the risks 
involved—political, ethical, and technological—and regular re-examination 
informed by government sharing of information regarding risks and threats 
and, in some cases, carefully targeted changes to regulatory boundaries.   
 
To achieve such a rebalancing will require the U.S. and like-minded partners to 
develop a risk-based approach that accounts for the current realities of both 
the technology and the geopolitics, while preserving benefits of international 
R&D networks, advancing progress on the goals outlined. To do so requires 
particularized accounting of the full range of costs and benefits in each of the 
pathways of AI R&D collaboration discussed in Part II. This part discusses 
more fully why rebalancing AI R&D networks with China is necessary and 
outlines a framework for developing a risk-based approach for each of these 
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pathways, including a range of ways that the government can inform the risk 
assessment process as well as what researchers and institutions individually 
and collectively can do to implement this risk-based approach.   
 
This rebalancing will not be effective if it is entirely unilateral because of the 
global nature of AI R&D and China’s significant role not only in U.S. research 
ecosystems but also those of allies that are leaders in AI, including those 
participating FCAI. International cooperation and alignment will therefore be 
essential. Otherwise, any U.S. action to reduce risks from AI knowledge 
transfers to Chinese researchers will require international cooperation to 
avoid leakage—leading Chinese researchers and students to seek AI 
knowledge, collaborations, and learning elsewhere. Such an outcome would 
both undermine the U.S. response and degrade U.S. research capacity. For 
instance, complete bans on Chinese students studying at U.S. universities or 
on collaboration on AI publications are unlikely to be followed by other 
governments. 
 
Rebalancing collaboration with Chinese AI researchers should also include 
expanding international cooperation on AI among FCAI members and other AI 
R&D leaders. Indeed, the FCAI progress report highlighted the importance of 
cooperation in developing a risk-based approach to AI regulation, and this is 
another area where cooperation on a risk-based approach is needed.75 The 
U.S. and FCAI partners are deepening cooperation on AI. For example, the 
2019 update to the 2016 National AI R&D Strategic Plan recognizes the 
importance of international cooperation,76 and a joint statement to leaders 
from the United States’ Director of the White House Office of Science & 
Technology Policy and Canada’s Minister of Innovation, Science, and 
Industry,77 emphasized that “fostering stronger R&D engagement between 
academia and industry with our trusted allies is of mutual benefit to our 
economies and societies,” noting the importance of working together in 
forums such as the G7 and the OECD. As outlined in a speech by National 
Security Advisor Jake Sullivan, the U.S. is strengthening international 
cooperation on digital technology across a range of forums in addition to the 
G7, such as the U.S.-EU Trade and Technology Council; developing digital 
trade rules as part of the Indo-Pacific Economic Framework; working with 
Australia, Japan, and India in the Quad; and has developed bilaterally on 
technology cooperation with South Korea.78 Going forward, the U.S. should 
build on these approaches to include developing a risk-based approach to 
assessing ways to reduce R&D cooperation with China and to extend 
international cooperation with countries outside of the developed world but 
with large potential for building AI talent (e.g., India).  
 
Such international cooperation should build on each country’s experience in 
managing risks from research that can have national security or ethical 
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impacts. This has been true, for instance, of biomedical research for a while. 
The principles and procedures developed in the domestic context can inform 
a cooperative risk-based approach to AI R&D with China. 
  
Applying a risk-based approach to AI knowledge transfers and collaboration 
with China on AI R&D 
 
Adopting a risk-based approach to international AI R&D draws on well-
established methodologies to assess risks and weigh costs and benefits in 
order to identify appropriate courses of action.79 The key departure here is the 
application of risk and cost-benefit analysis in a way that expands the 
aperture to respond to the changes outlined above in the geostrategic 
environment with respect to China and the role of AI in this context. Given 
these developments, there is a role for governments to provide the 
information needed to inform the assessment of risks, costs, and benefits in 
AI R&D with China, to help coordinate across researchers, universities and 
labs, and to support international cooperation and alignment. 
 
The range of actors and equities at stake in any reassessment of U.S.-China 
AI R&D networks will require developing a multistakeholder approach that is 
capable of understanding different viewpoints as well as the different 
costs/benefits that arise. For instance, research institutions and researchers 
all need timely and accurate information about prospective Chinese 
researchers in order to assess the risks from R&D collaboration on AI. Given 
that China’s AI capability presents the U.S. and its allies with a range of 
economic and security risks, any cost-benefit analysis will need to take into 
account not just the private costs or benefits, but also these broader interests. 
Indeed, the mismatch between how a researcher, university, or lab might 
assess costs/benefits, and the broader economic and national security 
costs/benefits to the U.S. from strengthening China’s AI capacity points to a 
range of roles for the government. This could include providing the additional 
information needed for cost-benefit analysis to assess the broader social 
costs from collaboration and, where the costs are always too high to justify 
ongoing engagement, banning some forms of knowledge transfer and 
cooperation. For example, there might be a case to ban joint publication or 
enrollment in doctoral programs by researchers from any of China’s “seven 
sons” that are linked to the CCP national security state.  
 
In the remainder of this paper, we lay out how a risk-based framework for 
rebalancing cooperation with China should address each of the pathways of 
AI R&D collaboration discussed in Part II. Each of these operates differently 
within R&D ecosystems and presents different costs and benefits so that each 
warrants a different approach. 
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Enrollment of Chinese students 
 
As shown in the data on overseas students discussed above, a significant 
amount of U.S.-China collaboration occurs in the U.S. as Chinese researchers 
come to the U.S. to study, with a majority choosing to remain in the U.S. 
Indeed, the broader importance of international students for U.S. higher 
education was outlined in a 2021 joint statement by the Department of State 
and Department of Education titled “A Renewed U.S. Commitment to 
International Education,” which addressed the importance of international 
education as a benefit for U.S. national security by creating people-to-people 
links and improving U.S. innovation and competitiveness.80  
 
This is a core U.S. strength—the ability to attract and then retain top talent. 
Moreover, China’s growing clampdown on academic freedom and access to 
information in China may increase the attractiveness of the U.S. and the West 
for many Chinese AI researchers.81 These benefits for the U.S. point to the 
importance of visa reform that increases the opportunities for international AI 
researchers—from China and elsewhere—to work in the U.S. after 
graduating.82 As Jake Sullivan recently noted, the U.S. needs to ensure that top 
talent can come and stay in the U.S.83 Retaining risk-based calibrated 
opportunities for Chinese researchers to study in the U.S. dovetails with the 
broader debate in the U.S. about the need for visa reform to help attract 
international talent for research and work in the U.S. As recent research has 
underscored, immigrants are a key driver of U.S. innovation, accounting for 
about a quarter of U.S. startups and patents each year.84 Indeed, one analysis 
of the costs to the U.S. of the reduction in Chinese students as a result of 
PP10043 is over $210 billion over 10 years once account is taken of the 
expected value of lost patents in addition to lost tuition.85  
 
Going forward, there are a range of steps the U.S. should take to expand 
opportunities for AI talent to study and work in the U.S. These include efforts 
to streamline the immigration process and reduce the barriers for those with 
advanced degrees in STEM fields to work and change employers in the U.S. 
For Chinese students pursuing advanced degrees in STEM fields, the U.S. 
should restructure visa processing to frontload the uncertainty for applicants. 
Following a 2018 order from the Trump administration,86 Chinese students in 
certain STEM fields must reapply for their visas each year if they exit the 
country. The long delays and annual uncertainty of that process make it 
extremely risky for Chinese students to participate in doctoral programs in the 
U.S., knowing that they could lose access to the country any one of the four to 
seven years such a program can take. Given the volume of applications each 
year and the limited tools visa officers have to learn about applicants, 
repeating this exercise each year likely provides little additional insight for the 
U.S. while adding great uncertainty for the applicants. The process would be 
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better served by a thorough upfront screening of applicants—one that would 
give visa officers the time and resources they require—and if they are 
approved, the visas they receive have longer validity.  
 
The U.S. should also work with other governments to support their own 
approaches to assessing costs/benefits from access of Chinese students to 
AI programs and collaborative AI research. This can include common 
principles to guide the cost-benefit approach as well as supporting 
information exchange between U.S. law enforcement and other national 
security agencies and their partner agencies in these other countries with the 
aim of improving the cost-benefit analysis.  
 
Collaborative research with Chinese partners 
 
 
 
 
 
 
 
 
 
 
 
 
 
We propose that these decisions be grounded in three main considerations: 
(1) access to knowledge and resources; (2) the background of the Chinese 
partners; and (3) likely applications of the research. Here we present these 
considerations in the form of questions that researchers or institutions should 
ask themselves before embarking on such a project: 
 

1. Is this cooperative project giving the Chinese partners access to new 
resources—novel engineering knowhow, nonpublic datasets, etc.—that they 
would not have on their own and that they would not be able to acquire from 
simply reading the publicly released research paper? 

2. Do you know who those Chinese partners are and whether they or their 
institution have ties to the Chinese military or security apparatus, in particular 
the Seven Sons of National Defense? 

3. Have you thought through the likely applications of this research, specifically 
in China, and are you comfortable with the work contributing to those 
applications? 
 

The highly diffuse and international AI research 
landscape means that many decisions about cooperation 
on specific research projects fall to individual researchers 

and institutions. But governments do have a role to play 
in that process by providing researchers and institutions 

with the information and support to make responsible 
decisions.  
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Of these three questions, the first should be largely answerable by researchers 
and their institutions. They are in the weeds of the research itself and know 
how it will be conducted between the two institutions. For the second 
question, governments can have an important role to play. And answering the 
third question will often involve consultation between these parties. 
 
The first question is rooted in the reality of AI knowledge diffusion described 
in the above sections. As discussed above, for the majority of AI research 
conducted today, almost the entire value of the research will be contained in 
the publicly available research paper that will be posted online. In these cases, 
the cooperative nature of the project likely does not give the Chinese partners 
access to novel resources or knowledge they would not have in the absence 
of cooperation. In these cases, the answer to the first question is likely "no." 
 
But there are types of research—large model construction, or hardware-driven 
areas—in which there may be meaningful knowledge transferred in the act of 
conducting the research. In addition, some joint research may provide the 
Chinese partner access to additional resources, such as unique datasets, that 
they otherwise would not have access to. In these cases, the answer to the 
first question would be "yes." 
 
A "yes" answer to this first question is not by itself a reason to avoid research 
cooperation. In some cases, such as large-scale climate modeling or other 
projects with clear public benefits, sharing compute, data, or engineering 
knowhow may in fact be justifiable. In all cases, it will require an assessment 
of costs and benefits. This then leads to the second question: Do you know 
who your partner is? 
 
Chinese public and private institutions often have complex and difficult to 
define relationships with parts of the Chinese government and the Communist 
Party. Not all of the relationships are particularly close, and not everything 
done within a company or research institution is done at the behest of the 
state. The Party and state simply do not have the expertise, resources, or 
desire to dig into the operational details of every Chinese institution. But given 
the Chinese state's heavy focus on AI and the many unethical uses to which it 
applies the technology, an AI researcher cooperating with a Chinese partner 
should understand their partner's relationship to the Chinese state. 
 
In terms of capabilities, ethics, and other risks stemming from AI R&D, the two 
most concerning aspects of the Chinese state are its military and its maze of 
intelligence and internal security organs. Even with this limited scope, the 
blurry lines created by the PRC's civil-military fusion (CMF) initiative make 
bright lines difficult. In the most expansive interpretation put forward by some 
international analysts, the very existence of CMF makes almost every actor in 

Given the Chinese 
state's heavy focus on 

AI and the many 
unethical uses to 

which it applies the 
technology, an AI 

researcher cooperating 
with a Chinese partner 

should understand 
their partner's 

relationship to the 
Chinese state. 
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China a participant in the country's military buildup. Proponents of this view, 
point to Article 77 of China's 2015 National Security Law, which requires 
citizens and organizations to "provide necessary support" to China's public 
security and military organs. Other scholars view CMF as China's attempt to 
recreate aspects of the U.S.' vaunted military-industrial complex, with an 
added layer of coercive power available to the PRC state. It is beyond the 
scope of this paper to adjudicate this debate in general or as it applies in the 
context of R&D collaboration.  
 
As a minimum baseline, however, we suggest institutions at least review 
research partnerships with the so-called Seven Sons of National Defense, a 
group of PRC universities with strong ties to the country's defense industry. 
According to one study, three quarters of graduates recruited by PRC state-
owned defense companies came from the Sevens Sons.87 While not every 
researcher affiliated with these universities is themselves affiliated with the 
Chinese military, partnerships here should receive extensive scrutiny. In 
proposing a AI research partnership with the “Seven Sons,” there could either 
be a complete ban on AI R&D cooperation or additional scrutiny could apply 
when answering the first question—are you giving partners new capabilities 
they wouldn’t otherwise have? But fully understanding one's partner will often 
necessitate the assistance of governments.  
 
To facilitate this assistance, we suggest establishing a new public-private 
research security institution. This institution would be a place in which 
academia, industry, civil society, and government can share information and 
best practices on protecting research integrity from all threats, including those 
originating in the PRC. One proposal for such an institution came from a policy 
brief from the Center for Security and Emerging Technology.88 A version of 
this proposal was included in the Senate's long-debated U.S. Innovation and 
Competition Act,89 but it was eventually dropped from the final Chips and 
Science bill passed by both chambers. 
 
As proposed, the new research security institution would be an industry- and 
academia-led body that can help inform those confronting either ethically or 
geopolitically difficult questions about research security in relation to 
international cooperation. It would provide a venue for many public and 
private sector actors to share information and engage with the U.S. 
government outside of the highly fraught circumstances of punitive law 
enforcement actions. The new institution would receive initial support and 
ongoing participation by government agencies, but it would be led by a 
coalition of groups from the research community itself: universities, 
companies, and labs. This will be key to assuaging some of the mutual 
suspicions that arise when government actors attempt to dictate terms or 
punish participants in the research community. 
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While existing proposals for this institution have centered on the United 
States, this model could be applied within and across democratic countries in 
different ways. Each country could seek to create its own research security 
institution, one that accounts for the nuanced needs and constraints of their 
own domestic environment. Or a small coalition of countries—perhaps 
beginning with Five Eyes—could seek to create a transnational research 
security institution, one that leveraged the experience of researchers across 
several countries to create the most comprehensive information-sharing 
platform for making security- and ethics-informed research decisions. 
 
Whatever form such an institution takes, it will be crucial for governments to 
remember that their role is to support and contribute to—but not control—the 
decisions made by researchers. There already exist laws and regulations for 
punishing those who directly violate laws around intellectual property, 
sanctions, or export controls. In order to gain the needed buy-in from industry 
and the research community, the institution would need to be a cooperative 
endeavor in which all partners bring their unique knowledge and expertise to 
bear on shared issues of concern. 
 
This role for government could be supplemented by more specific policies to 
help guide universities and research institutions, particularly when it comes to 
areas of AI research where learning presents heightened economic or security 
risks for the U.S. This could draw on previous work in areas such as 
cybersecurity and biotechnology. For example, the U.K. National Cyber 
Security Centre Trusted Research Guidance for Senior Leaders and the U.S. 
joint Biotechnology and Biological Sciences Research Council and Medical 
Research Council and Welcome Trust policy statement provides principles 
and guidelines aimed at helping research institutions and researchers manage 
the risks. 
 
The FBI is already seeking to expand partnerships with universities and 
research institutions to help these organizations understand the threat and 
develop effective mitigation strategies.90 This type of partnership could be 
expanded to include other government agencies that can also provide 
information, for instance, on how AI research can be used in ways that is dual-
use and unethical in third countries such as China. Further, more detailed 
articulation of principles for trustworthy and ethical AI beyond the high-level 
principles that currently exist would be useful as researchers and institutions 
navigate how to balance AI R&D against potential unethical use of that AI. 
 
The issue of managing risks from research while also sustaining an 
internationally open research environment has also received attention from 
the G7. Specifically, the 2021 G7 Research Compact established the G7 
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Working Group on the Security and Integrity of the Research Ecosystem, which 
has been tasked with developing principles that can help protect the research 
and innovation ecosystem across the G7 from risks to open and reciprocal 
research collaboration, while also preserving the principles of open science 
and research freedom and independence. Given the complexities and 
pathways for A& R&D, the G7 should seek to expand and target this work for 
specific technologies such as AI. 

 
 Open publication of AI research 
 
Given the diversity of applications for any fundamental AI innovation, the 
research norms of open publication sometimes present thorny tradeoffs. 
Open publication means an incremental advance in network architecture 
made by a Swiss researcher can quickly be put to work improving a cancer 
diagnosis system in Pittsburgh. But it also may improve the performance of a 
Chinese facial recognition system targeting dissidents. Such troubling use 
cases make it tempting to look for ways to impose new controls on who can 
access online research repositories, but practical and cultural hurdles make 
such controls difficult to implement effectively. 
 
On the practical front, while democratic governments could use administrative 
regulations to force companies to "geo-fence" these online repositories and 
block access to them from China, this would likely prove futile. The same 
tools used to circumvent the Great Firewall could be used to circumvent the 
geo-fence, or a single person outside of China with an internet connection and 
a hard drive could simply download the data and bring it back to China. 
 
And on the cultural front, barriers may be even more difficult to achieve. AI 
researchers are a large and highly international community. A 2020 study 
estimated that there were over 86,000 researchers who uploaded AI papers to 
ArXiv that year,91 a number that likely tops 100,000 this year. And in one study 
of the authors at an elite AI conference, over half of them were living and 
working in a different country from where they completed their undergraduate 
degree.92 A 2021 policy brief on research security by CSET described the 
challenge as follows: "[M]any, if not most, American researchers are 
unfamiliar with law enforcement, skeptical of their motives, and wary of 
restrictions on scientific openness and collaboration. Because of this, 
researchers are often unwilling to proactively collaborate with the government, 
including but not limited to law enforcement". As the norms around open 
publication have been deeply woven into the culture of this community, 
attempts by governments to force a dramatic restriction in AI research 
dissemination are likely to encounter heavy resistance and even outright 
defiance.  
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The above realities—a strong norm of open publication, along with practical 
and cultural hurdles to altering that norm—strongly constrain the ability of 
governments to curb China's access to global AI research advances. Given the 
government's limited ability to alter this status quo and the likelihood of a 
backlash if it tries, we recommend devoting attention and resources to the 
other vectors of cooperation. 
 
AI conferences 
 
As outlined above, the papers and presentations of most AI conferences are 
public, so reducing access to the learning that attending AI conferences 
provide would require the types of steps that reduce access to online 
information more broadly, which as discussed above, is likely not feasible nor 
in the interest of the United States. Moreover, given important advances in 
China on AI, the learning and networking opportunities at conferences also 
can provide U.S. researchers with valuable insights. Besides screening for 
clearly bad actors, such as spies, attendance at these conferences should be 
kept open. 
 
Private sector AI labs in China  
 
The decision on whether private companies should establish or maintain AI 
labs in China needs to contend with a range of costs and benefits on both 
ethical and strategic dimensions. Ethically, these considerations center on 
whether the research conducted there will contribute to oppressive 
technology deployment in China. Strategically, benefits have historically 
included access to foreign technical talent that powers American businesses; 
strategic costs have traditionally been conceptualized as hands-on training 
and a transfer of knowledge from the more advanced U.S. company to the 
less technically advanced Chinese researchers. 

But dramatic changes of the past decade have complicated, or even inverted, 
some of these questions. China's dramatic escalation of Orwellian 
surveillance has made the ethical concerns much more pressing, but the 
transition to fully open and online research publication has also meant that 
fundamental AI research can contribute to China's surveillance state 
regardless of whether it is done in Boston or Beijing. And China's rapid arrival 
on the global frontier in AI research means that, today, transfers of knowledge 
often flow in reverse, from the China-based lab back to the U.S. company and 
the global research ecosystem. There was a time when the U.S. could have 
significantly slowed the growth of China's AI capabilities by eliminating these 
overseas labs, but that time has likely passed. As illustrated by the case of 
ResNet, the growing risk is that if Chinese researchers are pushed out of 



CAN DEMOCRACIES COOPERATE WITH CHINA ON AI RESEARCH? | REBALANCING AI RESEARCH NETWORKS 

Brookings Institution 35 

American labs and into Chinese state-directed labs, there is a chance that 
breakthroughs made there could be kept bottled up within China. 
 
Given this balance of risks, we recommend that U.S. research labs be allowed 
to continue operating in China but that they operate within constraints meant 
to minimize the ethical and strategic concerns involved. Ethically, these labs 
should only conduct research that is intended for open publication, thereby 
preventing knowledge transfer through proprietary or nonpublic work. While 
this won't stop research advances from contributing to China's surveillance 
state, it would limit any additional transfers due to that research being done in 
China. 
 
In addition, these labs should not forge partnerships or recruit from 
institutions with substantial military ties. Microsoft's Beijing lab has reportedly 
taken a step in this direction by halting its recruiting from the aforementioned 
Seven Sons of National Defense.93 Finally, as with all foreign companies 
operating in China, these labs need to take major precautions to limit the odds 
that these labs are used as beachheads for intellectual property theft from the 
headquarters. These precautions can be very onerous for those forced to deal 
with them in their daily work, but they are worth the investment on both ethical 
and strategic dimensions. Indeed, new U.S. export controls adopted in 
October 2002, potentially expanding the list of entities subject to a ban or 
licensing on a range of foundational semiconductor technologies, will 
constrain the involvement of U.S. companies and individuals in transmitting 
this information or technology as well as the hiring of foreign researchers.94 
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Conclusion: Bridging the 
government-researcher divide 
on AI cooperation 
 
Following the above recommendations will require governments, private 
companies, and the research community to make concessions to the others' 
interests, expertise, and worldview. Governments may be uncomfortable 
acknowledging that they cannot simply dictate the terms of research 
cooperation or AI knowledge diffusion globally. AI researchers and their 
institutions may also feel uncomfortable engaging with the ethical and 
geopolitical dimensions of their work and unequipped to make those 
assessments on their own. But both camps must move past that discomfort 
and engage in good faith attempts to tackle these questions together. In 
parallel, the U.S. government will need to make concessions to the interests 
and desires of its partners and accept that a slightly more accommodating 
multilateral initiative will be far more effective than a hardline unilateral 
initiative. 
 
As outlined above, to support research institutions in making informed 
decisions, governments should help establish a new public institution focused 
on protecting research integrity and security.  
 
This working paper has also outlined steps that can be taken to address 
concerns about the growth in Chinese AI capabilities and unethical 
deployments of the technology, without shutting the door completely on 
collaboration and information exchange with China on AI. The above 
recommendations also underscore the importance of governments and 
research institutions working harder to develop a more geopolitically 
sustainable and ethically defensible equilibrium when it comes to AI research 
cooperation with China. 
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Appendix: 
Research papers co-authored by researchers in FCAI countries and China, 
2010-2021 

United States: 

China: 
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Australia: 

EU: 
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Canada: 
 

 
 
 
Japan: 
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Singapore: 
 

 
 
Source: Emerging Technology Observatory's Country Activity Tracker: Artificial Intelligence95 
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