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Abstract
In the age of big data availability, data-driven techniques have been proposed recently to compute the time evolution of spatio-
temporal dynamics. Depending on the required a priori knowledge about the underlying processes, a spectrum of black-box
end-to-end learning approaches, physics-informed neural networks, and data-informed discrepancy modeling approaches can
be identified. In this work, we propose a purely data-driven approach that uses fully convolutional neural networks to learn
spatio-temporal dynamics directly from parameterized datasets of linear spatio-temporal processes. The parameterization
allows for data fusion of field quantities, domain shapes, and boundary conditions in the proposed Up-Net architecture.
Multi-domain Up-Net models, therefore, can generalize to different scenes, initial conditions, domain shapes, and domain
sizes without requiring re-training or physical priors. Numerical experiments conducted on a universal and two-dimensional
wave equation and the transient heat equation for validation purposes show that the proposed Up-Net outperforms classical
U-Net and conventional encoder–decoder architectures of the same complexity. Owing to the scene parameterization, the Up-
Net models learn to predict refraction and reflections arising from domain inhomogeneities and boundaries. Generalization
properties of the model outside the physical training parameter distributions and for unseen domain shapes are analyzed. The
deep learning flow map models are employed for long-term predictions in a recursive time-stepping scheme, indicating the
potential for data-driven forecasting tasks. This work is accompanied by an open-sourced code.
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1 Introduction

Numerical solutions schemes for spatio-temporal problems
have matured over past decades, enabling highly accu-
rate simulations of complex dynamics and geometries, e.g.
numerical wind tunnel testing, wave propagation in solids,
weather predictions, and meteorology [1,2]. Major computa-
tional speedups in numerical simulations have been obtained
throughmassive parallelization and utilization ofGPUs, such
as in Lattice-Boltzmann methods [3]. However, there remain
complex cases that require timely predictions of the future
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state, such as accurate weather predictions, or short-time
wave field predictions for seakeeping operations at offshore
wind turbines. Despite algorithmic advances, such cases can
be still computationally too demanding for timely predictions
[4] and thus, hinder the development of several applications
and technology with direct potential for societal benefits. In
different scenarios, some problem needs to be evaluated for
a large number of minor parameter variations, e.g. inside
optimization loops, where solving the underlying equations
becomes computationally infeasible. Instead, it would be
desirable to utilizemethods thatmake implicit use of the joint
structure of all the individual problems. Moreover, there are
situations for which the underlying governing equations or
their parameterization are uncertain or unknown, such as seis-
mic wave propagation [5], shear waves in inhomogeneous
tissues [6,7], or the spatio-temporal evolution of epidemic
outbreaks [8]. Here, a solely data-drivenmethodwould allow
us to learn from raw observations and make efficient future
state predictions without explicitly modeling the underlying
processes as done in standard data assimilation schemes.

This work proposes a purely data-driven deep learning-
based time stepper for spatio-temporal dynamics inspired
by recent advances in computer vision [9,10]. Domain state
snapshots at preceding time instances are fed to a U-Net-
type [10] convolutional network to infer the dynamics at the
next time step, i.e. to build a deep learning flow map. To
consider parameterized problems and multi-domain inputs,
a novel architecture denoted as Up-Net is proposed that fea-
tures multiple network encoding paths for fusing multiple
data sources. Thereby, domain geometries, boundary condi-
tions, and spatial parameter distributions, such as material
properties, can be considered explicitly by feeding them into
the p different encoder paths. The fully convolutional archi-
tecture allows for inference at variable domain dimensions
without requiring model re-training if domain sizes differ
across prediction samples. Compared to recent physics-
informed learning approaches [11–13], no a priori knowledge
of mathematical structures underlying the problem at hand
is required. This property renders the Up-net particularly
promising for experimental data, where knowledge about
governing equations and their parameters may only partly
be available. The robustness and performance of the Up-Net
approach are demonstrated for typical cases of unsteady heat
flow and wave dynamics in complex geometries. The gener-
alization behavior for out-of-distribution physical parameters
and different domain shapes are analyzed at the example of
dedicated validation cases.

This work is structured as follows: Sect. 2 gives a short
review of current approaches in the field of data-driven pre-
diction for spatio-temporal dynamical systems.Theproposed
Up-Net method and the recursive time stepping scheme are
introduced in Sect. 3. Several numerical experiments are pre-
sented in Sect. 4. The complete source code for the project

and multimedia visualizations are made available at https://
github.com/TUHH-DYN/DeepStep under the GNUGeneral
Public License v3.0. The results presented in this work are
obtained by using version 1.0.0 of the source code [14].

2 State-of-the-art and related work

Classical numerical schemes for time-stepping of dynami-
cal processes are often based on Taylor series expansions for
approximating temporal and spatial derivatives of governing
equations. The mathematical description of the underlying
physics is completely known, and a system’s state at some
future time instance t + �t is derived from the preceding
states using implicit or explicit methods such as Runge–
Kutta-type integrators, for which convergence properties,
stability conditions, and error estimates are available. When
applied to partial differential equations (PDEs), computa-
tional costs arise (i) from the massive number of states
resulting from the spatial discretization (easily reaching mil-
lions of cells for fluid systems), (ii) from highly nonlinear
relations between those states, and (iii) from the wide range
of time and length scales to be resolved by the simulation.

Following the advances in the fields of machine learning
(ML), physics-informed neural networks (PINNs) [15–17]
have been proposed to overcome some of the computational
challenges in classical numerical dynamics, solve inverse
problems, and enable fast inference for predicting future
states. Weakly-supervised PINNs aim at strongly regular-
izing universal function approximators [18] to physically
consistent relations between sets of input features and tar-
get quantities utilizing governing equations, hence injecting
domain expertise into black-box learning techniques. Meth-
ods for inferring symbolic differential equations from data,
i.e. solving the inverse problem, have been proposed using
sparse regression [19,20], compressive sensing [21], and
Koopman analysis [22].Most of thesemethods require rather
strong assumptions and a priori knowledge of the underlying
mathematical structure and focus on parametric identifica-
tions [23]. Once identified, the system descriptions can be
used for time-stepping a set of initial conditions into the
future [24], either using ML techniques or classical numeri-
cal schemes.

Purely data-driven approaches without any physical pri-
ors span the range of solving steady-state [25–29] cases
and time-stepping dynamic cases [13,20,30–33]. For exam-
ple, Thuerey et al. [27] derived the associated pressure field
from a velocity field around an airfoil, thereby providing a
static solution for the 2D Reynolds-Averaged Navier–Stokes
equations. Farimani et al. [25] proposed an adversarial train-
ing approach to infer static solutions for two-dimensional
physics problems, such as steady-state heat diffusion and
incompressible fluid flow, from observations without priors
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on the underlying physical process and for arbitrary bound-
ary conditions. Guo et al. [31] compute the non-uniform
steady laminar flow around 2D or 3D objects using convo-
lutional neural networks. For ordinary differential equations
(ODEs), data-driven time integration schemes [13,20] often
couple priorly learned flow maps into classical multi-step
integration schemes. Data-driven time steppers for PDEs
tend to align with computer vision techniques, such as image
translation, owing to the high dimensionality of the prob-
lems [33]. For example, [34] solve temporal evolutions of
3D fluid flows through deep convolutional-recurrent neural
networks and report computational speedups of two orders
of magnitudes compared to conventional numerical solvers.
Other approaches propose to learnmulti-scale flowmaps fol-
lowing the ideas of para-real time stepping [35], or replace
compute-intensive parts of PDE solvers with convolutional
neural networks [33,36].

Despite many promising results and various research
directions, one may identify four conceptual limitations
to most of the current data-driven time-stepping methods
for spatio-temporal dynamics regarding their applicability,
generality, and generalization abilities for different compu-
tational scenes:

1. Physical priors A class of methods [15–17] requires
rather exact priors, such as a mathematical formulation
of underlying principles, or knowledge of the problem
parameterization in the form of boundary conditions or
material models. While enabling small-data capability
and consistency with physics, these priors may exclude
some cases, such as waves and deformations in tissues
or soils, with partly unknown governing equations and
highly inhomogeneous material properties that cannot be
described analytically.

2. Scene parameterization Other classes of methods are
built for very specific scenes [25–27,37], such as laminar
flow around an airfoil.Whenever the scene is altered, e.g.
changing the air’s density, the airfoil’s shape, or location
in the domain, re-training the model is required because
the scene information is not explicitly considered in the
model. Very limited practical generalization properties
may result from these kinds of modeling approaches.
Ideally, a well-generalizing model trained on airfoil flow
samples would be able to predict the flow around a cylin-
der without being re-trained.

3. Finite dimensionsWhenever perceptrons, recurrent neu-
rons, or other non-convolutional building blocks define
the machine learner [25,27], the geometric resolution
and shape of the computational domain are fixed per
definition, e.g. through the number of neurons in the
input and output layers. Only fully-convolutional neural
(FCN) architectures can generalize to arbitrarily sized
field inputs and outputs, and can thereby encode trans-

lational or rotational invariance through representation
learning. As a result, an FCN model can be trained and
deployed on arrays of different sizes and aspect ratios
without any complicated (or lossy) data pre-processing
steps.

4. Simplifications Numerical computations and physics-
informed learning approaches, in many cases, rely on
several simplifications (simplifiedmodels, linearizations,
symmetries, etc.). Their choice is a trade-off between
reduced computational cost, accuracy, or solution com-
plexity and tends to require a lot of problem-specific
expertise.

Themaindifficulty related topurely data-driven approaches,
such as the one proposed in this work, is to obtain locally
highly accurate results, i.e. amplitudes, phases, andgradients,
which fit into the overall bigger picture, e.g. energy conser-
vation throughout the complete domain. These spatial and
temporal multi-scale requirements call for neural network
architectures that inherently encode multi-resolution predic-
tion stages, such as a U-Net [10]. Our novel multi-path data
fusion Up-Net architecture addresses the aforementioned
limitations and aims at a generic methodology that can be
customized to specific cases at the cost of limited physics
integration and larger data requirements. An FCN architec-
ture ensures generalization to differently sized computational
domains, translational and rotational invariance, as well as
explicit consideration of spatial and temporal neighborhood
relationships in direct analogy with classical numerical dif-
ferentiation schemes. For a generic parameterization of the
problem, we propose to adapt the U-Net architecture fea-
turing a single encoder path, and instead connect multiple
encoder paths, thereby making scene parameterization pos-
sible through data fusion. The Up-Net can be trained to learn
a flow map by advancing a dynamic field quantity one time
step into the future and ensuring the arrival at time-stepping
based on raw observations of parameterized spatio-temporal
processes.

3 Methodology

The proposedmethodology, as schematically shown inFig. 1,
is composed of two integral parts: first, a flow map is assim-
ilated by a Up-Net deep learning model that advances the
current state of the dynamical system one time step into the
future. We highlight that the model is designed for fusing
multivariate data inputs at multi-scale spatial resolutions.
Second, the flow mapping model is embedded into a sim-
plistic recursive time stepping scheme allowing for making
long-term predictions from an initial state. The physics of
the problem at hand binds the two components together,
e.g. by requiring a specific time increment given the spa-
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tial resolution of the data fed into the flow mapper. However,
individual aspects of the two parts can be optimized indepen-
dently, thereby leaving space for future work building on the
results presented here.

3.1 Encoder–decoder model architecture

The convolutional network is set up to propagate parameter-
ized field variables one step in time. Particularly, the network
architecture can be regarded as an adaptation of the U-Net
architecture [10]. We will therefore shortly revisit the U-Net
architecture first, and then extend it to the proposed Up-Net
architecture. The original U-Net is built on a fully convo-
lutional [38] feedforward encoder–decoder model with skip
connections between the encoder and the decoder pathsPenc,
Pdec respectively. The original U-Net is composed of con-
secutive convolution and max-pooling layers acting on the
input data, i.e. Vi = conv(Vi−1), V = conv(conv(. . . (X)))

in the encoding path. Each convolution layer i reduces the
spatial resolution of the input X , thereby extracting repre-
sentative features Vi at different spatial resolutions i . The
decoding path is a series of up-convolution layers, i.e. Yi =
upconv(Yi−1), Y = upconv(upconv(. . . (V ))) that increase
the spatial resolution of the smallest feature map V back
to the output Y of original input size. The compression and
inflation actions represent a simple encoder–decoder struc-
ture typically used for feature extraction, noise filtering and
other applications. The central aspect of the U-Net is to
fuse feature maps Vi from each stage in the encoder path
into the same level Yi of the decoder path, thereby allowing
information to escape the compression action and directly
link with the high-resolution stages in the decoder. Thereby,
small but important features of the input can propagate into
the model output without getting lost during compression.
Considering only a single encoder in Fig. 1, for example
only the blue-colored layers, represents a classical U-Net.
The encoder path for analysis and contraction enables the
creation of higher-level representations in the form of multi-
scale feature maps, while the symmetric decoder path for
synthesis and expansion samples up those abstractions to
re-obtain the original image size resolution at the output.1

The skip connections combine feature maps from the encod-
ing layers with feature maps from decoding layers of the
same resolution, allowing essential fine-resolution details to
be propagated into the network’s output layer. The encoder
and decoder path are symmetric in terms of their spatial res-
olution and have k stages. The network is designed such that
successive stages enlarge the receptive field (at lower spatial
resolution) and increase the number of feature channels. The

1 If unpadded convolutions are utilized, the feature map dimension
is smaller than the input dimension and may require adequate post-
processing in the skip connections and at the output layer.

data flow through the last stage, i.e. the network’s bottleneck,
represents the semantic pathway, i.e. requiring the network to
learn the scene on global scale. On the contrary, the data flow
through skip connections represents the geometric pathway
which injects geometric precision into the decoding path and
thereby increases the level of details in the decoder feature
maps. U-Net-based approaches to spatio-temporal processes
have been studied earlier, such as by Farimani et al. [25] and
Thuerey et al. [27]. Fotaidis et al. [39] employed U-Nets and
convolutional recurrent networks for surface wave predic-
tions, Sharma et al. [26] computed the steady-state solution
of the heat equation using a U-Net, while de Bézenac et al.
[40] applied a U-Net for sea surface temperature predictions.
As this work studies linear PDEs, it is important to note that
U-Net-typemethods have also been used for nonlinear PDEs,
such as [25,27,29] for the Navier–Stokes equations. Most
existing approaches however are limited in (i) their capa-
bilities to fusing multiple data sources and (ii) at the same
time employ the final models as a flowmap for time stepping
applications.

3.2 Up-Net: data fusion throughmulti-domain
inputs

We propose to make use of multiple input encoding paths,
which jointly link to a single output decoding path. The
Up-Net results from creating p different encoder paths for
different input fields and connecting them through skip con-
nections at each stage to the decoder path. Figure1 depicts
a schematic of the proposed Up-Net architecture for p = 3
paths and k = 3 stages. A U3-Net is built on the example
of taking field variables U, the domain geometry in G, and
a spatial domain material distribution C as input. Naturally,
this architecture can be adapted to more encoding paths at
the cost of more model parameters θ . Even though it would
be possible to stack all different input fields into a single
tensor and feed it through a conventional U-Net architec-
ture, our results indicate that the generation of separate paths
for different field quantities can significantly improve the
model precision at the same number ofmodel parameters, see
results in Sect. 4. The core objective for taking qualitatively
different input fields into account is amajor increase of gener-
alization capabilities of the Up-Net compared to the classical
U-Net. Following the review of related work presented ear-
lier, some current U-Net approaches for parametric PDE
applications tend to lack the ability to generalize different
scene configurations, i.e. other domain shapes and domain
parameterizations. Other related methods do not build on a
fully convolutional structure, and are thereby strongly limited
to a single spatial resolution.Hence, these approaches require
model retraining once predictions are required for a different
scene. As the Up-Net explicitly takes that parameterization
as input, our work shows that this type of fully convolutional
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Fig. 1 Schematic of the proposedUp-Net flowmap architecture (p = 3
encoder paths, k = 3 stages) embedded into a self-feeding loop for time
stepping a set of initial field states into the future. Multiple encoder

paths feed different input data sources to the network for data fusion,
hence enabling generalization of the time stepper to different domain
geometries and domain parameterizations without requiring re-training

neural architecture can be well-generalized to new scenes.
The additional cost for generalization capabilities lies in the
requirement for larger training data spanning various scene
parameterizations, thus resulting in longer model training.

3.3 Up-Net design considerations

The network’s prediction performance depends on a plethora
of model hyperparameters and architecture choices. In the
course of this work, various studies have suggested that there
are four crucial ingredients to designing and training an effi-
cient Up-Net time stepper: the selection of the loss function,
data normalization, conscious treatment of convolution oper-
ations, and consideration of boundary conditions. We use a
domain-adaptive loss function, i.e. the loss is evaluated only
inside the physical domain � based on the input domain
mask G. Sample-wise data normalization, e.g. limiting field
variables to a range of [0, 1], is found be a crucial ingre-
dient for accelerating the training process, at the same time
resulting in weight regularization. However, as the network’s
kernels are enforced to learn amplitude-independent features,
i.e. gradients, specific nonlinear physical process will require
a different kind of normalization. In situations where a direct
normalization per sample is not possible, e.g. when non-
linearities govern the dynamical process, we found that a
global re-scaling of the complete training set will enhance
training performance. Other works [41,42] on U-Nets sug-

gested to use batch normalization, which we did not find as
important as sample-wise normalization. Padded convolu-
tions retain the input shape through zero-padding the input
before the convolution operation. However, physical pro-
cesses lack an intuitive padding option: when considering
a complex wave field as input, padding the respective array
with zeros would be somewhat obscure as it would introduce
some physically inconsistent data. This work employs valid
convolutions, hence requiring cropping of the feature maps
in the skip connections as proposed originally for the U-Net
[10]. Furthermore, physically consistent padding of the out-
put field is required before re-injecting into the recursive time
stepping scheme. A direct way to achieve physics-consistent
padding is to request the domain� to have a sufficient amount
of boundary pixels, such that the convolution-induced crop-
ping will only erase features located outside the physical
domain, which can then easily be padded with constants.
Time-invariant Dirichlet boundary conditions are considered
by enforcing u (x, t) = hDirichlet(x) for all x ∈ X δ� in the
input path. Accordingly, the predicted values û (x, t) are re-
set to hDirichlet(x) for all x ∈ X δ� before the next prediction
of the recursive time stepping scheme. For time-invariant
no-flux (Neumann) boundary conditions we found that it is
sufficient to enforce u (x, t) = 0 in the same manner, while
also providing a domain mask G.
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3.4 Recursive time stepping

To define the recursive time stepping scheme, we will estab-
lish some notations first: Let u(t, x) define the state of a
dynamical system at coordinate x and time t , let X be a
set of coordinates x defining the grid points of a Cartesian
grid and let X� = X ∩ � be a subset of X within the
domain �. The subset X δ� denotes the boundary-subset of
X defined by X δ� = X \ X�, which thus contains all grid
points outside the domain. Furthermore we define a discrete
state-representation of the dynamical system at time t as

U (t) =
{
u(t, x)

∣∣∣∣ x ∈ X , t ∈ R

}
. (1)

where applicable, index notations un (x) = u (t0 + n�t, x)
and Un = U (t0 + n�t) are used to denote the continuous
state and the respective discrete field quantity at the n-th
discrete time step. A set of coordinates x in the vicinity of a
coordinate p shall be denoted by

X◦ (p) =
{
x ∈ X

∣∣∣∣ d (x, p) < r

}
(2)

with d(x, p) as the Chebyshev distance of x and p. The
extent of the vicinity is defined by r . Consequently, U ◦

n (p)
shall denote the discrete state representation in the vicinity
of p at the n-th discrete time step.

Following the ideas of classical explicit numerical time
stepping schemes, we propose to setup a flow map model fθ
parameterized by model weights θ that advances a chrono-
logical series ofm preceding statesUt−n (n ∈ {1, 2, . . . ,m})
according to

un (x) ≈ ûn (x) = fθ
(
U ◦
n−m(x), . . . ,U ◦

n−1(x),

C◦(x),G◦(x)
) ∀x ∈ X� (3)

respecting Dirichlet or no-flux Neumann boundary condi-
tions:

u (x, t) = û (x, t) = hDirichlet (x) ∀x ∈,

∂u (x, t)

∂n
= ∂ û (x, t)

∂n
= 0 ∀x ∈ δ�.

(4)

In Eq. (3),C◦ (x) denotes the (time-invariant) spatial domain
parameterizations in the vicinity of x , e.g. inhomogenous
material parameters and in Eq. (4) δ� denotes the domain
boundary and n the unit normal at the boundary. Owing to
the rectangular shape of input tensors to the ML model fθ ,
the binary domain mask G◦ (x) is supplied as additional
input indicating the location of the computational domain
� in the vicinity of x . As the model can only compute a
discrete approximate to the true solution un(x), we denote

the predicted state at the n-th discrete timestep as ûn (x).
This leads to the discrete representation of the predicted

state Û (t, x) =
{
û(t, x)

∣∣∣∣ x ∈ X�, t ∈ R

}
, which the ML

model is in fact predicting. For brevity x is omitted in the
following specifications. In essence, the model fθ learns a
flow map for advancing the available historic field states
one time step into the future, without requiring knowledge
about the underlying equations governing the dynamical pro-
cess, but only using data. The predicted state can be fed into
the new set of inputs, and thereby form a self-feeding time
stepping scheme for long term predictions: starting from m

preceding states
{
U ◦−m,U ◦

−(m−1) · · · ,U ◦−1

}
, a prediction Û ◦

0

is obtained, which in the next step is injected into the input
while dropping the last entry of the previous input:

step j = 0: Û0 =
{
fθ

(
U ◦−m(x),U ◦

−(m−1)(x), . . . ,

U ◦−1(x),C
◦(x),G◦(x)

) ∣∣∣∣ x ∈ X

}

step j = 1: Û1 =
{
fθ

(
U ◦

−(m−1)(x),U
◦
−(m−2)(x) . . . ,

U ◦−1(x), Û
◦
0 (x),C◦(x),G◦(x)

) ∣∣∣∣ x ∈ X

}

step j = 2: Û2 =
{
fθ

(
U ◦

−(m−2)(x),U
◦
−(m−3)(x), . . . ,

Û ◦
0 (x), Û ◦

1 (x),C◦(x),G◦(x)
) ∣∣∣∣ x ∈ X

}
(5)

Note that these equations represent the point-wise prediction
scheme that is performed for all x in X at each time step. Con-
sequently, from the m-th step onwards, the model is making
predictions solely based on previous predictions. This self-
feeding operation of the network represents a trivial recursive
time stepper which can be run on new initial conditions2 to
make predictions on future state evolution. The optimal num-
ber of previous time steps m used as input is clearly related
to the physics at hand. For the two-dimensional wave equa-
tion studied in this work, m = 3 was found as an optimal
value. Theoretically, this is also the minimal value to provide
enough information for approximating first and second time
derivatives. The schematic in Fig. 1 illustrates this approach
on the example of the propagation of waves in a rectangular
domain with a rounded edge and a spatially varying distri-
bution of the wave speed parameter. Sections4.1.4 and 4.2.3
present more details on the rate at which the autonomous
operation of the fully trained Up-Net accumulates prediction
errors and diverges from the true solution Un in finite time.

2 For the described architecture, m initial states are required. If only
a single initial state is available, one may build analogous models for
m = 1, m = 2 etc. which will be called once to generate the initial m
samples required for the self-feeding time stepping.
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This behavior is inevitable for explicit schemes, nonetheless,
our results indicate that the prediction horizon can be long.
As the proposed time stepping scheme is rather simplistic,
future work may touch on more sophisticated schemes.

4 Results

We study the performance of the proposed Up-Net for pre-
dicting the two-dimensional oscillatory dynamics of the
linear wave equation and the asymptotic long-term evolution
of processes governed by the heat equation. Particular focus
is put on model generalization properties for different scene
parameterizations. Two baseline models are chosen from
two current state-of-the-art neural architectures to compare
against the performance of our Up-Net model U p, namely a
fully convolutional encoder–decoder model UED and a con-
ventional U-Net model U . See Appendix B for more details
on the specific model configurations. For the UED and U
models, all input matrices are concatenated into one tensor,
such that field, boundary and domain parameterization infor-
mation represent different channels in the input. All studies
presented in this work were performed on a workstation
equipped with a GPU (NVIDIA Titan RTX 24GB), 32GB of
DDR4-RAM (2666MHz) and an Intel Xeon W-2133 CPU.

4.1 2Dwave equation

The two-dimensionalwave equationwith variable coefficient
c

∂2u

∂t2
= c2∇2u = c2

(
∂2u

∂x21
+ ∂2u

∂x22

)
(6)

describes a wide range of phenomena and spatio-temporal
dynamics in structures, fluids, electromagnetics, cosmology,
geophysics, and other domains [43]. Despite the simplicity
of this second-order linear PDE, complex wave fields and
pattern formations arise from the time evolution of initial
states in bounded domains. Domain boundaries and spatially
inhomogeneous wave numbers c(x) give rise to reflection
and refraction, respectively, and produce waves interacting
across a large range of frequencies and amplitudes.

4.1.1 Data generation

For the generation of training and validation data, a set of
prototypical cases is set up using the FEniCS computing plat-
form [44]. These cases cover a wide combinatorial range of
initial states, domain shapes, and domain parameterizations.
The training data comprise a square domain (128×128) with
optional rectangular boundary inclusions (creating outer cor-
ners) and wave number inhomogeneities, overall resulting in

100 different training scenes. The validation scenes are set up
from rectangular domains (256×128) that feature a compli-
cated combination of training data features and completely
new features, such as rounded domain edges. By setting up
validation scenes that are qualitatively very different to the
training data scenes, we can evaluate the generalization prop-
erties of the proposed approach. Figure2 depicts a schematic
of the training and validation scenes. For the initial state of
the field quantity, i.e. the elevation u (x, t = 0) ∀x ∈ X�,
a two-dimensional Gaussian of variable amplitude is placed
randomly within the domain. For each scene a direct time
integration is performed up to t = 8s using a variational
formulation of Eq. (6). The displacement fields Un are com-
putedwith a spatial discretizationof�x = 1

32 mandcaptured
every�t = 0.01s resulting in 800 time steps per scene. Data
samples are generated by rolling window processing taking
m = 3 preceding domain states as input, and the next domain
state as output. Using data augmentation (horizontal and ver-
tical flips, amplitude inversion), a total number of 478, 200
training data samples and 3188 validation data samples are
generated, see Appendix A for more details on the data gen-
eration.

4.1.2 Model setup and training methodology

A U3-Net prediction model U3 is set up to consume m = 3
wavefield snapshots U, a binary domain mask G, and the
spatial distribution of wave numbers C , to output the wave-
field at the next time step. k = 3 stages are considered, and
two variants of the model are generated by choosing differ-
ent convolutional blocks: U3

64 features a static number of 64
filters per stage, which we found as good tradeoff for model
complexity and model accuracy, while U3

29,×2 features a cas-
cade of doubling numbers of filters per stage, as displayed in
Fig. 1 and starting at 29 filters. The latter number of filters is
chosen in a way that the number of trainable parameters nθ

is close to 106 for all model architectures in the experiments.
Sample-wise normalization of the wavefield inputs is map-
ping the zero-symmetric range ofmaximumwave amplitudes
to [0, 1]. Using a batch size of 128 and a sample-wise normal-
ized domain-adaptive mean-squared error (nMSE, x ∈ X�)
loss function, all models are trained using the adam opti-
mizer for 300 epochs with a learning rate decaying from
10−4 to 10−5, followed by another 50 epochs with a learning
rate decay from 10−5 to 10−7. We found this training strat-
egy beneficial for the long-term prediction capabilities of the
models, see Appendix C for details.

4.1.3 Single-step predictions

First, the training convergence, and the performance of the
flow map models are studied by assessing the evaluation of
a single prediction, i.e. mapping preceding domain snap-
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Fig. 2 Prototypical cases set up for generating the training data (top
row) and validation data (bottom row) for the wave equation studies:
homogeneous domain (a), rectangular inclusions (b, c) and domain
inhomogeneities (d, e). Two variants per case are generated by ran-

domly selecting the variation parameters x, y, a, b (for cases b–e) and
α (for cases c, e). Validation cases (f) and (g) represent a combination
of the training cases, while cases (h) and (i) are completely different
from all training scenes

shots one time step into the future. In the following, this
is denoted as single-step prediction. Figure3 displays the
training process for six models, namely the ED and U-Net
baseline models and the new Up-Net models, each in a vari-
ant with a doubling number of filters and a variant with a
constant number of filters at each stage. Note that all models
feature the (approximately) same amount of trainable param-
eters (see Appendix B), hence their overall learning capacity
can be estimated to be of the same order in magnitude.

The loss evolution of all six models shows similar char-
acteristics, but also clear differences in the overall training
performance. Starting from values of magnitude nMSE =
10−3 after the first epoch, the training loss reduces to val-
ues of approximately 2.9 × 10−7 (UED

106 model), 2.2 × 10−8

(U96 model), and 1.1×10−8 (U3
64 model). The different filter

configurations slightly effect the training and validation loss
for U-Net and U3-Net models with a clear advantage for the
double-cascading filters. None of the models exhibits over-
fitting. The two-step learning rate decay strategy helps the
U-Net and U3-Net models particularly towards the final 100
training epochs.

The models based on the U-Net and the proposed Up-
Net architecture exhibit the best generalization capabilities
to different scenes as displayed in Table 1, where the loss

averaged over all four validation cases is reported in terms
of different metrics. The sample-wise normalized nMSE loss
as shown in Fig. 3 is accompanied by non-normalized MSE
and MAE metrics. Further, the mean error of means (MEM)
is reported

MEM =
∣∣∣∣
∑n

i=1 u(xi ) − ∑n
i=1 û(xi )

n

∣∣∣∣ (7)

that is quantifying an incorrect offset of the whole pre-
dicted field towards larger or smaller values. Analogous to
the nMSE, we define the MEM as a domain-adaptive metric,
wheren denotes the number offield valueswithin the domain.
The Up-Net outperforms the classical U-Net by around one
order of magnitude. Therefore, we conclude that our Up-Net
exhibits superior performance over the U-Net architecture
for the given problem based on the convergence behavior
and the validation loss value after the same number of train-
ing epochs. The performance values reported in Table 1 were
qualitatively confirmed in independent training runs.

While the overall validation loss describes a global and
heavily averaged metric for the large validation data sets,
Fig. 4 displays a more detailed view into the precision of the
flow mapping models for each of the four validation cases.
Inputs from different time points of the wave propagation are
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Fig. 3 Evolution of nMSE training loss (solid line) and validation loss
(dot markers) of the baseline encoder–decoder models UED (left col-
umn), the baseline U-Net models U (center column), and the proposed
U3-Net models U3 in (right column) trained on the wave equation

dataset described in Sect. 4.1. (×2) indicates models with doubling
cascades in the number of filters per stage. A two-stage exponential
learning rate decay training strategy is applied (gray line)

Table 1 Validation error metrics
of single-step predictions for
baseline and proposed model
configurations for training runs
reported in Fig. 3 at epoch 350
for the wave equation case study

Model Architecture Loss (nMSE) MSE MAE MEM

U3
64 Up-Net 9.37 × 10−8 1.44 × 10−9 5.97 × 10−6 5.95 × 10−7

U3
29,×2 Up-Net 6.12 × 10−8 1.27 × 10−9 6.28 × 10−6 7.15 × 10−7

U96 U-Net 7.15 × 10−7 8.54 × 10−9 9.28 × 10−6 1.32 × 10−6

U46,×2 U-Net 4.85 × 10−7 7.69 × 10−9 1.12 × 10−5 1.72 × 10−6

UED
106 ED 3.16 × 10−6 3.91 × 10−8 3.09 × 10−5 4.45 × 10−6

UED
48,×2 ED 3.43 × 10−6 4.41 × 10−8 3.44 × 10−5 5.92 × 10−6

fed to the deep learning models, and their error in predicting
the next time step of the dynamic evolution is assessed. One
can observe that the single-step prediction accuracy varies
among the examined network architectures, and in general
decreases for predictions at later time instances. The latter
mainly results from the sample-wise normalization and a
respective loss function operating on normalized data sets.
Rather constant prediction errors are maintained, when eval-
uated with respect to the maximum amplitudes of the wave
fields. Fluctuations in the single-step error which do not cor-
relate with the maximum amplitude of the wave field can
be the caused by a variety of phenomena (reflections, refrac-
tions, superposition of waves) that increase the complexity of
the prediction task at specific time instances and thus result
in slightly larger errors.

All U-Net-inspired models demonstrate good single-step
prediction capabilities when evaluated on the four validation
datasets. In direct comparison, the ED architectures show a
significantly weaker predictive ability. Overall, the U3-net
models U3

64 and U3
29×2 outperform the baseline models at

all times steps and validation cases. Out of the two U3-Net
models, the U3

64 with a constant number of filters exhibits
slightly more accurate single-step predictions for validation
cases (f) and (g) as visible from the boxplots in Fig. 4. Here,
the amplitude normalization highlights the advantages in pre-

diction quality when using the proposed Up-Net instead of
the baseline models.

4.1.4 Long-term predictions

To assess the predictive capabilities of the models we now
examine multiple long-term prediction scenarios, i.e. by
injecting the trained flow map model into the recursive time
stepping scheme described in Sect. 3.4. Figure5 depicts the
ground truth wave propagation along with the prediction of
the U3

64-Net based time stepper for validation case (f). The
domain comprises a rectangular shape with an inclusion and
an inhomogeneous spatial distribution of the wave speed
parameter, see Fig. 2. Reflections at the domain boundaries
occur after time step 50, and refraction at the material inho-
mogeneity is visible at time step 75 in the central domain
region.

The spatial error distribution is computed as the abso-
lute Euclidean distance between ground truth and prediction,
shown in the third panel of Fig. 5. After 100 integration steps
the mean absolute error (MAE) amounts to 1.33 × 10−3,
which is an error of about 2.5% in relation to the maximum
amplitude of the wave field (5.36 × 10−2). After 200 time
steps the MAE is 3.79 × 10−3 which is a relative error of
6.4%. For the given time instances, the largest local error
is observed in the narrow field below the left domain inclu-
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Fig. 4 The top row shows the single step prediction error of baseline
and proposed models over all time steps of the validation cases (f, g, h,
i) along with the evolution of the maximum wavefield amplitude over
time. Note that the scale of the vertical axis are different for both quan-

tities. The bottom row shows analogous box-plots of the single step
prediction error (MAE) scaled by the maximum amplitude at each time
instance

sion. After 100 prediction steps a maximum local error of
7.21× 10−3 is obtained here, increasing to 1.9× 10−2 after
200 steps. The point-wise error plots (clipped at 100%) in
the bottom panel helps to identify local errors highlighted
by the relative measure. Caution must be taken when inter-
preting the rather large error values displayed there: As the
scene is initialized with zero amplitudes in the domain (aside
from the Gaussian), very high values appear in regions where
the ground truth amplitude is zero: a small prediction imper-
fection, even numerical rounding errors, will naturally result
in extreme relative errors. As the waves propagate into the
domain, large relative errors are only visible where wave
amplitudes are close to zero, again causing a division by
nearly zero. In most of the domain with substantial surface
amplitudes low relative error values are visible. Particularly,
the domain inhomogeneity is not visible in the display of the
relative error, indicating an accurate prediction across the
material boundary. Excluding the computational singularity
in regimes of zero amplitude, the relative error analysis indi-
cates that predictions are accurate throughout the domain up
to step 100. Overall, no particularly large errors are observ-
able in proximity of the material inhomogeneity in the center
of the domain, which is a major advantage over state-of-
the-art approaches. The model is capable of respecting the
abrupt change of wave numbers in this regime, which is a

challenging task causing refractions on the boundary of the
inhomogeneity, and differentwave propagation speeds inside
the inhomogeneity, see time step 75. In a visual comparison
it is hard to distinguish the ground truth and the prediction
up to prediction step 100. After 150 and 200 steps, a slight
global shift towards positive values can be observed in some
regions of the predicted wave fields along with some loss
of detail. However, the overall wave field topology of the
ground truth is still clearly recognizable, even for long-term
predictions of up to 200 steps.

Adetailed investigation of the long-termprediction behav-
ior is shown in Fig. 6. Here, the error evolution of the
recursive time stepping scheme is examined using the data of
validation case (f) featuring 800 time steps. To compare the
predictive capabilities of the proposed Up-Net architecture
to those of the baseline models, long-term predictions are
initialized at seven different time instances of the validation
case using all fully trained models described in Sect. 4.1.3.
Essentially, seven different cases with different initial con-
ditions are run, to examine the impact of the different initial
physics on the long-term prediction capabilities. Wave fields
at early time steps comprise larger amplitudes but simpler
topology, while the wave fields towards larger time steps get
more complicatedwithmany interacting travelingwaves.We
will solely focus on the U3-Net predictions first. Naturally,
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Fig. 5 Evolutions and predictions of wave field dynamics in a com-
plex and heterogeneous domain using the U 3

64 model. The material
inhomogeneity is indicated by the hatched patch in upper left panel.
The first prediction is initialized from wave fields at time steps t =
1.47, 1.48, 1.49s from validation case (f). From there on, recursive time

stepping (Sect. 3.4) is performed for a total of 200 time steps. The first
row shows the ground truth U obtained from numerical simulations,
the second row shows the predicted wave fields Û , the third row the
absolute difference |Û − U |, and the last row the relative point-wise
error at selected time steps. White areas indicate the domain boundary
regions

the error accumulates by the number of time steps predicted.
However, the analysis shows that the errors grows especially
fast for simulations initialized at early time instances, such
as time step 50 or 150. For example, the error grows to
MAE ≈ 3 × 10−3 within 100 time steps for the long-term
predictions performed using the model U3

64. If the time step-
ping is initialized when the wave field is fully developed, the
error accumulation is considerably slower: 100 time steps

result in an MAE of 8.5× 10−4, 1.2× 10−3, 7.7× 10−4 for
simulations started from time steps 450, 550, 650. Again,
in most application scenarios, this behavior is desirable and
hypothesized to be linked to the normalized loss evaluation
as outlined in Sect. 4.1.3.

Compared to the EDmodels, the U-Net-typemodels show
significantly better long-termprediction capabilities in Fig. 6.
With few exceptions, the ED models exhibit the greatest
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Fig. 6 Comparison of long-term predictions using the recursive time
stepping scheme initialized at time steps 50, 150, 250, 350, 450, 550
and 650 of validation case (f) and evaluated 100 steps for two con-

figurations of the ED, the classical U-Net architecture, and two model
configurations of the proposedUp-Net architecture. For scaling reasons,
the displayed error evolution is limited to an MAE of 2 × 10−2

errors of the examined network architectures. The long-term
predictions exhibit four to ten times greaterMAEerror values
compared to the respective best performing Up-Net model.
When examining the classical U-Net-type models U96 and
U46×2, a considerable difference in the precision of long-term
predictions can be observed.Regarding the scene and dynam-
ics contained in validation case (f), themodel configuredwith
a constant number of filters (U96) shows clear advantages
when compared to the model with stage-wise doubling filters
(U46×2). A similar, although less pronounced, trend is also
visible for the proposed Up-Net models. Most importantly,
both Up-Net models, namely the U3

64 and the U3
29,×2 model,

exhibit the smallest prediction errors of the investigatedmod-
els at most time instances. Notably, the model U3

64 slightly
outperforms its counterpart U3

29,×2. Considering the errors
after 100 steps of prediction, the Up-Net architectures yield
factors between 1.9 (time step 650) and 3.14 (time step 550)
performance increase compared against the best-performing
U-Net model, and factors between 2.15 (time step 150) and
5.8 (time step 450) performance increase compared against
the best-performing ED model.

Overall, the proposed fusion of domain information and
spatial parameter distributions allows for accurate short-
and long-term predictions of the investigated wave dynam-
ics. Especially, U-Net architectures are found to be suitable
for generic predictions of spatio-temporal dynamics. The
proposed Up-Net can be considered the most promising can-
didate among the investigated architectures. This finding is
evident from the error metrics related to the previous anal-
ysis of long time-time predictions for all validation cases,
as summarized in Table 2. For all 28 prediction cases, the
proposed U3

64 performs the best in terms of both MAE and
MSE error metric. While classical U-Net models show sig-
nificantly poorer performance, some EDmodels even exhibit
instability, i.e. exponentially growing errors.

Assessing the long-term term predictions, we found an
indication for a linkage of the prediction accuracy and the
single-step shift-type error MEM. The MEM measures a
global offset of the mean wavefield predictions from the
ground truth. This shift of the complete field is observed to
out-weight the general single-step accuracy for the long-term
predictions in some cases. That is, models of lowMEM error
tend to perform better in long term than models with a low
single-step error. As outlined in Appendix C, all examined
models show a fluctuating behavior of the MEM through-
out the training process, i.e. the predicted field quantities
experience some accumulating offset error of the mean field
amplitude. By decreasing the learning rate we were able to
reduce these fluctuations and thus enhance the long-term
accuracy of the final models. We therefore presume that
further optimizations with regard to theMEM (e.g. the incor-
poration of theMEM in the loss function) can lead to an even
better performance of the Up-Net architecture in terms of
long-term predictions. Additional investigations of the long-
termprediction behavior performedon the validation datasets
(g), (h) and (i) can be found in the Appendix D.3, further sup-
porting the findings discussed before.

4.1.5 Out-of-distribution generalization properties

So far, the generalization to different scenes are investi-
gated on the example of the four validation cases, that
significantly differ from all training examples in terms of
geometry, scene composition and domain aspect ratio. The
final investigation on the generalization properties is con-
cerned with out-of-distribution physical parameters, i.e. with
cases that involvewavenumber parameterizations that are not
featured in the training datasets. The training data was gen-
erated using wave numbers from a discrete set cbase,train ∈
[0.5, 0.75, 1.0, 1.25, 1.5]. We now study case (f) for wave
numbers cbase picked in between the training values and
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Table 2 Comparison of U3-Net, U-Net and encoder–decoder models in terms of mean squared error (MSE) and mean absolute error (MAE)
computed for predictions after 100 time steps

Model MSE100 MAE100
Mean ± stdev Min Max Mean ± stdev Min Max

U3
64 9.38 ± 9.77 × 10−6 1.02 × 10−6 3.99 × 10−5 2.08 ± 1.12 × 10−3 7.34 × 10−4 4.97 × 10−3

U3
29,×2 2.01 ± 1.93 × 10−5 2.93 × 10−6 7.07 × 10−5 2.93 ± 1.34 × 10−3 1.15 × 10−3 6.22 × 10−3

U96 2.58 ± 2.04 × 10−5 3.78 × 10−6 8.11 × 10−5 3.90 ± 1.48 × 10−3 1.57 × 10−3 6.91 × 10−3

U46,×2 1.82 ± 3.96 × 10−2 6.40 × 10−6 1.82 × 10−1 3.06 ± 4.90 × 10−2 1.52 × 10−3 1.84 × 10−1

UED
106 0.98 ± 1.45 × 10−3 1.46 × 10−5 7.47 × 10−3 1.54 ± 0.91 × 10−2 2.89 × 10−3 3.69 × 10−2

UED
48,×2 2.51 ± 0.13 × 10+3 4.49 × 10−5 7.02 × 10+4 0.20 ± 1.0 × 10+1 5.63 × 10−3 5.42 × 10+1

The self-feeding long-term predictions are performed for all four validation cases (f, g, h, i) and initialized at t ∈ {0.5, 1.5, 2.5, 3.5, 4.5, 5.5, 6.5} s.
The table shows mean and standard deviations, as well as the smallest and largest errors resulting from the 28 predictions per model

outside the maximum range of that set, i.e. for cbase =
[0.2, 0.25, . . . , 1.75, 1.8]. The data generation is performed
according to Sect. 4.1.1 and again the wave fields are ini-
tialized with Gaussians. The model U3

64, which performed
best in the previous sections, is applied to the new 32
cases by performing long-term predictions at seven different
time-instances in analogy to Sect. 4.1.4. Note again, that no
model-retraining was performed. Figure7 shows the average
MAE of all long-term predictions as a function of the domain
parameterization c. It is apparent that the error is small at the
wave number configurations which were used for generating
the training data.However, theMAE is only slightly larger for
wave numbers placed in between the values of cbase,train. Con-
sequently, we have been able to observe good generalization
capabilities in terms of interpolation for parameterizations
within the training data distributions. Furthermore, themodel
also exhibits some capabilities to extrapolate outside the lim-
its of cbase,train. Although the model has never seen any wave
dynamics outside c = 0.5 and c = 1.5, predictions out-
side this interval are valid and of proper accuracy, at least
for short-term and mid-term time stepping intervals. The
error increases significantly for wave numbers that depart
far from the training set values. The threshold for accepting
a predictionmay depend on the actual case and personal pref-
erences, howeverwe found that the predictions for edge cases
cbase = 0.5 and cbase = 1.8 are in good agreement with the
ground truth when compared visually for the main features
of the wave field. We should also note that the wave num-
ber enters the physics in quadratic form, which explains the
seemingly rapid performance degradation for values larger
than c = 1.5. Interestingly, the error increases linearly with
prediction time, as it visible from the quasi-parallel evolution
of the error values reported for different numbers of predic-
tion steps in Fig. 7.

4.2 Heat equation

The two-dimensional heat equation with variable coefficient
reads

∂u

∂t
= ∇ · (c∇u) = ∂

∂x1

(
c

∂u

∂x1

)
+ ∂

∂x2

(
c

∂u

∂x2

)
(8)

where c(x) > 0 denotes the thermal conductivity of the
domain. The steady-state solution u (x, t → ∞) to an initial
condition u (x, 0) satisfies ∂u

∂t = 0. We study the time evolu-
tion for Dirichlet boundary problems. Note that the constant
temperatures are defined at the boundary of the domain.

4.2.1 Data generation

The generation of training and validation data for the heat
equation problem is performed in analogy to Sect. 4.1.1:
training data scenes comprise a square domain (128 × 128,
�x = 1

16 m) featuring optional boundary inclusions and ther-
mal conductivity inhomogeneities (c ∈ {0.5, 0.75, 1, 1.25, 1.5}).
In addition to initial disturbances, also variations of the
boundary values are considered by generating datasets with
constant boundary values of variable magnitude as well as
datasets with boundary values having horizontal or diag-
onal linear gradients. Boundary values and initial values
varied between normalized values of zero and one, see
also Fig. 11. This setting effectively renders the scene a
singularity-like problem at the domain boundaries, where
temperatures jump in the initial condition.As the temperature
distributions rapidly approach a steady state, time integra-
tions are performed up to t = 0.6s, i.e. 120 steps using
�t = 0.005s. Using data augmentation (rotation by 90◦,
180◦ and 270◦) and rolling window processing, 275, 184
data samples are generated from 588 training scenes. Four
rectangular (256 × 128) validation datasets are generated
accordingly, featuring rectangular, circular and H-shaped
inclusions, conductivity inhomogeneities as well as linear
temperature gradients on the boundary, see also Fig. 11. As
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Fig. 7 Out-of-distribution study of model U3
64 on variants of validation

dataset (f) with cbase = cin and cbase ∈ [0.2, 0.25, . . . , 1.75, 1.8]. The
MAE is computed as average over seven long-term predictions starting

at different time-instants (see Fig. 6) and evaluated after 25, 50, 75 and
100 prediction steps. The vertical dashed lines indicate waves numbers
cbase used for model training

these characteristics, if at all, are only differently featured
in the training data, long-term predicting the thermal energy
flow requires generally valid models that have learned a dif-
fusion process.

4.2.2 Model setup

To predict the evolution of the temperature fields under set
boundary values, a U3-Net is utilized. The inputs of the three
distinct encoder paths are (i) three preceding temperature
fields separated by �t , (ii) a binary domain mask, and (iii)
a spatial distribution of the thermal conductivity parameter
c(x). The temperature fields (i) also include information on
the Dirichlet boundary conditions by replacing the temper-
ature field with extrapolated boundary temperatures at all
x ∈ X δ�. As temperatures of training and validation datasets
are limited to the range [0, 1], training is performed without
additional normalization. A domain adaptiveMSE loss func-
tion is used, and optimizer, learning rate (decay) and number
of training epochs are chosen according to Sect. 4.1.2. Fol-
lowing the results for the wave equation, we focus on models
with constant filter sizes permodel stage for the heat equation
studies. For a fair comparison, the filter sizes of the U3-Net
and those of the two baseline models, the classical U-Net,
and the ED architecture, are chosen such that the number of
trainable parameters is approximately the same, see Table 3.

4.2.3 Predictions

A comparison of the single-step performance of the three
models is shown in Table 3. The table provides the average
of the 4 × 117 = 468 prediction errors available from the
validation datasets. Out of the three models, the Up-Net type
model U3

64 exhibits the most precise single-step step predic-
tions. In terms of the average single-step prediction error, the
Up-Net outperforms the classical U-Net by a factor of 1.8
and the ED architecture by a factor of 40. Also for the mean

field values, i.e. the MEM error metric, the proposed Up-Net
outperforms the baseline models by two orders of magni-
tude. As all models shown here feature the same amount of
trainable parameters, we conclude that the proposed Up-Net
architecture is superior to conventional neural architectures.

A closer view into the single-step error throughout the
transient evolution of the temperature field is given in Fig. 8a.
Here, a validation case with two rectangular inclusions and
a centered rectangular inhomogeneity is investigated, see
Fig. 9. In analogy to our findings from Sect. 4.1.3 the single-
step predictions exhibit larger errors in the first time steps,
which here coincide with themost transient phase of the tem-
perature evolution. In terms of the single-step prediction the
Up-Net clearly outperforms the baseline architectures at all
time instances. This observation holds also for the remain-
ing validation cases. For the latter, similar characteristics are
discernible (data not shown explicitly, but included in the
average metrics displayed in Table 3).

To assess the long-term prediction capabilities of the
proposed architecture, the evolution of the transient heat con-
duction is examinedusing the recursive time stepping scheme
with models U3

64, U96 and UED
106. Figure9 displays the temper-

ature distribution of the ground truth U, the prediction Û
and the spatial distribution of the U3

64 prediction error at sev-
eral time steps for a validation case with rectangular domain
inclusions and a conductivity inhomogeneity in the center of
the domain. Notably, large gradients are evident in the thin
domain regions between the inclusions and the outer domain
boundaries, see upper left region of the domain in Fig. 9. Fig-
ure8 (b) displays the respective domain-MAE errors for all
three models for the same long-term prediction. Considering
model U3

64, the prediction error grows until time step 20 and
particularly in the regime of the inhomogeneity with abrupt
changes in thermal conductivity. From time step 20 onwards,
the prediction error keeps decreasing. After 100 time steps,
a steady-state heat distribution is achieved. As the error does
not show an accumulation behavior, the results indicate that
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Table 3 Error metrics MSE,
MAE and MEM of single-step
predictions for baseline models
and proposed model
configurations evaluated within
domain � for four heat equation
validation datasets

Model Architecture f0/1/2 Parameters MSE MAE MEM

U3
64 Up-Net 64 991,617 3.29 × 10−7 2.46 × 10−4 4.29 × 10−5

U96 U-Net 96 991,681 3.82 × 10−5 4.41 × 10−4 2.18 × 10−3

UED
106 ED 106 1,006,153 1.45 × 10−4 9.89 × 10−3 9.14 × 10−3

f0, f1 and f2 denote the number of filters at the three encoding/decoding stages of the architectures

Fig. 8 Evaluation of the fully trained ED,U-Net andU3-Netmodels for
the heat equation case. a Displays the single-step prediction error, i.e.
the domain adaptive MAE, for 117 time steps. b Shows the error evolu-

tion for a long-term prediction over 100 time steps. Results correspond
to the validation case shown in Fig. 9

the U3 model did in fact learn a diffusion process, and hence
compensates for errorsmade in the first prediction steps.Very
similar behavior was observed in all validation cases studied
in this work.

Surprisingly, the superior single-step performance of the
Up-Net model, see Table 3 and Fig. 8a, does not translate to
improved long-term predictions when compared to the base-
line models, see Fig. 8b. Although all models were able to
generate decent long-term predictions, here the fully trained
ED and U-Net models outperform the U3-Net model in most
cases. In the wave field studies, we were able to track such
behavior back to theMEM single-step error, which identifies
models that are prone to introducing a global field offset in
long-term predictions. For the heat equation studies however,
the discrepancy between single-step and long-term predic-
tion quality can not be linked to the MEM metric, as the
U3-Net model exhibits the best results in this regard, see
Table 3. However, as themodels were only trained to perform
single-step predictions, the discrepancy of single-step and
long-term accuracy is not entirely inexplicable, as some local
types of single-step prediction errors might amplify when the
recursive time stepping scheme is applied. We assume that a
direct integration of the recursive time stepping scheme in the
training processes, i.e. the loss function, would address this
problem and by design eliminate the discrepancy of training
performance and long-term prediction capabilities.

4.3 Computational efforts

As computational efforts are a major factor for assessing the
applicability of a numerical method, an overview is given
on the efforts related to the data generation, network train-

ing and model inference stages of the presented approaches.
Here, we limit ourselves to a consideration of the wave
equation problem. As the model complexity for the heat
equation is very similar, the timing results for the deep learn-
ing models can be transferred directly, while heat equation
training times are available from Table 4. All computations
reported in this work were performed on a desktop work-
station equipped with a GPU (NVIDIA Titan RTX 24GB),
32GB of DDR4-RAM (2666MHz) and an Intel Xeon W-
2133 CPU. The software, accessible at https://github.com/
TUHH-DYN/DeepStep, is written in Python using the deep
learning framework TensorFlow. The timings reported here-
after are subject to hardware and software configurations,
hence they shall only serve for illustrative purposes.

Training and validation datasets are generated using the
finite element method (FEM) provided by the open-source
library FEniCS, see Sect. 4.1.1. The data generation process
consists of two major parts: the FEM computations and a
post-processing step to transform and save the data aligned to
Cartesian grids.3 Using our hardware, generating a 800-step
training time series of 128×128 resolution required approx-
imately 117s. Particularly, the FEM solution efforts amount
to approximately 44 s and the post-processing efforts amount
to approximately 73s on average across all scenes. The gen-
eration of a 800-step validation time series (256×128) takes
approximately 654s, of which the FEM solution consumes
248s. The computing times vary slightly depending on the
specific configuration of the scene and the resulting com-

3 Interpolation between the computational mesh and the Cartesian grid
was performed using the Python package scipy griddata, which is per-
forming a linear barycentric interpolation for every time step.
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Fig. 9 Long-term predictions of heat conduction: 100 prediction steps
are shown for a validation case with two rectangular inclusions and a
centered rectangular inhomogeneity (hatched patch in upper-left panel).
The first prediction is initialized from temperature fields at time steps

t = 0, 0.005, 0.01. From there on, the recursive time stepping scheme
is applied using the proposed the U3

64 model. The first row shows
the ground truth obtained from numerical simulations, the second row
shows the predictedfields, and the last row shows the absolute difference

plexity of the physics. The generation of the 100 training
and 4 validation sets thus required approximately 239min
of pure computing. On the deep learning end, the training
part is the most time-consuming part. Table 4 in Appendix
B lists all training times for all models shown in this work.
Considering the best-performing U3

64 network, training took
175h. Data generation and model training hence consumed
a total of 179h of computation, and the data sets consume
12 and 11.5GB for the wave and heat equation, respectively.
A reduction of training time is in sight when using the lat-
est data processing pipelines shipped with all major deep
learning frameworks. To reduce the training efforts, addi-
tional studies will be carried out to find the minimal data set
size required for achieving comparable prediction accuracy.
Furthermore, more extensive neural architecture and hyper-
parameter search may result in models of less complexity
that can be trained faster. An extension to three-dimensional
cases is straight-forward from the architectural perspective.

Hardware requirements will however become higher, as the
size of the training batch samples will require for larger GPU
storage.

Deep learning model inference times greatly depend on
the GPU hardware, and on the number of concurrent predic-
tions, i.e. the maximum batch size. The hardware used in this
work allowed for a batch size of 1024 samples (256 × 128),
hence we were able to time-step the dynamics of 1024 differ-
ent scenes simultaneously. A single prediction step took on
average 2.51995s per batch, the time stepping of 1024 scenes
for 800 steps thus amounts to 33.6min. Consequently, the
time integration of a single scene for 800 steps took 1.97s,
while the FEM solution without post-processing took 248s.
In contrast to physical simulations, the inference time of neu-
ral networks does not depend on the shape of the domain or
the complexity of the physics. To compute more realistic
scenes of larger size, parallel predictions (i.e. in the same
batch) can be carried out on segments of the scene and then
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need to be re-combined into one global scene. The compu-
tational efforts increase linearly with the domain size.

Wewould like to avoid stressing the role of computational
benefits, as these clearly depend on hardware, use-case, and
multiple other effects. To reduce the offline costs related with
setting up the proposed Up-Net architecture, we make the
source code freely available for the interested reader and user.

5 Conclusion

The method proposed in this work sets out to overcome
some limitations of existing approaches to time stepping of
parameterized spatio-temporal dynamics using purely data-
driven techniques. Particularly, the Up-Net architecture is
designed for fusing qualitatively different field variables,
thereby allowing for large generalization potential and deep
representation learning. Four distinct advantages of the pro-
posed neural architecture were identified in this work.

Firstly, our method does not require any a priori knowl-
edge about a mathematical description of the underlying first
principles, and hence is a generic and data-centric approach.
Then, the method is designed for long-term predictions
through iterative self-feeding. Furthermore, domain parame-
terizations, such as material inhomogeneities, are considered
explicitly by the proposed method, which also enforces
(potentially time-varying) boundary conditions. Last but not
least, the method is making use of the adaptivity property of
fully convolutional networks: training can be performed on
arbitrarily shaped domains of arbitrary spatial resolution (e.g.
128×128). Network re-training is not required for inference
on differently shaped geometries at other resolutions (e.g.
512× 1024) or at other process parameterizations. Hence, a
once-trained network can be used to compute the time evolu-
tion of many different scenes (parameterization, size, shape)
given that the underlying physics are the same. In future stud-
ies, a priori physical knowledge can be introduced through
specialized convolutional kernels that represent temporal and
spatial derivatives.

On the example of the two-dimensional universal wave
and heat equations, our studies indicate superior prediction
quality of the proposed Up-Net architecture over established
encoder–decoder and U-Net architectures of same model
complexity, confirming the results of [29]. Exceptionally
large data sets of numerical simulations are used for excessive
model training. The Up-Net’s superior generalization prop-
erty to significantly different scenes in terms of size, shape
and boundary conditions is shown. Long-term time stepping
experiments indicates howpurely data-driven flowmapmod-
els canmake accurate predictions of time-dependent physics.
In contrast to classical numerical schemes, inference time is
not a function of the complexity of the observed physics for
the data-driven model. The offline costs for model training

can thus be compensated by very low online costs during
model inference. The novel Up-Net methodology proposed
can be regarded as a starting point for the investigation of
more complex wave, diffusion as well as flow processes
governed by nonlinearity and turbulence [45,46]. It is there-
fore a scheme which complements the recent progress in the
development of data-driven techniques in fluid dynamics and
physical oceanography [47,48].

Note on videos and code

Additional videos of the model prediction are available, see
https://github.com/TUHH-DYN/DeepStep. The source code
for replicating the data generation, model training and model
validation is accessible through https://github.com/TUHH-
DYN/DeepStep.
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Appendix A: Data generation

Appendix A.1: Simulation environment

Training and validation datasets are generated using the open
source computing platform FEniCS [44] for numerical simu-
lations. At first, the domain geometry is defined by a number
of primitive shapes which are then combined using the set
operations union, intersection, and difference.
The domain is then discretized using a tri-mesh, while also
respecting additional sub domains, utilized for defining spa-
tial parameterization. Triangular elements with linear basis
functions are employed (called P1 elements in FEniCS).
Finite element computations are performed using the build-
in GMRES solver and incomplete LU factorization (ilu)
for preconditioning. The implicit Euler method is used for
time integration, thereby the differential equation is solved
at all mesh nodes. Finally, linear interpolation is used to
generate datasets defined on Cartesian grids. One crucial
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Fig. 10 Computational mesh (26,874 mesh nodes) used for the finite element computations in FEniCS and Cartesian interpolation grid (256×128)
for validation scene (h) of the wave equation case

parameter when performing such numerical computations,
but also when performing data-driven predictions, is the
choice of time increments �t . In numerical fluid dynam-
ics, the Courant-Friedrichs-Lewy (CFL) number CFL = c�t

�x
states the number of cells of length �x that an informa-
tion of speed c can travel in one time increment �t . While
implicit Euler schemesmay tolerateCFLnumbers larger than
1 to ensure numerical stability, the explicit Euler integration
scheme is only stable for CFL numbers smaller than 1. As
the deep learning time stepper resembles an explicit Euler
scheme, we chose time increments �t , such that the CFL
numbers ensure numerical stability in all configurations and
application cases investigated throughout the course of this
work. Future work needs to study the effect of time step size
on the prediction performance in detail. Figure10 illustrates
the computational mesh (mesh convergence obtained) used
for the validation scene (h) of the wave equation case.

Appendix A.2: Validation scene realizations

Figure 11 displays more examples for the validation cases
used for both experiments in this work. While the domain
shape is the same for all realizations of the four validation
cases, the field initializationU0 and domain parameterization
c are varied. That way, many different validation cases are
generated for each domain shape, out of which only four
exemplary cases are displayed here for each experiment.

Appendix B: Model configurations

Two types of baseline models are considered for per-
formance comparisons: first, fully convolutional encoder–
decoder (ED) models are set up to mimic the structure of the
proposed Up-Nets but featuring only a single encoding path
and no skip connections. Second, conventional U-Nets are
set up that have the same structure as the respective Up-Net,
but only featuring a single encoder path. Owing to the single
input layer of both baselinemodels, the different input tensors
of the Up-Net are stacked into one tensor along the channel
direction. For example, the input to the wave equation case
has five channels (three fields, the domain mask, the domain
parameterization) for the baseline models. For each baseline
model we chose two configurations, which solely differ in
the number filters at each stage. One configuration features
a constant number of filters, while the other configurations
feature a cascade of doubling filters per stage, as proposed
by Ronneberger et al. [10]. The general structure of encoder
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Fig. 11 Exemplary realizations of the validation cases for the wave
equation studies (a) and the heat equation studies (b). The top panel
shows the field initialization, the middle panel shows the domain mask,

and the bottom panel shows the domain parameterization in terms of
wave speed c and heat conductivity c, respectively

Table 4 Overview of baseline
and proposed model
configurations for the
experiments presented in this
work

Case Model Architecture p Stages f0 f1 f2 nθ Training time (h)

Wave eq U3
64 Up-Net 3 3 64 64 64 991, 617 175

Wave eq U3
29,×2 Up-Net 3 3 29 58 116 997, 746 115

Heat eq U3
64 Up-Net 3 3 64 64 64 991, 617 95

Wave eq U96 U-Net 1 3 96 96 96 991, 681 148

Wave eq U46,×2 U-Net 1 3 46 92 184 999, 857 102

Heat eq U96 U-Net 1 3 96 96 96 991, 681 77

Wave eq UED
106 ED 1 3 106 106 106 1, 006, 153 141

Wave eq UED
48,×2 ED 1 3 48 96 192 984, 865 95

Heat eq UED
106 ED 1 3 106 106 106 1, 006, 153 75

f0, f1 and f2 denote the number of filters at the three encoding/decoding stages of the neural architectures,
p denotes the number of encoder paths, and nθ denotes the number of trainable parameters

and decoder paths is equivalent for all architectures consid-
ered in this work: Each stage of the encoder is comprised of
two convolutional layers (3 × 3 kernels) followed by a max
pooling layer that reduces the size of the feature map by a
factor of two, while the number of filters fk is doubled per
stage k or kept constant depending on the respective config-
uration: 2· (conv (3 × 3, f0 filters) + ReLU) + max pooling
(2× 2) + 2· (conv (3× 3, f1 filters) + ReLU) + max pooling
(2 × 2) + 2· (conv (3× 3, f2 filters) + ReLU). Analogously,
the decoder features 2· (conv (3 × 3, f2 filters) + ReLU)

+ upconv(3 × 3, f1 filters) + 2· (conv (3 × 3, 128 filters) +
ReLU) + upconv(3×3, f0 filters) + 2· (conv (3×3, f0 filters)
+ ReLU) + upconv(3 × 3, f0 filters) + conv(1 × 1, 1 filter,
linear activation). We use adam as optimizer (parameters
β1 = 0.9, β2 = 0.999, ε = 1 × 10−7) and an exponentially
decaying learning rate α(epoch) = αbase · e−k·epoch to train
the networks. Table 4 lists all model configurations used in
this work.

123



1246 Computational Mechanics (2023) 71:1227–1249

Appendix C: Mean field quantity offsets

During our studies we found indications for a link of the
mean error of the means (MEM) error metric, see Eq. (7),
and the long-term prediction capabilities of the models. A
largeMEM indicates an incorrect shift of thewhole predicted
field towards larger or smaller values, i.e. a global offset. We
found that this type of shifting often occurs for successive
time steps, thus leading to an accumulation of offset errors in
long-term predictions. Figure12 shows the evolution of the
MEM throughout the training process of the wave equation
problem, as described in Sect. 4.1. Interestingly, the value
of the MEM evaluated on the validation datasets oscillates
quite heavily, compared to the validation loss shown in Fig. 3.
We found however, that the oscillations diminish when the
model is trained with very small learning rates and settle to
the lower end of the oscillation range. This strategy can help
to train a model in a way such that it exhibits a low MEM
particularly for unseen datasets and thus additional better
long-term prediction capabilities.

Appendix D: Additional results

The following paragraphs list additional results that support
the findings reported in the main part of this work.

Appendix D.1:Wave equation case: single-step
predictions

Table 5 reports the validation loss, MSE, MAE and MEM
error metrics for a second training run for all models con-
sidered in the wave equation case study. This independent
training is performed to confirm the results reported in
Sect. 4.1. Again, the proposed Up-Net architectures outper-
form the baselinemodels by a significant amountwith respect
to every error metric.

Appendix D.2:Wave equation case: long-term
prediction studies

Figure 13 depicts the long-term prediction error accumula-
tion of all models for the validation cases (g-i) of the wave
equation scenes, that were not reported in Sect. 4.1.4. Again,
long-termprediction are initialized from several time instants
and run for 100 steps. It can be observed that the Up-Net
models outperform the baseline models in almost all cases

Fig. 12 Evolution of the mean error of the means (MEM) of the baseline models UED and U compared to the proposed U3-Net model U3 evaluated
on the wave equation during training. The top panel shows the MEM evaluated on the validation data, the bottom panel shows the MEM evaluated
on the training data
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Table 5 Second training
process: Error metrics of
single-step predictions for
baseline and proposed model
configurations evaluated within
the respective domains � of the
four validation cases for the
wave equation data

Model Architecture Val. loss MSE MAE MEM

U3
64 Up-Net 7.45 × 10−8 1.30 × 10−9 6.24 × 10−6 8.78 × 10−7

U3
29,×2 Up-Net 7.58 × 10−8 1.24 × 10−9 6.42 × 10−6 6.88 × 10−7

U96 U-Net 4.88 × 10−7 6.49 × 10−9 9.04 × 10−6 1.06 × 10−6

U46,×2 U-Net 5.03 × 10−7 7.20 × 10−9 9.59 × 10−6 1.42 × 10−6

UED
106 ED 3.16 × 10−6 3.88 × 10−8 2.90 × 10−5 2.38 × 10−6

UED
48,×2 ED 3.49 × 10−6 4.46 × 10−8 3.49 × 10−5 5.56 × 10−6

The validation loss is evaluated on sample-wise normalized datasets and thus differs from the MSE which is
evaluated on raw datasets (as are the mean absolute error MAE and the mean error of the means MEM (see 1)

Fig. 13 Comparison of long-term predictions using the recursive time
stepping scheme, starting at time steps 50, 150, 250, 350, 450, 550 and
650 of validation cases (g) to (i), shown in panels (a) to (c), and eval-

uated for configurations of the ED and the classical U-Net architecture
each as well as two model-configurations according to the proposed
Up-Net architecture

123



1248 Computational Mechanics (2023) 71:1227–1249

Table 6 Comparison of U3-Net, U-Net and fully convolutional encoder–decoder models in terms of the domain adaptive mean absolute error
(MAE)

Model MAE10 MAE100
Mean ± stdev Min Max Mean ± stdev Min Max

U3
64 8.87 ± 4.96 × 10−3 3.18 × 10−3 1.82 × 10−2 1.34 ± 0.90 × 10−2 6.72 × 10−3 3.47 × 10−2

U96 5.03 ± 2.29 × 10−3 1.49 × 10−3 9.04 × 10−3 1.27 ± 1.06 × 10−2 2.46 × 10−3 3.13 × 10−2

UED
106 5.37 ± 2.44 × 10−3 2.60 × 10−3 9.74 × 10−3 6.14 ± 3.47 × 10−3 2.21 × 10−3 1.14 × 10−2

MAE10 and MAE100 denote the mean absolute error computed from self-feeding predictions after 10 and respectively 100 time steps. The self-
feeding long-term predictions are performed for the four validation cases outlined in Sect. 4.2.1 and tstart ∈ {0.0, 0.05}. The table shows mean and
standard deviations, as well as the smallest and greatest errors

for almost all time steps. Again, the model with a constant
number of feature maps U3

64 outperforms the same architec-
ture using cascading feature maps.

Appendix D.3: Heat equation case: long-term
prediction studies

Table 6 reports the prediction errors of all models for self-
feeding long-term predictions. Particularly, the error after 10
prediction steps and after 100 prediction steps are reported
averaged over all validation sets.
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