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Abstract: Imbalanced datasets pose significant challenges in the development of
accurate and robust classification models. In this research, we propose an approach
that uses Binary Decision Diagrams (BDDs) to conduct pre-checks and suggest ap-
propriate resampling techniques for imbalanced medical datasets as the application
domain where we apply this technology is medical data collections. BDDs pro-
vide an efficient representation of the decision boundaries, enabling interpretabil-
ity and providing valuable insights. In our experiments, we evaluate the proposed
approach on various real-world imbalanced medical datasets, including Cerebral-
stroke dataset, Diabetes dataset and Sepsis dataset. Overall, our research contributes
to the field of imbalanced medical dataset analysis by presenting a novel approach
that uses BDDs and composite classifiers in a low-code/no-code environment. The
results highlight the potential for our method to assist healthcare professionals in
making informed decisions and improving patient outcomes in imbalanced medical
datasets.

Keywords: Low-code, imbalanced datasets, data balancing techniques, sampling
techniques, classifiers, ADD-Lib, decision support systems, Binary Decision Dia-
grams.

1 Introduction

It is a well known problem in Machine Learning (ML) that most real-life datasets are imbalanced
[DDC18, LNA17]. Class imbalance occurs when one or more of the classes/categories in a
dataset are under-represented. For example, in a binary classification problem, there would be
more elements from one class and than the other, whereas in multi-classification scenarios, the
observations would be more clustered compared to the others. This is an issue while training
ML models because it can create a performance bias in the model, making it perform poorly
on real-life scenarios. This issue is highlighted while working with datasets in the medical
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domain, especially in a binary classification scenario, where the number of affected patients
are considerably lower than the unaffected patients. For example, in a dataset for diabetes,
the number of patients with diabetes might be significantly lower than the number of patients
without diabetes. In such a scenario the ML model may not make the best classification and may
make false predictions. Making false predictions, especially when it directly affects the lives
of people, is a big problem that arises from class imbalance. Moreover, the ML algorithms are
designed to assume that each class has a similar number of specimens or instances [XSNK20],
which seriously hampers the detection of rare events. To counter the issue of class imbalance,
resampling techniques are implemented.

Resampling techniques can be used in three ways: (1) to modify the training dataset for the
ML models so that it has equal representation of the minority class; (2) to modify the ML mod-
els by either associating a cost/weight variable with the minority class or designing new models
for the specific dataset; or (3) a combination of techniques in (1) and (2). Based on these op-
tions, resampling techniques are broadly classified into three types: (1) data-driven resampling,
(2) algorithm-driven resampling, and (3) hybrid resampling. Data-driven resampling techniques
are further classified into three types based on how the majority-minority class distribution is
augmented in the dataset: undersampling, oversampling, and hybrid. Undersampling removes
observations from the majority class while keeping all observations from the minority class.
Because this reduces the overall size of the dataset, it has the advantage of lowering memory
consumption during model training. At the same time, removing observations from the majority
class may result in a loss of information, which may result in poor model performance. Over-
sampling involves replicating specific or random observations from the minority class in order to
increase the total number of observations. This balances the minority and majority classes and
raises the overall number of observations. This may result in stronger class boundaries while not
deleting any data, but it may also result in longer computation times and increased resource us-
age. For the hybrid data-driven resampling, both techniques, undersampling and oversampling,
are used, with undersampling used to remove observations from the majority class and oversam-
pling used to replicate observations in the minority class. For the purpose of this research, only
data-driven resampling techniques are used.

The resampling techniques described can be implemented on the imbalanced datasets to poten-
tially improve performance and make better predictions but it would require sufficient knowledge
of statistics and programming. There are also a variety of data-driven resampling techniques that
can be applied on a given dataset based on the degree of class imbalance. This means that for
every imbalanced dataset, a custom logic and programming would have to be implemented to
decide on what techniques are best suited for that scenario. This is another issue where domain
experts like doctors, historians or biologists have to work with programming languages, which
they might not be proficient in, just to decide a rudimentary workflow for a dataset to make it
usable. In this regard, low-code/no-code applications can play a huge role in making knowledge
more accessible to the domain experts while also addressing the class imbalance problem. From
the point of view of the development of such workflows, this will also promote code reusabil-
ity, saving precious development time and may even make the models perform better. So, the
solution would be a system that suggests whether a particular technique is suitable for a spe-
cific dataset using the degree of class imbalance in that dataset, apart from being understandable,
accessible and usable by domain experts.
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One such representation that is designed for giving a yes/no decision for a choice, is also struc-
tured in a way that follows general logic without the requirement of extra skills to understand
is a Binary Decision Diagram (BDD) [Ake78]. BDDs are the most popular form of Decision
Diagrams (DDs) and is a representation that is based on the idea of going through many succes-
sive binary decisions till the objective is achieved. Since BDDs are a graph-based representation
for Boolean functions, they were an optimum choice for modelling decision workflows in our
study. One of the frameworks that works well with the BDD representation, is well established
and provides a flexible and intuitive interface for our use-case is ADD-Lib [GMZS19], which
will be the choice of framework in this research.

This research extends the M.Sc. thesis project of Olga Minguett [Min22], who researched the
datasets and resampling methods in her thesis. The new contributions are as follows:

• Restructuring of Python code: The original code was written for the purpose of analysis
in Jupyter notebooks. To use the code for data pipelines that can be reused, the code was
restructured and rewritten in order to adhere to the encapsulation and the OTA (One Thing
Approach) paradigms [MS09a].

• Data Analytics and ML pipelines: The new Python code was compiled in Pyrus [ZS21].
The data analytics and ML pipelines for three datasets, five ML models and various differ-
ent resampling techniques were designed specifically with explainability and reusability
in focus. The initial results using these pipelines are shown in Table 1 and discussed in
Section 5.

• ADD-Lib Decision Diagrams: Using the new Python code and results from the Pyrus
pipelines, the knowledge gained was used to create a decision workflow that was applica-
ble across all selected datasets. BDDs and composite classifiers were then designed and
applied in ADD-Lib. The BDDs and composite classifier were verified using a reference
classifier as well.

This paper is organised as follows. Section 2 summarises the existing work in this domain
and Section 3 lists all the tools and technologies employed in this study. Section 4 gives an
overview of the methodology, followed by Section 5 that describes and discusses the results, and
conclusions and future work are presented in Section 6.

2 Related work

The field of medicine and Artificial Intelligence, especially ML and Deep Learning (DL), have
made many strides in the past few years, but the ethical and technical challenges still remain
[RCBT22]. A lot of studies have used different ML/DL models to detect diseases, such as
diabetes [GPC+16], skin cancer [EKN+17], and for chest radiographs [RIB+18]. The datasets
used in such studies are referred to as medical datasets in this research.

Most of the progress in AI and medicine has been made in medical image analysis and ran-
domized controlled trials. The authors opine that for non-image data and for unconventional
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problems, there have to be more novel, collaborative efforts to take advantage of the opportuni-
ties. Tsopra et al. [TFL+21] agree that AI has the potential to transform medicine but has been
limited in its implementation in the field due to lack of a robust validation framework. Tsopra et
al. [TFL+21] present a framework with seven steps that is used to build a community competi-
tion (“ITFoC Challenge”), to critically evaluate and compare different predictive AI algorithms
in medicine using real-world datasets. Mesquita et al. [MOSP20], on the other hand, reviewed
the different algorithms used to detect misinformation/disinformation in medical science, espe-
cially during the COVID-19 pandemic.

Rapid breakthroughs in the medical domain using ML/DL have raised important concerns,
safe role of ML in medicine, explainability of the ML/DL models being used and deployed, risk
of misinformation due to use by non-experts, and other technical challenges that physicians are
not aptly equipped to deal with. One such challenge for the ML/DL models is the imbalance in
the medical data being used for such studies. Imbalance in data occurs when a category in the
target value of the dataset is not equally represented, which makes the trained model biased and
not suitable for predictions. This is an ongoing issue in ML, which also leads to the questions
that are targeted in this research: What are the best machine learning algorithms for different
degrees of class imbalance in medical datasets? How can a graphical representation be used
to make the decisions around medical datasets more interpretable? How could developers and
domain experts be benefited by using a more low-code/no-code approach for making the solution
more explainable and reusable?

To address these questions of imbalance in medical datasets and to combat the challenge of
explainability in AI in the medical domain, a low-code/no-code pipeline is proposed using the
CINCO product [NLKS18] ADD-Lib [GMZS19] as part of a Digital Thread solution [MS19]
for the health and medical domain. The other CINCO products consist of DIME [BFK+16],
which is a low-code development environment for creating web applications, and Pyrus [ZS21],
a web-based, low code tool for data analytics.

As explained in Section 1, there are a few types of resampling techniques that can be used
in case the dataset is imbalanced. One of the ways is to customise the ML models being used
for a specific domain to achieve the required results without modifying the dataset, which is
called algorithm-driven resampling. The crucial part of this approach would be to make the ML
models more explainable to enable more customisability. For example, Random Forests, which
is a popular choice for an ML classification model, has a drawback that the larger the model
size the better the results but the model training time increases linearly with the model size. With
increase in the size of the ML model, it becomes difficult to understand the decisions and decision
boundaries. One way to increase explainability and improve running time would be to aggregate
the ML models into semantically equivalent Decision Diagrams (DDs) [GS20]. Gossen et al.
(2020) [GMS20] have successfully applied this approach using Algebraic Decision Diagrams
(ADDs) to improve running time and explainability of the Random Forests model applies on the
popular Iris dataset [Fis88]. Gosen (2021) [Gos21] has also shown that domain specific program
optimisation techniques using ADDs [GJMS19] can be successfully implemented in ADD-Lib,
demonstrating the merits of the platform.

Algorithm-driven resampling, even though may produce better results than data-driven resam-
pling since the ML model is customised to the problem, also has the drawback of being specific
to the problem or the domain and lacks generalisability. Our approach in this study focuses on
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Figure 1: ADD-Lib: View of the development framework as modelling environment

data-driven resampling techniques and explores imbalanced medical datasets to generalise the
solution as much as possible using BDDs.

3 Tools and Technologies

In this study, we used BDDs to perform symbolic analysis using Boolean functions as directed
acyclic graphs. This approach allowed us to perform complex logical reasoning by encoding
different parameters in Boolean variables [Ake78].

Since ADD-Lib works well with ADDs and BDDs, and has a flexible interface to model the
objectives of this study, it was the choice of framework for this study. Choosing ADD-Lib also
allows our solution to be reused and made generally available through a Digital Thread solution
using CINCO family of low-code/no-code tools [MS19, NLKS18]. ADD-Lib is a framework
that was created to overcome the limitations of CUDD [KGD23, Bry86], which was the existing
library for the implementation of BDD. In CUDD, ADDs [BFG+97] were limited to real num-
bers and standard arithmetic operations. ADD-Lib overcomes these limitations by emphasizing
on the interchangeability of the underlying algebraic structure. More so, the computationally in-
tensive operations are delegated to the robust C implementation of CUDD in a service-oriented
fashion. ADD-Lib can also be used to generate code in several languages such as C, C++, Java,
and Javascript. The ADD-Lib tool also supports easy exchange of algebra that can be used to
transform into a more granular recommender system.
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Figure 2: ADD-Lib: All three model files in view (example)

A view of the interface is shown in Figure 1. In Figure 1, the top left hand side houses
the Project Explorer for showing all the project files, lower left hand side is the built-in Model
Checker that displays errors if there are any incomplete or erroneous decision diagrams. The
central section of interface is the area to drag and drop different Boolean functions to create
decision diagrams. On the right-hand side is the Palette where blocks of Boolean functions
(AND, OR, NOT) and terminal nodes (true, false) are located for easy dragging and dropping.
The bottom section is where the properties of a selected Boolean function and the Console are
shown.

ADD-Lib mainly has three models that users interact with:

• The first model is for the declaration of features and categories to be used in decision
diagrams, as shown in the left region of Figure 2. These are called predicates and are
generally an individual or a set of functions that characterize the input by a Boolean vec-
tor. The predicates are defined by their name and their characteristic function, and are
computed only when needed.

• The second model is the decision diagram model for designing BDDs that determine the
outcome based on predicates over the features, as shown in the central region of Figure 2.

• The third model is for creating a composite classifier using the individual decision dia-
grams, as shown in the right region of Figure 2.

The predicates, once declared in the first model, can be used in the BDDs in the second
model. Similarly, the BDDs in the second model can be referenced in the third model using their
function names. Generally, the BDDs can describe the decisions for individual conditions for a
task and the composite classifier will be a composition of the decisions for all conditions using a
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Figure 3: ADD-Lib: Example reference classifier output

combination of Boolean functions (AND, OR, NOT). For example, in Figure 2, the predicates x,
y and z are created in the predicates model and then they were used to create two simple BDDs in
the decision diagram model - namely twoBitAND and twoBitOR. A composite classifier is also
created using these two BDDs.

Another feature in ADD-Lib is the ability to create a baseline/reference classifier that can
compare the expected outcome to the actual outcome. This is a useful feature because it can
help with tuning and adjusting the BDD and composite classifier models. For the above example
with twoBitAND and twoBitOR BDDs, a reference classifier was created. After compiling it
as a Java application from the source-code, the output is shown in Figure 3. The plot in this
figure is generated using random values that are supplied to the reference classifier and the actual
composite classifier. This figure shows that the expected outcome is 100% in agreement with the
actual outcome of the BDDs.

4 Methodology

We describe here the datasets we chose, the kinds of resampling techniques and the effective
specific techniques that were chosen for this study, and the five popular and very successful
machine learning techniques that were chosen for comniation with resampling.
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4.1 Datasets

Based on the established classification of datasets, a dataset can be classified in to three types
based on the degree of imbalance in the target class: (1) mild (20-40%); (2) moderate (1-20%); or
(3) extreme (≤1%)1. Based on this classification, a variety of well-documented medical datasets
were chosen.

The three datasets chosen were the Cerebral Stroke Dataset [LFW19], Diabetes Dataset [Xie19]
and the Sepsis Dataset [KFJB].

1. Cerebral Stroke Dataset: A brain attack or cerebral stroke can occur due to a blockage
in blood supply to the brain or from a burst blood vessel in the brain. This can present
in patients in the form of various physiological symptoms but can avoid detection due to
complex brain imaging procedures required for detection, time between symptoms and
imaging, cost associated with imaging, and overlapping symptoms with other possible
conditions [WF04]. The Cerebral Stroke dataset was created to aid in detection of a stroke
using classification algorithms. This dataset has 12 features containing 43.4K observations
out of which 783 observations are labelled to be stroke. The class-imbalance ratio for this
dataset is 1.84%, so this dataset will fall under the extreme imbalance category (≤1%).

2. Diabetes Dataset: Approximately 537M adults worldwide are suffering from diabetes2.
Early detection, especially for type-2 diabetes which is the most prevalent type, can be
an important factor for control and self-management [Cav16]. The diabetes dataset was
extracted from the Behavioral Risk Factor Surveillance System (BRFSS) 2014 dataset
that was published by the CDC3. The extracted diabetes dataset has 254.6K observations
with the target variable having 2 classes - 0 for no diabetes, 1 for diabetes. The dataset
required extensive pre-processing (removing empty values, outliers). The class-imbalance
ratio for this dataset is 19.05%, so this dataset will fall under the mild imbalance category
(20-40%).

3. Sepsis Dataset: Sepsis is the leading cause of death worldwide [LEG+14]. With the aim to
aid in early detection of sepsis, this dataset was created for the Computing in Cardiology
Challenge from Physionet 2019. The dataset has 40 features and 36.3K observations. The
target feature, ’isSepsis’, has 2 classes - 0 for no sepsis, 1 for sepsis. The class-imbalance
ratio for this dataset is 7.87%, so this dataset will fall under the moderate imbalance cate-
gory (1-20%).

All three datasets are freely available for research purposes.

4.2 Resampling Techniques

The choice of data-driven resampling techniques and machine learning (ML) models were de-
pendent on the platform of choice for analysis of datasets and resources available for the analy-

1 Imbalanced Data, Google Developers: developers.google.com/machine-learning/data-prep/construct/sampling-
splitting/imbalanced-data
2 IDF Diabetes Atlas 2021: diabetesatlas.org/atlas/tenth-edition/
3 https://www.cdc.gov/brfss/annual data/annual 2014.html
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sis. The platform of choice was Jupyter notebooks4 using Python because of prior experience,
vastness and modularity of libraries, and abundance of documentation for data analysis. The
imbalanced-learn library [LNA17]5, which relies on the popular Python ML library scikit-learn6,
was used to implement the resampling techniques. The imbalanced-learn package was a natural
choice because it was specifically created to contain all the major techniques used for resampling
datasets. Moreover, the reliance on the scikit-learn package means that the compatibility with
ML models would be seamless.

Since the aim for the experimentation was to be as robust and generalised as possible, the data-
driven resampling techniques chosen were from all different sub-categories that were available in
the imbalanced-learn package. The following data-driven resampling techniques were selected:

1. Oversampling: RandomOverSampler, SMOTE, SMOTENC, BorderlineSMOTE,
SVMSMOTE, KMeansSMOTE, ADASYN

2. Undersampling: RandomUnderSampler, ClusterCentroids, NearMiss, InstanceHard-
nessThreshold, TomekLinks, CondensedNearestNeighbour, AllKNN, EditedNearest-
Neighbours, RepeatedEditedNearestNeighbours, OneSidedSelection, Neighbourhood-
CleaningRule

3. Combination/Hybrid: SMOTEENN, SMOTETomek

For the scope of this research, we selected all the different techniques that were available under
the imbalanced-learn package.

4.3 Machine Learning Models

The following ML models were chosen to represent the popular learning techniques generally
used for most ML-based classification purposes:

1. Support Vector Machine (SVM)

2. Decision Tree (DT)

3. Gaussian Naı̈ve Bayes (GNB)

4. K-Nearest Neighborhood (KNN)

5. Logistic Regression (LR)

These ML models were chosen because of their popularity an their varied use-cases. SVM,
DT, GNB and LR are examples of supervised ML models whereas KNN is an unsupervised
ML model. Furthermore, all these models use very different approaches to classify the target
variables. For the purpose of this research, only five models are explored.

4 The Jupyter Notebook: https://jupyter.org
5 https://imbalanced-learn.org/stable/
6 https://scikit-learn.org/stable/
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5 Results

The aim of this study was to simplify the evaluation process for an imbalanced dataset and
present users with a data-driven resampling technique that will best suit the scenario depending
on the degree of imbalance of the target class. As stated in Section 4, the target class can have
one of three degrees of imbalance - mild (20-40%), moderate (1-20%); or extreme (≤1%) [? ].
The degree of imbalance can then be used to select the best suited data resampling techniques
before the dataset is used for any ML application. This can potentially improve results and also
remove bias introduced through data imbalance. The best suited technique for the degree of
imbalance can be recognised by running tests on different datasets from the medical domain. To
demonstrate the problem and our solution, a variety of well-documented datasets were chosen
(Section 4.1). The datasets were particularly from the medical domain because the problem
of class imbalance is especially highlighted in this area. To showcase the performance of our
solution with these specifically selected datasets would bring it one step closer to generalising on
more prevalent, non-medical, imbalanced datasets. Furthermore, using low-code/no-code tools
like ADD-Lib can speed the whole process of balancing the dataset by reusing the same data
pipelines and decision diagrams.

5.1 Initial Results and Decision Workflow

Based on the results from the initial experiments using the techniques and models described
in Table 1, a decision workflow diagram was constructed, as shown in Figure 4. The over-
all results generally indicated for oversampling (KMeansSMOTE, RandomOverSampler) and
hybrid resampling (SMOTETomek) to be used for mild and extreme cases of data imbalance,
whereas oversampling (RandomOversampler), undersampling (TomekLinks) and hybrid resam-
pling (SMOTETomek) for moderate case of data imbalance.

5.2 ADD-Lib Decision Diagrams

The decision workflow diagram in Figure 4 represents the different steps in the decision process
and the requirements our ADD-Lib solution would have to check for. The initial condition is
to check whether the dataset is even imbalanced. The decision of this condition will determine
whether the dataset would need to go through the ADD-Lib composite classifier or not. This was
implemented using the predicates mildImbalance, moderateImbalance and extremeImbalance
shown in Figure 5. The BDD using these predicates is shown in Figure 6 (left). The BDD
checkImbalance shown will confirm that a dataset has at least one type of imbalance to reach the
next stage.

The next condition in the workflow is to determine the degree of imbalance in the target class
of the dataset - mild, moderate and extreme. This decision will determine the type of data-driven
resampling technique to be applied. In the case of mild imbalance, the oversampling and hybrid
techniques are to be used. This is implemented using the predicates mildImbalance, oversam-
pling and hybridsampling predicates from Figure 5 are used in BDDs as shown in Figure 7. As
can be seen from the BDDs checkMildImbalanceA and checkMildImbalanceB in the figure, if
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Table 1: Initial Results using resampling techniques and ML models

Dataset Technique Model Method f1 Score
DT NearMiss 0.3702

Undersampling SVC NearMiss 0.4101
KNN TomekLinks 0.9906
KNN OneSidedSelection 0.9906

Cerebral Stroke GNB ADASYN 0.8247
Oversampling GNB SMOTENC 0.8309

DT KMeansSMOTE 0.9760
DT RandomOverSampler 0.9831

Hybrid GNB SMOTEENN 0.8264
DT SMOTETomek 0.9736
DT ClusterCentroids 0.3769

Undersampling DT NearMiss 0.5459
KNN TomekLinks 0.9111
KNN OneSidedSelection 0.9111

Diabetes GNB ADASYN 0.7596
Oversampling GNB KMeansSMOTE 0.7628

DT RandomOverSampler 0.8800
SVC KMeansSMOTE 0.8963

Hybrid KNN SMOTEENN 0.7570
DT SMOTETomek 0.8768

SVC ClusterCentroids 0.4018
Undersampling GNB NearMiss 0.4941

DT TomekLinks 0.9730
DT OneSidedSelection 0.9736

Sepsis LR ADASYN 0.8549
Oversampling LR BorderlineSMOTE 0.8657

DT SVMSMOTE 0.9648
DT RandomOverSampler 0.9736

Hybrid KNN SMOTEENN 0.8399
DT SMOTETomek 0.9601

the degree of imbalance is mild, then either oversampling or hybrid resampling is applied, and
no technique otherwise.

For moderate imbalance, oversampling, undersampling and hybridsampling predicates from
Figure 5 are used in BDDs as shown in Figure 8. As can be seen from the BDDs checkMod-
erateImbalanceA, checkModerateImbalanceB and checkModerateImbalanceC in the figure, if
the degree of imbalance is moderate, then oversampling, undersampling or hybrid resampling is
applied, and no technique otherwise.
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Figure 4: ADD-Lib: Decision Workflow constructed using initial results

For extreme imbalance, oversampling and hybridsampling predicates from Figure 5 are used
in BDDs as shown in Figure 9. As can be seen from the BDDs checkExtremeImbalanceA and
checkExtremeImbalanceB in the figure, if the degree of imbalance is extreme, then either over-
sampling or hybrid resampling is applied, and no technique otherwise.

There is also a possibility that somehow none of the conditions for at least one resampling
technique are satisfied. To catch this edge case scenario, the checkResamplingTechnique BDD in
Figure 6 was constructed using the undersampling, oversampling and hybridsampling predicates
from Figure 5. This ensures that at least one resampling technique is applied.

All individual BDDs represent the decisions for individual conditions in the larger decision
workflow described in Figure 4. To create a composite classifier, the individual BDDs would be
combined using Boolean functions. By definition, the OR function returns TRUE if at least one
of the conditions is correct and AND function returns TRUE if both conditions are correct.

5.3 ADD-Lib Composite Classifier

Figure 10 shows the composite classifier for this study. Each BDD described above is used here
in combination with a Boolean function. The two checkMildImbalance (A and B) BDDs are
combined using Boolean OR because at least one (but only one) of the techniques (oversam-
pling or hybrid sampling) have to applied. For checkMildImbalanceA and checkMildImbalanceB
BDDs, only one (but at least one) of them have to satisfy the condition for the combination of
the two to be TRUE. Based on the same logic, the three BDDs for checkModerateImbalance
(A, B and C) are combined with OR and the two BDDs for checkExtremeImbalance (A and B)
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Figure 5: ADD-Lib: Predicates model

Figure 6: ADD-Lib: Binary Decision Diagram model (A) - (left) determining the degree of data
imbalance, and (right) confirming that at least one of the data-driven resampling techniques is
applied

Figure 7: ADD-Lib: Binary Decision Diagram model (B) - for mild data imbalance oversampling
and hybrid resampling are applied
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Figure 8: ADD-Lib: Binary Decision Diagram model (C) - for moderate data imbalance over-
sampling, undersampling or hybrid techniques are applied

Figure 9: ADD-Lib: Binary Decision Diagram model (D) - for extreme data imbalance over-
sampling and hybrid resampling are applied

are also combined with OR. Now since a given dataset can only fall in one of the three imbal-
ance categories (mild, moderate or extreme), only one (but at least one) of the three imbalance
BDDs would be needed. So for this scenario, the resultant of all imbalance-condition BDDs is
combined together with OR. Finally, the checkImbalance, checkResamplingTechnique and the
resultant from the combination of resampling technique BDDs are combined through Boolean
AND so that the composite classifier returns TRUE only when all conditions are TRUE, i.e., the
dataset is imbalanced AND at least one resampling technique is applied.

The Java code behind the predicates and the BDDs in Figure 5 and Figures 6 to 9 respectively is
shown in Figure 11. This code was generated automatically through the ADD-Lib code generator
after initialising the predicates and BDDs through the graphical interface. This is an advantage of
using a platform like ADD-Lib where complex logic and representations can be easily portrayed
and the code is automatically generated.

5.4 Verifying Results

The final result is shown in Figure 12. This output was obtained from the comparison of re-
sults from the reference classifier and the actual composite classifier (composite classifier in
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Figure 10: ADD-Lib: Composite Classifier model - a composition of all BDDs using a combi-
nation of Boolean functions

Figure 11: ADD-Lib: Auto-generated Java code for the predicates and BDDs

15 / 21 Volume 82 (2022)



BDDs and CCs for Analysis of Imbalanced Medical Datasets

Figure 12: ADD-Lib: Final output from the comparison of results from the reference classifier
and the actual composite classifier

Figure 10). This figure shows that the expected outcome is 100% in agreement with the actual
outcome of the BDDs.

Since the reference classifier and the composite classifier are in 100% agreement, this ADD-
Lib solution can be used to present medical domain experts with the most suitable choice of
data-driven resampling techniques for the three different degrees of imbalance (mild, moderate
and extreme). Since the structure of the BDDs is defined to be as general as possible, the findings
of this research can be applied to a variety of domains and fields where the data being fed to the
ML models is not balanced.

6 Conclusions and Next Steps

In this study, imbalanced datasets, specifically from the medical domain, were chosen to build
and evaluate workflows to suggest the most appropriate data-driven resampling technique. Med-
ical datasets were chosen because of the high occurrence of imbalanced datasets. Since the
platform of choice for this study was ADD-Lib using the Binary Decision Diagram (BDD) rep-
resentation, different workflows in the form of BDDs were created for different checks required
for a dataset. The composite classifier made up of the individual BDDs was used to successfully
evaluate the workflows on medical datasets. the results were confirmed by testing the workflows
against a reference classifier. The expected outcome was 100% in agreement with the actual
outcome of the BDDs. The BDDs, apart from being an efficient graphical representation of the
decision boundaries, also were helpful in interpreting the logic behind the problem. This makes
our solution inherently more interpretable, thus allowing the medical domain experts to make
informed decisions and improve patient outcomes. Since the platform of choice supports low-
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code/no-code methodology, it can be used, as shown in this study, by domain experts to build a
custom BDD workflow for pre-checking their datasets for their machine learning (ML) models.
The development of such a solution could be benefited by reusing the models developed for this
research. The research can also be used in a more generalised, non-medical setting where the
datasets being used need to satisfy a set of requirements before being used for ML models for
training.

Future Work

This study can be extended in many ways for future iterations. The choice of platform as ADD-
Lib was intentional, specifically to allow a wider development opportunity in terms of code
reusability and code translation across the different CINCO products like DIME and Pyrus. The
pipeline could be set-up such that the domain experts pre-check the dataset through the ADD-
Lib platform, which will give them the exact techniques needed to balance their data, followed
by more granular application and testing in Pyrus using the various Python libraries. The result
could be displayed in a DIME web application to make the overall process more seamless for
the domain experts, making it a ’one-stop-shop’ for all their data needs. Also, since all these
platforms are low-code/no-code, domain experts can themselves utilise their functionality to
create a custom workflow with no/some programming expertise. Another direction could be to
explore more techniques, such as algorithmic and hybrid resampling techniques, that are less
dependent on the data and more on customising the ML models for a particular application.
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