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Abstract A regional sea ice-ocean coupled model for the Arctic Ocean was devel-
oped, based on the MITgcm ocean circulation model and classical Hibler79 type
two category thermodynamics-dynamics sea ice model. The sea ice dynamics and
thermodynamics were considered based on Viscous-Plastic ( VP) and Winton
three-layer models, respectively. A detailed configuration of coupled model has
been introduced. Special attention has been paid to the model grid setup, subgrid
paramerization, ice-ocean coupling and open boundary treatment. The coupled
model was then applied and two test run examples were presented. The first
model run was a climatology simulation with 10 years (1992—2002) averaged
NCAR/NCEP reanalysis data as atmospheric forcing. The second model run was
a scasonal simulation for the period of 1992—2007. The atmospheric forcing was
daily NCAR/NCEP reanalysis. The climatology simulation captured the general
pattern of the sea ice thickness distribution of the Arctic, i. e. , the thickest sea
ice is situated around the Canada Archipelago and the north coast of the Green-
land. For the second model run, the modeled September Sea ice extent anomaly
from 1992—2007 was highly correlated with the observations, with a linear cor-
relation coefficient of 0. 88. The minimum of the Arctic sea ice area in the Sep-
tember of 2007 was unprecedented. The modeled sea ice area and extent for this
minimum was overestimated relative to the observations. However, it captured
the general pattern of the sea ice retreat.
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1 Introduction

Arctic is an important component of the global climate system. Researches in re-

cent years have shown that in the greater context of global warming. more notable

changes occurred in the Arctic climate system than other areas over the past 30

years, which have been seen the most intense changes in the past century. Particular-

ly the most notable is the rapid shrinkage of the summer Arctic sea ice extent '™

(Fig. 1). The rapid change of sea ice in the Arctic and its prediction has become one
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of the hot topics in the research community and the public in recent years" .
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Fig. 1 Daily ice extents of 2005, 2007, 2008 and averaged over the
5-year periods 19801984 through 200020041,

As an important component of the Arctic climate system, sea ice is very sensi-
tive to changes of external forcing such as atmospheric circulation, downward long/
short wave radiation and ocean/atmosphere heat flux, etc”®. Slight disturbances of
external forcing or initial conditions are highly likely to cause significant changes to
the sea ice characteristics such as ice thickness, concentration and other parame-

totzl - Exactly because of this property of sea-ices and the status of sea-ice in

ters
some key climatic feedback mechanisms, sea-ice plays a determinant role in the Arc-
tic climate system. Also because of the complexity of sea-ice changes, outputs of cur-
rent sea-ice numerical simulations are subject to considerable uncertainty'**%’,
Therefore, to precisely reproduce the characteristics of sea ice change in recent years
and examine its relevant mechanisms using appropriate ice-ocean coupled numerical
models with observation results would help to increase predictive capability for future
climate changes. Nonetheless, it is still an effective approach in current use to study
polar ice, air-sea interactions and climate effects with the help of coupled-system
modelgH? 1

The ongoing project of Estimating the Circulation and Climate of the Ocean,
Phase II (ECCO2), which mainly aims to establish a high-resolution global-ocean
and sea-ice simulation and diagnostic system, has the improvement of numerical sim-
ulation of polar ice-ocean coupled processes as one of its key issues to solve''™. The
project’s ocean model is based on MITgcm and its sea-ice model is based on Hibler 79
two-layer thermodynamics model"'?, which is significant for understanding polar
sea-ice change and its role in climate change. The Arctic regional ice-ocean coupled
model described in this paper has mainly been developed on this basis. The basic
structure of this paper is: in section 2, the paper gives an overview of the setting of
the model and its major parameterization schemes; in section 3, the climatology sim-
ulation output and simulation output for summer ice of 2007 are presented; and in

section 4, summary and discussion are given.
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2 Model Configuration and Related Parameterization Schemes
2.1 Theocean model

The ocean model is based on MITgecm (MIT ocean general circulation model) ;
the Arakawa C grid is chosen as the horizontal grid and finite volume difference is
used; vertically, the rescaled z coordinate is selected. However, the partial cell is al-
so used to fit as much as possible with topographic boundaries to maintain flux con-
servation for the model and avoid model drift. The model is designed to simulate
large time scale processes such as inter-annual or inter-decadal processes''®!. The o-
cean model also benefits from the latest developments in physical process parameter-
ization in recent years; in section 2. 3, several parameterization schemes frequently
used in Arctic ice-ocean coupling and their backgrounds are discussed in more detail.

2.2 Sea-ice model

The sea-ice dynamics processes have been derived from Hibler’s viscous-plastic
model’ and the sea-ice thermodynamics based on Winton’s [ 2000] three-layer ther-

11} Sea-ice surface heat flux is based on the formula of Parkson

modynamics mode
and Washington [1979]"°). As conduction heat flux is significantly influenced by ice
thickness, in the MITgem model, calculation of heat flux takes into account sub-grid
ice thickness change, i.e. in a horizontal grid, ice thicknesses are categorized into 7
classes, the ice thickness H,, which are evenly distributed between 5 cm to twice the
ice thickness, with H, = (2n—1)/7, n€ [1,7]. lce surface heat flux and albedo

changes caused by accumulated snow are considered; snow-ice conversion processes
are based on Maksym and Jeffries [2000]"",

2.3 Major model modules

2.3.1 Spherical-cubic grid

Whether for global or regional ocean (or coupled system) numerical simulation,
the selection of grid is an important part. In numerical simulation for the Arctic re-
gion, there is still the tough problem of the North Pole to tackle. Commonly used
approaches include tripole grid (general models such as MOM4, CICE4, etc.) or
simply leave out part of the North Pole area. Neither of these approaches essentially
solves the singularity problem of the pole. MITgcm adopted a new mesh generation
method-the cube sphere grid, which, in combined with finite volume difference, has
essentially solved the singularity problem"*! (in addition, when the North Pole prob-
lem is not a concern, MITgcm may also use spherical grid or partial linear orthogonal
grid).

As a new, effective approach to solving spherical partial differential equations,
the cube sphere grid method divides the sphere surface into six identical sections with
the central projections of the circumscribed cube. Each section can be covered by a
group of arcs of larger circles with equal central angles, so that a quasi-uniform grid
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is defined for each section and there is no singularity point in the coordinate system.
The corresponding calculation grid is composed of six identical rectangular grids de-
fined by angular coordinate (£,7) . each between (—x/4.7/4), so that many intrinsic
difficulties in numerical solution of partial differential equations with the common
spherical coordinate system are avoided. At the boundaries of the six sections, a grid
assembly technology is used to join up the six sections, which allows for stable nu-
merical solution with relative small section overlapping.

In the case of an Arctic regional model, it can be ensured that one of the faces
covers most areas north of 50°N, forming a regional curvilinear orthogonal grid,
which is just the horizontal grid applied by the Arctic regional ice-ocean coupled mod-
el discussed in this paper. Figure 2 shows the cover region and topography of the
model, with two open boundaries located in the Bering Sea and the North Atlantic O-
cean respectively.,

Fig. 2 The regional Arctic Ocean topography (unit:km).

2.3.2 Selection of wvertical coordinate system

In ice-ocean coupled system, realistic representation of sea ice requires that non-
linear free surface, actual fresh water flux and necessary conservation laws be taken
into account. Ice floats in the upper ocean, and as determined by its relative density
to sea water, most of its volume is immersed in the upper ocean. If the ¢ coordinate
system is chosen for the numerical simulation, handling of the ice-sea interface would
be easier, since this interface, similar to the seabed interface, exactly constitute the
top and bottom surfaces of the ¢ coordinate system, without affecting the vertical
stratification of the model. With traditional height coordinates (2 coordinate) , how-
ever, both consideration of the existence of sea ice or effect of the free surface can
cause the thinning or disappearance of the upper grid when the top surface is subject
to significant undulation (large amplitude fluctuations or sea ice growth to a certain
thickness), creating potential factors of instability. Therefore, most 2 coordinate-
based ice-ocean coupled models in current use simplify the state of sea-ice in upper o-
cean as wholly drift, with upper grid unaffected by thickness of ice; also, virtual sa-
linity flux is used for the ice-sea interface, which is a boundary condition that may
cause changes of pressure of water column with freezing and melting of sea ice, crea-

ting fake circulation. In fact, no pressure change occurs vertically as sea-ice freezes
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or melts.
To deal with this problem, Adcroft and Campin (2003)"*) introduced a rescaled
« . . x _ Z— 77(I .y 7t) X
2" coordinate in MITgem: = o(x,y.z.,t) H(x,y) HCary)+p(asy0) H(x,y),

where z= H, representing the seabed; x,y are horizontal coordinate; ¢ is time; 7 is
free surface fluctuation; o is terrain-following coordinate. In spite of this, =™ is more
close to height coordinate. Based on this, Campin(2008)"* introduced an equivalent
free surface 7" =9+ M. iy /oo to calculate the impact of sea surface fluctuation on

sea ice movement.

2.3.3 Parameterization of salt-plume

At the early stage of the sea water {reezing, part of the salt is trapped in the ice;
and after the forming of sea ice, the salt is gradually released to the sea water. As
some studies show, salinity of fresh sea ice may be as high as 20 PSU while after a
winter, the salinity of the first-year ice may be 4-6 PSU and salinity of the multi-year
ice that has survived at least one summer may be as low as 1-3 PSU. During the
whole process, however, distribution of the releasing salt from the sea ice in the up-
per ocean is uneven, which significantly affects the spatial variability of upper ocean
salinity. But generally, in ice-ocean coupled simulation, salt so released was treated
simply distributed evenly to the mixed layer.

In the Arctic Ocean, halocline plays an important role in the regulation of heat
exchange at the bottom of the mixed layer; besides, it directly affects the energy bal-
ance and sea ice mass balance of the ice-ocean coupled system. Accurate depiction of
the distribution and evolution of the Arctic Ocean halocline remains one of the diffi-
culties in Arctic ice-ocean coupled simulation., One major issue that compromises
such simulation is simplified treatment of the salt freezing-out process by all models.
In the ECCO2 project, Nguyen (2008)'*! proposed a parameterization scheme depic-
ting this physical process based on experiment results. Numerical experiments con-
firm that this scheme has significantly improved depiction of the properties of Arctic
Ocean upper ocean water mass. The core of the parameterization scheme lies in the
distribution of the discharged salt in upper ocean: instead of simply distributing it e-
venly as was traditionally practiced, Nguyen (2008)"**! placed the salt on appropriate
buoyancy layer as early as possible. When the salt flowing enters a stratified fluid
(the plume structure then formed is referred to as salt plume), its depth of penetra-
tion and horizontal extent are mainly determined by initial buoyancy, water stratifica-
tion characteristics and water rotation,.

Denote Coriolis force as f, buoyancy frequency as N and buoyancy flux of per u-
nit area of brine as B,. The relationship between B, and volume flux per unit area Q,

isBy=Q, * g M. In polar oceans, generally stratification effect is dominant,
Pa

which means N/ f>>>>1. Therefore, the buoyancy depth that the main part of salt

1/3

-0

N
reach this depth, they further extend horizontally in all directions. The major part of

plumes can reach is about 2y~ (3. 0+1.0) , and as soon as these salt plumes
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ECCO2’s salt plume parameterization scheme introduced a vertical distribution func-
tion, which provides a 3D depiction of the salt plumes as they develop downward.
The function is in the following form:
Az" if | =z|<I|D, |

0 if |=z|=ID, |

where n and D,, represent the vertical distribution characteristics and penetration

s(2) =

depth of salt plume, respectively and are adjustable parameters in the parameteriza-

tion scheme. In addition, conservation of salinity should be ensured, which means
D

S(2) :J "sdz =S, where S, is the initial total rejected salt. Based on this conserva-
0

tion relationship, coefficient A could be determined. Based on experiments conducted
in the Arctic Ocean, which were compared with observation data, 5 is set for n and
D,, is the depth of local mixed layer.
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Fig. 3 Comparison of the Salt-Plume parameterization scheme (Dotted line: observation data; Red
line: with Salt-Plume parameterization scheme; Blue line: no Salt-Plume parameterization
scheme) ™7,

2.3.4 Mesoscale eddies mixing and transport

Mesoscale eddies play an important role in the transport of physical properties in
ocean. However, due to the model resolution limitation, their depiction often relies
on some parameterization scheme. Currently, the most often used scheme is the pa-
rameterization of eddy-induced velocity related to isopycnal surface thickness diffu-
sion proposed by Gent-McWilliams (1990)"%). There are two parts to the Redi/GM
parameterization of geostrophic eddies. One part aims to realize mix of physical prop-
erties by means of a diffusion operator oriented along the local isentropic surface (Re-
di). The other part adiabatically rearranges physical properties through an advective
flux where the advective flux is a function of slope of the isentropic surfaces.

A. The Redi scheme" ; isentropic surfaces diffusion

Through addition of the term evolution trend in the tracer T (such as tempera-
ture, salinity, etc.) equation, the Redi scheme provides tracer diffusion along the
isentropic surface. The term of evolution trend is denoted as V «,K s V T's where«,
is isopcnal diffusivity, and K., is a three-dimensional second rank tensor. General-
ly, slope of isentropic surfaces in the ocean is very small, i.e. S.,S,<{<{1, so the
following approximate relationship can be derived:

1+S, S.S, S. 1+S. 0 S.
Krai=| S.S, 1+S. S, |=Kgau = 0 1 S,
S. S, 'S |? S. S, [S)



186 Li Qun et al.

B. GM parameterization scheme
On this basiss Gent and McWilliams (1990)"* introduced a component for eddy-
induced transport (Cartesian coordinates) in the advection term of the tracer (tem-

perature, salinity, etc. ) equation.

IT 4 ot o) 20 it w204 ot ey 2L =RGe,
at (71f ay az

* 7 * 7
v :*;(IC(;M S, u :7;(“@‘4 S,
D= dz
SJ. =— @ h 8767 Sv = 970‘ R ;}76
dz dx ’ Jz dy

where v* ,u" are the eddy-induced transport velocity; w" is derived from conti-
nuity equation; kgy is isopycnal thickness diffusivity. Therefore, in the GM parame-
terization equation, two issues need to be considered: one is the choice of «, and ey 3
the other is the calculation of slope of isentropic surfaces. For the second issue, in ca-
ses where unstable stratification and areas of intense mixing create infinite slope of
isentropic surfaces, the prevailing practice is to assign it a upper limit value. The two
coefficients are set as constants, which is acceptable in most cases.

However, in real ocean, eddy movements are considerably uneven temporally
and spatially, so its coefficients should also vary temporally and spatially. Visbeck
(1997 proposed an uneven mixing coefficient closely related to local baroclinicity.
This scheme considers the correlation between kg and the state of eddy development

and defines kgy as a function of Eady growth rate | f|/+/Ri. Its expression is kg =

aLz<m> , where a is a dimensionless constant, L is length scale, and <‘> represents
JRi

average depth. The eddy growth rate is average value of depth. Ri=N?/(9u/d=)? is the

local Richardson number. Taking into account the thermal wind relationship, the fol-

lowing expression can be derived:

1 u/d)?* Q| Vall/p)! M

Ri N N L FIPN?
Define M* :(Oé‘ V o| and substitute it into the xgy expression, there is xgy =al’
0
2| Z
Ww| —aL?(|SIN)-,

Chose length scale L as the first baroclinic Rossby deformation radius, i. e. L=2A3 =
1
S

operation, choice of depth is subject to considerable uncertainty, often limited to above

JNdz . In addition, the expression incorporates a depth-averaged process. In actual

1000m; and gy decreases as depth increases because baroclinic eddy movements are less
active in the deep ocean.

In the Arctic Ocean, the Pacific inflow plays an important role in the Western Arc-
tic Ocean water mass’ formation and ocean circulation. However, due to scarcity of ob-
servation data, study on the role of the Pacific inflow in the Arctic Ocean transport
process and its impact on sea ice change is not very in-depth and mostly based on the ap-
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plication of coupled models. The Arctic Ocean Model Inter-comparison Project
(AOMIP) has brought together major Arctic regional ice-ocean coupled models from the
related research groups. After several years of development, researchers have obtained
fairly deep understanding of the Arctic Ocean circulation system and sea ice variability
characteristics; however, they also begin to realize the weak points in current mod-

s*. One of these is that the depiction of the route of the Pacific inflow’s transport in

el
the western Arctic Ocean, especially when it enters the Canadian Basin, is far from ac-
curate. All models with no exception underestimate transport of Pacific water into the
Canadian Basin, compromising the accurate depiction of fresh water volume of the whole
basin.

Further researches showed that the main cause of these issues lies in inaccurate pa-
rameterization of mesoscale eddies. Maslowski et al (2008)™* concluded through com-
parative experiments that under the same mesoscale eddy parameterization scheme, low-
resolution models significantly underestimate Antarctic Ocean mesoscale eddy move-
ments. Through coupled model simulation with an eddy-resolving system, Watanabe
(20085 studied the Arctic Ocean salinity bias problem of previous existing models.
He concluded that one of the major causes is the underestimation of the transport of the
Pacific inflow into the Canadian Basin by existing models, which also leads to overesti-
mation of Pacific Ocean water flowing into the Eurasian Basin, resulting in that salinity
in the Eurasian Basin is on the low side. After introduction of Visbeck (1996)’s variable
eddy coefficient parameterization scheme, the simulation results can be significantly im-
proved™®®,

2.4 Coupling Process

The model described in this paper is an ice-ocean coupled system. As dia-
grammed by Figure 4, atmospheric forcing fields, which use NCEP reanalysis data,
are input to drive the system. The system mainly needs the following atmospheric
data (NCEP data provided four times daily; 1992-2002 average was used for climatol-
ogy): a. 2 m atmosphere temperature field; b. 2 m atmosphere humidity field; c. 10
m wind speed data (u,v); d. precipitation; e. long/short-wave radiation, etc. The
model takes into account the effect of runoff. Due to lack of data, however, in the
subsequent numerical experiments, results of monthly climatology variation were
used for runoff data.

In the system, ice and ocean are coupled bidirectionally, with the ocean module
providing surface temperature, salinity, flow field information to the ice module, and
the ice module providing information on ice concentration, fresh water flux as the re-
sult of ice melting, heat flux, etc.

3 Preliminary Model Result
3.1 Experiment Configuration

In regional climate simulation, the handling of open boundaries is a difficult is-
sue. In the Arctic regional ice-ocean coupled model described in this paper, the open
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boundary conditions come from MITgem’s global integration experiment CS510. In
the experiment, the vertical coordinates adopted the aforesaid rescaled height coordi-
nates and fully nonlinear free-surface was used. The standard experiment result pub-
lished by ECCO2 was still based on the original topographic elevation coordinates. In
addition, in the experiment, the salt plume parameterization scheme is used (for spe-
cific parameters, see Nguyen (2008)"°1); GM90 and Visbeck’s variable coefficient
scheme is used for the mesoscale eddies parameterization.

The experiment described in this paper can be divided into the following steps:
firstly, the model is driven for 50 years using climatology NCEP (1992-2002 average)
data. On this basis, integration result of the 50th year is analyzed as the steady state
of climatology simulation. Secondly, with integration result of the 50th year used as
initial state, the model is driven for 10 years by NCEP daily forcing field of 1992,
Then integration is performed from 1992 to 2007, and the integration result of 2007
is compared with some observation data for analysis.

Atmospheric Surface wind velocity
Forcing Air temperature
Rain

Down ward long wave radiation
Surface wind stress Down ward shortwave radiation
Relative humidity

v /
) '

Freezing/meltingpotential Seaice fraction
Sea surface temperature Flux > Fresg Vl\t/ager flux
Sea surface salinity ~ I Oa uxt
Surface veloci Exchange Ot o ol
city Net heat flux to ocean
Shortwave radiation ) | Penetrating shortwave

Fig. 4 The Sea ice-ocean coupled system.

3.2 Climatology results and analysis

Figure 5 shows the spatial distribution of the Arctic summer and winter sea-ice
thickness of the 50th year of climatology forcing. Overall, the result reveals the basic
pattern of Arctic sea ice thickness distribution, i. e. » the Canadian Archipelago and
northern Greenland have greater sea ice thickness all the year round, while ice thick-
ness along the Siberian coast, whether in winter or summer, is much smaller. An-
other typical characteristic is that virtually the whole Barents Sea is free of sea-ice
coverage all the year round, which is related to the northward heat transfer from the
North Atlantic Ocean. Both observation and numerical studies show that most of the
heat from the Atlantic Ocean deposited in the Barents Sea, resulting this area above-
freezing-point surface temperature despite its high latitudes.
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Fig. 5 Averaged summer and winter Arctic sea ice thickness distribution(Units: m).

Figure 6 compares the observation data and our numerical calculations for 1992-
2007 September Arctic sea ice extent anomalies. As the curves indicate, simulation
result and observation data are considerably correlated (R*=0. 88). The simulation
output basically reflects Arctic summer sea-ice extent anomalies over the 16 years.
Although simulation result between 2005 and 2007 is higher than observation data,
the drastic decrease of sea ice extent in 2007 is clearly shown (Fig. 7) that the year
had the smallest ice extent of the 16 years as observation data shown. In addition,
the Arctic sea ice extent minimum in 2002 and 2005 is also accurately depicted.

Leeeeer----

1993 1995 1997 1999 2001 2003 2005 2007

Fig. 6 1992-2007 September average sea ice extent anomaly (Dashed: model result; solid line: ob-

servation data from NSIDC, unit: million km*).
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3.3 Simulation result of the 2007 Arctic sea ice minimum

Figure 7 shows the summer ice concentration and thickness distribution of 2007
(average in September) calculated with the model driven by NCEP daily wind field.
The blue line represents edges of sea ice obtained through SSMI satellite observation
data; the white line represents model result. As shown in Figure 7, the numerical
simulation has basicallycaptured the summer sea ice distribution of the year; as
shown by thickness distribution, compared with climatology result, extent of sea ice
with thickness above 4 m significantly decreased in the summer of 2007. In quantita-
tive term, however, the model result overestimates the average ice extent for Sep-
tember 2007, which is mainly seen at 150°W-120°E, 75°N-85°N in the Pacific sector
and small sea areas between the oceanic area and the Barents Sea. The result is basi-
cally consistent with the simulation result of Lindsay et al (2009)"*), The author be-
lieves that this is perhaps due to the NCEP data selected in the model, which do not
support precise depiction of high latitude wind field characteristics.

N 1500
20 20°y, 6 6
5 5
of 2 H4 4
°© je]
3 3
@ @
2 2 2
1 1
0 0

30° e

Fig.7 2007 September averaged sea ice concentration (left) and thickness (right) (Blue: observed sea ice

edge; white: modeled sea ice edge. Unit: m).
4 Conclusion

The paper describes an ice-ocean coupled model for the Arctic Ocean. Its ocean
model is based on the MITgcm; while the coupled sea-ice model has been developed
with reference to Hibler’s thermodynamic and dynamics model (1979)M. The o-
cean and ice modules of the model both adopted the C grid, which is convenient for
their coupling; the horizontal grid uses curvilinear orthogonal grid for higher model
resolution and better handling of the oddity issue of the pole. In addition, the main
part of the paper describes the grid generation techniques for the model and its major
parameterization schemes.

On this basis, part of the simulation result—a climatology simulation and Arctic

sea ice simulation for 2007—is presented in the paper. As comparison with observa-
tion data shown, the regional ice-ocean coupled model described in this paper can ba-
sically capture the basic characteristics of Arctic sea ice change and thus could be used

in more advanced simulation and research on issues related to Arctic ice-ocean cou-
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